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ARTICLE

Structural and Magnetic Properties of (Ni;_.\Mg,) Fe,O,4 Ferrites

A. Al-Sharif® and M. Abo-AlSondos®

% Department of Physics, Mu tah University, Al-Karak, Jordan.
® Prince Abdullah Ben Ghazi Faculty of Science and Information, Al-Balga' Applied
University, Jordan.

Received on: 19/2/2008;  Accepted on: 20/10/2008

Abstract: We have studied the structural and magnetic properties of (Ni;,,Mg,)Fe,O4
ferrite. X-ray diffraction and magnetization measurements were performed for all samples.
X-ray results showed that a single phase ferrite was obtained for all samples. The lattice
parameter, a, was estimated from the X-ray results and we found that the lattice parameter
increases slightly at high Mg®" contents (x > 0.4). Magnetic hysteresis measured for all
samples showed that the coercivity (H.) shows an appreciable change at low (x = 0.2) and
high (x =1.0) Mg*" content. It was also found that the saturation magnetization (M,) and the
remanence (M,) decreases with increasing Mg.

Keywords: Nickel ferrite; Lattice parameters; Magnetic hysteresis; Cationic distribution.

Introduction

Ferrite magnetic materials are among the
most important materials used today in
modern technology. They are used as an
important part in many applications as in
wave applications, radio electronics and
sensors [1-4].

The physical properties of ferrites are
dependent on several factors such as
preparation method, sintering process, and
the kind and amount of constituent elements
or additives [5]. The effect of various
cations substitution on the structural,
electrical, and magnetic properties of ferrites
was the subject of extensive research work
[6-13].

Many researchers studied the spinel
oxides MFe,0, ferrites (where M is a
divalent atom like Zn, Mg, Mn, Co, Ni etc.).
These ferrites are usually denoted by AB,Oy,
where A and B refer to the tetrahedral and
octahedral sites respectively in the oxygen
lattice. Cations distribution in spinel ferrites
depends on many factors, such as ionic radii
and  electronic  configuration. This

distribution affects the microstructure and
the magnetic properties of these ferrites. The
effect of cations distribution on spinel
ferrites was studied widely and their
structural and magnetic properties were also
studied [7-14].

Ni ferrite (NiFe,0,) is considered one of
the most widely studied spinel ferrites due to
its high Curie temperature (T, = 585 °C), a
fact which allows the use of this ferrite in
room temperature applications. The aim of
this work is to prepare a single phase
NiFe,0, ferrite, and then study the effect of
Mg substitution on the structural and
magnetic properties of the prepared samples.

Experimental Techniques
Sample Preparation

The system we prepared for this study
was (Mg,Ni,,)(Fe,O4), where x = (0.0, 0.2,
0.4, 0.6, 0.8, 1.0). The conventional double
sintering ceramic technique was used to
prepare the samples. NiO, MgO and Fe,0O;
powders with 99% purity or better were

Corresponding Author: A. Al-Sharif. Email: latif45@hotmail.com.
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used. A digital analytical balance was used
to measure the mass of the powder needed
according to the required stoichiometry. The
weighed powders were mixed using ceramic
pestile and mortar. The samples were
annealed at 1100°C for 10 hours. The
samples were cooled slowly while it is
inside the furnace. The process was repeated
once more.

X-Ray Diffraction (XRD)

X-ray diffraction system was used to
check the structure of the prepared samples.
Cu-K, radiation with A = 1.54 A was used.
The diffraction patterns were collected and
from the peak positions, each corresponding
to a set of (4, k, /) planes, we estimated the d
spacing between planes using Bragg’s law,

2dsinf@ =nl (1)

The lattice parameter a for the cubic
ferrite structure can be estimated using the
relation:

1 WP+ +1
et 2)

d? a’

Al-Sharif, et.al

The X-ray density for all samples
prepared was calculated using the equation:

g o 8M 3

x 3
N 4a

where M is the molar mass of the ferrite, a is
the lattice parameter, and N, is Avogadro’s
number.

Magnetic Measurements

The Vibrating Sample Magnetometer
(VSM) with a maximum field of 1.5 T was
used to study the magnetic behavior of the
prepared samples. The initial magnetization
curves and the hysteresis loops were
measured for all samples.

Results and Discussion

Structure of Ni;..Mg.Fe;O4 System

The XRD patterns confirmed the
formation of the single spinel phase for all
samples. The measured XRD patterns, for
all samples (x = 0, 0.2, 0.4, 0.6, 0.8, 1) are
shown in Fig. 1 and Fig. 2.
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FIG.1. X-ray diffraction for NiFe,O, (x = 0) sample
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FIG.2(b). X-ray diffraction for x = 0.4 sample

63



Al-Sharif, et.al

65 70 75

Article
700
600 -
x=0.6
500 -
5400
2
5
E 300 A
200 A
100 -
Owwum‘ e hu«wﬁ»“‘ s ,AJL e/t M.Jﬂ.
25 30 35 40 45 50 55 60 65 70 75
20
FIG.2(c). X-ray diffraction for x=0.6 sample
500
400 x=0.8
@ 300 -
L2
2
k7]
c
2L
£ 200 |
100 -
N RN T FOUOD
50 55 60

25 30 35 40 45
2 Theta

FIG.2(d). X-ray diffraction for x = 0.8 sample

64



Structural and Magnetic Properties of (Ni;_ Mg,) Fe,O,4 Ferrites

600

500 - x=1.0

400 A
B
>
£ 300
5
g

200 A

100 +

0 It A ‘ AV, Q‘JL‘M\_ . VANV - Aj. " : ‘ 1‘1.)4“‘
25 30 35 40 45 50 55 60 65 70 75
20
FIG.2(e). X-ray diffraction for x = 1.0 sample

The replacement of cations by others in From table (1) we sce that, the

the spinel lattice can change the lattice
parameter, depending on their radii and
whether they are entering the tetrahedral or
octahedral sites. It is known that the
replacement of cations by larger ones in the
spinel lattice causes an increase in the lattice
parameter, as is the case of Cd;Co.Fe,O4
ferrites [14]. Fig. 3 shows the dependence of
the lattice parameter on the x value (Mg
content). The figure shows that the lattice
parameter decreases firstly and then
increases for x > 0.6 (see table (1)). Ni*" ion
radius is 0.69 A, whereas the radius of an
Mg2+ is 0.72 A, therefore, the lattice
parameter is expected to increase as the Ni*"
ions on the octahedral sites are replaced by
the Mg”" ions.

replacement of Ni*" ion by Mg>" on the
octahedral sites causes a decrease in the
lattice parameter for x < 0.4, and this is
probably due to the distortion induced in the
ferrite as a result of the vacancies on the O*
sites, due to the larger radius of Mg*
compared to that of Ni*",

The X-ray density was also calculated
using equation (3), and it is shown in table
(1). The decrease in X-ray density values
with increasing Mg content shown in the
table resulted from the replacement of the
Ni*" ions on the octahedral sites and/or the
replacement of the Fe’* ijons on the
tetrahedral sites in the conventional cubic
cell by the lower-mass Mg*" ions.

TABLE 1. The structural and magnetic parameters for Mg, Ni;_(Fe, O,) system

X Lattice Parameter Density M, M H.
(A) (g/em’)  (emu/g) (emu/g) (Oe)

0 8.331 5.38 4.4 35.7 151
0.2 8.317 5.29 43 34.1 193
0.4 8.290 5.23 2.9 30.2 152
0.6 8.335 5.04 3.1 27.1 145
0.8 8.335 4.92 2.8 21.2 154
1 8.372 4.75 2.8 213 115
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Magnetic Behavior of Ni.zMgFe;O4
System

We measured the room temperature
magnetic hysteresis for all the samples. The
hysteresis loop for the base sample
(NiFe,O4) is shown in Fig. 4. From the
measured loop we obtained the magnetic
parameters, M; = 35.7 emu/g, M, = 4.4
emu/g and H.= 151 Oe. The hysteresis loops
for the other samples x = (0.2, 0.4, 0.6, 0.8,
1.0) are shown in Fig. 5. The maximum
applied magnetic field used in our study was
(15 kQOe).

At small Mg®* contents (x = 0.2), a
relatively wider loop (H. = 193 Oe) was
observed compared with the (NiFe,O,4) base
sample, and this is probably due to the
expected larger flux pinning when a less
symmetrical structure resulted when a larger
radius Mg”" ions replaced the Ni*" jons. At
higher Mg”" contents (0.4 < x < 0.8) no

66

appreciable change in H,. was observed. For
x = 1.0 (the sample that Mg totally replaced
Ni) the coercivity decreases sharply
compared with all other samples (Fig. 6).

The remanence and saturation
magnetization for all the samples studied
decrease with increasing Mg®" as shown in
Fig. 7 and Fig. 8, respectively. The
saturation magnetization of the ferrite
system can be estimated theoretically
assuming total parallel and anti-parallel
alignments for the ions from the moment in
each ion, the distribution of the ions between
the tetrahedral A site and the octahedral B
sites, and by knowing that the exchange
interaction between A and B sites is
negative. The AB interaction is the strongest
compared with the AA and BB interactions,
so that all the A moments are parallel to one
another and anti-parallel to the B moments.
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FIG.6. The coercivity versus x for all samples

We propose a moment distribution
model, based on the magnetization results,
to explain the magnetic behavior of the
prepared ferrites and it is shown in table (2).
For the base (x = 0) sample the moments
structure is inverse, with all the Ni** ions in
the B sites and the Fe’" ions evenly
distributed between A and B sites. The net
moment is that of the Ni*" ions (2 ug), since
the moments of the Fe’™ ions cancel each
other. For the rest of the samples, the Mg*"
jons are replacing Ni*" ions which are in the
octahedral sites (B), but the Mg®" ions have
the probability to occupy the tetrahedral site
(A) or octahedral site (B), with high
preference for the B sites, which means that
the samples structures are mostly mixed or
partially inverse spinels; this was also
reported earlier [15, 16]. The decrease in
magnetization with increasing x observed in
our samples could be related to the decrease
in moment when Ni*" is replaced by Mg*" in
our samples (see table (2)). Mg>" ions
(diamagnetic) have 6 electrons in the last
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orbit (2p), (3 up and 3 down) and therefore it
has no net magnetic moment, while Ni*"
ions (ferromagnetic) have a magnetic
moment of 2, so the gradual decrease in
magnetization observed in our results comes
from the gradual substitution of Mg ions in
place of Ni*" ions, resulting in the decrease
of the net magnetic moment per formula of
the system (see table (2)).

One more thing to add concerning the
nonlinearity of magnetic interaction and the
randomly canted structure present in ferrite
systems. Yafet and Kittel discussed this
problem and proposed an interesting model
that explains the deviations of the
experimental results from the theoretical
ones [17]. The change in the magnetic
moments and the reduction of the dominant
A-B interaction as a result of Mg®"
substitution in place of Ni*" is behind the
expected moment non co-linear arrangement
on the octahedral B-sublattice which is
reflected in the experimental results.
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TABLE 2. Moment distribution per molecule of samples.

X Cationic distribution Net moment
i i (ug/molecule)
Site A Site B
(F e3+) (N i2+) (F e3+)
0 5 2 5 5
—> «— «—
(Mg™") (Fe™) (Mg )o2(Ni *)sFe’
0 4.85 0 1.6 5.15
0.2 —> «— «— 1.9
(Mg™) (Fe™) (Mg )o.4(Ni *)o 6Fe’
04 0 4.8 0 1.2 5.2 16
(Mg™) (Fe™) (Mg )o6(Ni *)o.4Fe’
0 4.7 0 0.8 53
0.6 > < < 14
(Mg (Fe™) (Mg )ps(Ni *)g,Fe’"
0 4.75 0 04 525
0.8 5 ) » 0.9
(Mg*") (Fe™) Mg™) (Fe™)
1 0 4.5 0 5.5 1
Conclusions
2+ . .
This study showed that Mg®* substitution It was also found, that Mg substitution

in place of Ni** in the MgNi, . (Fe,0,) in place of Ni*" increases the coercivity at

; low Mg*" content (x = 0.2), and decreases
system decreases the lattice parameter (a) at g ¢ { <)
low Mg content (x < 0.4), and increases the the coercivity at higher contents (x > 0.4),

lattice parameter a at high Mg®" contents (x while . this Sub.Stitl'ltiOIl decreases the
>0.6). Moreover, substitution of Mg2+ in saturation magnetization and the remanence

place of Ni** decreases the X-ray density for ~ for all the samples.
all studied sample.
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Introduction

Although most physical systems can be
described by regular and  singular
Lagrangians that depend at most on the first
derivatives of the dynamical variables [1-3],
there is a continuing interest in the so-called
generalized dynamics; that is, the study of
physical systems described by Lagrangians
containing derivatives of order higher than
the first.

Theories associated with higher order
regular Lagrangians were first developed by
Ostrogradski [4]. These led to Euler's and
Hamilton's equations of motion. However, in
Ostrogradski's construction the structure of
phase space and in particular of its local
simplistic geometry is not immediately
transparent which leads to confusion when
considering canonical quantization or path
integral quantization.

This  problem in  Ostrogradski's
construction can be resolved within the well-
established context of constrained systems
[5] described by Lagrangians depending on
coordinates and velocities only. Therefore,
higher order systems can be set in the form
of ordinary constrained systems [6]. These
new systems will be functions only of first

order time derivative of the degrees of
freedom and coordinates.

After reducing the higher order
Lagrangian into first order Lagrangian, it
will be singular and can be treated using the
canonical method [7-12] of constrained
systems. In this method, the equations of
motion are written as total differential
equations in terms of many variables and the
relevant set of Hamilton-Jacobi partial
differential equations has been set for these
systems.

The path integral quantization first
developed by Feynman [13,14]. Faddeev
[15] and Senjanovic [16] generalized
Feynman path integral to first order singular
Lagrangians.

Recently Muslih and Guler [17] have
constructed the desired path integral in the
context of the canonical formalism. Here
there is no need to distinguish between first
and second-class constraints. As a result of
their method, Muslih [18-21] was able to do
a lot of applications for many different
systems in physics in the area of path
integral quantization. Further, Rabei [22] has
shown that in this context the integrability
conditions should be taken into account. He
has also shown that the usual Hamiltonian

Corresponding Author: Khaled I. Nawafleh. Email: knawafleh@mutah.edu.jo.



Article

should be rewritten in terms of the canonical
coordinates before applying the Weyl-
ordered transform.

The aim of this paper is to study systems
with higher order regular Lagrangians as
first order singular Lagrangians using the
canonical approach and then to quantize
them using the canonical path integral
method.

The paper is organized as follows. In
section 2, a review of the reduction of higher
order regular Lagrangians to extended first
order singular Lagrangians is introduced.
In section 3, the path integral quantization of
the extended first order singular Lagrangian
has been discussed. An illustrative example
is examined in section 4. The paper closes
with some concluding remarks in section 5.

Review of the Reduction of Higher
Order Regular Lagrangians to
Extended First Order Singular
Lagrangians

Given a system of degrees of freedom
q,() (n=1,...,N) with higher order regular
Lagrangian:

LO (qn’CIn 2ty Qr(zm)) > (1)
d’qp,
where qgs) = dt—s , 8 =0,.,m.
Now let us introduce new independent
variables (4n,m—-1>9n,i;i=0,..,m—2)

such that the following recursion relations
would hold [5, 6]:

Gni =Gnist> i=0l..m-2 )

Clearly, the variables (¢, n-1-9,,;

i=0,..,m—2) would then correspond to the

(m=1) ()

time derivatives (¢, »qn’; i=0,.,m-2)
respectively i.e.
0 .
q}(1 ) =dn0> 9n =4n1> >
o . 3)
qS’m ) =qn,m—l’ qum) =qn,m—1

Equation (2) represent relations between
the new variables. In order to enforce these
relations  for  independent  variables
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(49%n,m-1>9n,i ), additional Lagrange
multipliers 4, ;(¢)  (i=0,...m-2) are
introduced [6]. The variables

(99m-1>9ni>An;), thus, determine the

set of independent degrees of freedom of the
extended Lagrangian system. The extended
Lagrangian of this auxiliary description of
the system is given by:

LT (qn,iv Qn,m—l ’qn,iﬂ qn,m—l ’ﬂ“n,i) =
LO(Qn,i:‘]n,mfl’C?n,m—l) (4)

m=2
+ z AniCqni = qniv1)

i=0

This extended-first order Lagrangian is
equivalent to the above higher order
Lagrangian [23]. On other hand, it is easy to
show that the rank of the Hessian matrix for
this system is only N; therefore, the new
Lagrangian in equation (4) is a singular
Lagrangian, and the standard methods of
singular systems like Dirac's method, or the
canonical approach can be used to
investigate this Lagrangian.

The canonical Hamiltonian for the new
first order singular Lagrangian can be
written as:

HO (Qn,i > Qn,m—l H pn,m—l H ﬂ“n,i) =
m=2

pn,m—l‘?n,m—l + z pn,ié[n,i + (5)
i=0

m—2
Z”n,iﬂ’n,i _LT (qn,i sQnm—1>9n,i>Dnm-1> /In,i )
"

where
OL,
pn,mfl =X 6
8qn,m—l ( )
oL
Pni= aq-nT’i = j’n,i = _Hn,i (7
oL
i = =0=-0,, ®)
8/1,”
According to Dirac’s method [2],
Equations (7) and (8) are primary

constraints, so that the set of Hamilton-
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Jacobi partial differential equations can be
written as:

H(,) =Po + HO (qn,i ’ qn,m—l s pn,m—l s ﬂ'n,i)
0 9

D! =7, =0 (10)

n,i

H,  =p,;i=4,;,=0 (11)

Thus, the equations of motion can be
obtained as total differential equations
[23]:

dq, ; = OHo 4
n,j
od! oH |, (12)
- n,i + - dq n,i
apn,] ap n,j
dQn m=1 = aHé dt +
’ apn,mfl
o] OH ! (13)
- dﬂ’n,i + dqn i
apn,m—l apn,m—l
dp,  =— OH g dt
" aqn,j
00!, oH ), (14)
- - dﬂ’n,i - - dQn,i
aqn,j 8(]n,j
w aqn,m—l
0@, OH}, (15)
- dﬂ’n,i - - dqnt
aqn,m—l qn,m—l
A, . = OH g d
7 aﬂn>]
Gl OH ), (16)
+ —dA,; + ~dq, ;
om,,; ~ Om,;
dre, . =— OHy d
i 8/1,“-
D], oH'! . (17)
+ —dA,; + ~dq, ;
o, ; T 04, ’

The Path Integral Quantization of
the First Order Singular
Lagrangians

If the restricted coordinates appeared in
(section 2) are denoted by ¢ , ,1i.e.:

by =U,G > (18)

Then the set of primary constraints in
equations (9-11) can be written in a compact
form as

H,=0 (19)
where
H&:H(’)aH;,w@;,ia (20)
n=L...,N. andi=0,...;,n—2

Following [17], the canonical path

integral for the extended Lagrangians reads
as:

’ ' ’ A _
K(Qn,mfl H qmi > Zn?i 4 s qn,mfl H qn,i H )’n,i H t) -
Dot N

J. H (qumlepn,mfl )

n=l1

(e2))

Dnm-1

oH,

o s
pn,m—l

0

tll
€Xp [_ Ha +pn,m71

n=1,...,.N;i=0,...,m-2
Note that equation (13) implies:

oD .
ot dt, = o _ gy O a2,
&)n,m—l &)n,m—l @n,m—l

CH,

ni

(22)
+

dg,; =dg,

nm-1

Therefore, equation (21) can be written as:

’ ' ’ ’, _
K(‘]n,m—l’qn,iﬂ n,i’t 9qn,m—1>qn,i’ﬂ’n,iﬂt) -
Dot N

J. H(an,m—len,m—l )

n=1

(23)
Dnm1
g

ex %J.(— ﬁadta +pn,m—1dqﬂ,m—1) -

t,

a
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However, according to equations (7) and
(8), we get:

H,i==A.:; @,,=0. (24)
so, it was found that:

H,dt, =H,dt+H, dq,,

+@,,dA, ; = Hydt - ﬁ“n,idqn,i} )

Then the transition amplitude can be
written in the final form as:

r ’ ’ r, j—
K(qn,m—l ’ qn,i ’ ﬂ”n,i AN qn,m—l > qn,i > ﬂ’n,i > l) -
D1 N

_[ H(an,m—len,m—l) (26)

Gps =1
1
i ( —
€Xp % J. u HOdt + ﬂ’n,idqn,i + pn,m—ldqn,m—l) -

t

a

This formula represents the canonical
path integral quantization of higher order
regular Lagrangians as first order singular
Lagrangians.

Ilustrative Example

To demonstrate the theory we will study
the following two-dimensional third-order
regular Lagrangian:

Ly :%(%2 +é.22)+‘].1‘.]'1 (27)
If we put

41(0) =405 qgo) =405

g1 =415 9> =3

91 =425 9> =q; @8

91 =412 9> =,

then the Lagrangian can be written as

1 . .
Ly 23(41122+CI222)+61116112 (29)
where the recursion relations are:
qi1 = 912>
421 =92

dr0 = 9115
420 = 921>

So, the extended Lagrangian reads as:
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L., 1.,

Ly =—qp+—g5»n+

T =54 26122 911412
+410(G10 =910+ 411911 —412) (30)

+40(q20 —921) + 221(421 —422)

This first order Lagrangian is singular
because the extended Hessian matrix:
o°L,

— n,l=12; and r,s =0,1,2.
aqn,sa(’Il,r

(which is 6 x 6 symmetric matrix) has only
the rank 2.

where the elements

O’Ly _ Ly .
041,0G1; 04004y
. oL
otherwise ——L—= 10
aqn,saql,r

The  corresponding momenta  are

calculated as

o= sy =
2 =TT =49 P =% —=49»
1 041, : 042,

OLy OLp
bPu=—-—"=M1>Pn = =4y
041, 047
oL oL
Pio=——=A05P = .T = Ay (€29)

0410 0459
_OLy ) _ 0L
! a/in o 8221
L L
7r10=a.T= ;7T20=a.T =0
04 04y

The canonical Hamiltonian takes the
form

2 2
P12 | P»
Hy=—=+—2=—
0 > > 911912
+40q11 + 41912 (32)
+ 0921 + 421922
Then, the canonical path integral

quantization for this system is:
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K(q;tZ’q;ti’)’r,ti’t';an’qni’)'m"t)z
42 2
| T1 ©4,200,) (33)
qur "=l

wdn (— Hodt + A,0dq o +]
exp | — )
h ty o /Inldqnl + pn2dq n2

n=1,2;i=0,1

where

dp,»;
anZ - 111’1’1 HdCInZ/ 5 Dan hmH el .

Substituting Eq.(32) in Eq.(33), we get

2
K= IH (Dg,,Dp,,)

S|~

. (3%
j—_“hlqlz An0(Gno = Gn1) + it

A (@ = 902) + Piolma

By changing the integration over df to
summation, we have

n=1 "j=0 22
2
P .
o k—1| __12J _
e T | Myt 240, Cn0j 1 ;)
j=0 .
nl](qnlj_anj)+pn2jqn2j

The pjpand Py, can be performed using
the Gaussian integral

1 k%z 2
K = - [ 1 (anZ)
2nhie ) g 2 n=1
.2

qn2
+qlqu121 +Z’nO/ (QnOJ ql’llj)

+ /’z’nlj (q}'llj - qnlj)

1 Ve 2
= ) 1 (an2)
2rhig 4,7 n=1
2
t' qnz . _
exp| S| 75 T2 400000 ~ In1) |4
ht .

+ 414y

1 kf];;z
= > i ID%zDCIzz
mniE an

» (35)
exp[% ;LTdt}

Conclusion

_qn2)

This work has aimed to find a clear
expression for path integral quantization of
higher order regular Lagrangians. Initially,
the higher order regular Lagrangians are
reduced to first order singular Lagrangians
by considering the derivatives as coordinates
(canonical variables), which are related with
each other, This procedure leads to first
order constrained systems which can be
treated by the canonical method, and
quantized by the canonical path integral
approach.

The path integral has been obtained, and
illustrative example has been studied. We
find that the probability amplitude is the
integral of the exponential of the action that
related to the extended Lagrangian.
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Abstract: The article presents a calculation of relative phases and relative magnitudes for
bremsstrahlung and cyclotron emissions from radiative accretion shocks onto binary
Magnetic CVs (AM-Her systems). The calculation is carried out for a 0.3 solar mass white

dwarf primary star, having a field B =30MG , and accretion rate of L, .. = 3.2x107 Ligg -
Here Lpyy is the Eddington accretion luminosity. Individual on-axis accretion funnels are

investigated corresponding to large radii at which field lines strike the equatorial plane
( ag =r.q/R =500,300,300,200,150,100,and 80 ). Results show a relatively low level

cyclotron cooling, and thus permit decoupling.

Keywords: AM-Her systems;
Decoupling.

Introduction

Magnetic CVs (AM-Her systems) are
semi-detached binary systems consisting of
a secondary normal late-type red dwarf
companion donor; transfering matter to a
compact strongly magnetic accreting white
dwarf primary star [11,14,21,22,26,33,48].
For a thorough review of CVs, see
[2,11,55,60]. The strong magnetic field of
the primary usually synchronizes the white
dwarf spin to the orbital period [30]. The
magnetic white dwarf primary acts like a
particle accelerator. Electrons and ions of
the fully ionized plasma in the preshock
region spiral out along individual magnetic
field lines and accrete directly onto the
magnetic white dwarf along narrow
accretion funnels, where the strong magnetic
field of the white dwarf (10-100 MG) does
not allow the formation of an accretion disk
[8,9,14,50]. Some of the AM-Her systems
(or Polars) contain highly magnetic white

Accretion shocks;

Oscillations; Cyclotron cooling;

dwarfs with field strengths of (6-240 MGQG)
[55]. Up to the year 1999, more than 80% of
the ~65 known polars were discovered in the
ROSAT All-Sky Survey (RASS [54]), with
typical count rates for 15™-19™ optical
magnitudes in the range of 0.2-2.5 counts s™
[3]. The selection criteria of high X-ray
count rate and strong optical emission lines
resulted in the discovery of polars in the

intermediate-to-high accretion rate regimes
[52].

Among the many products of the Sloan
Digital Sky Survey [51,62] will be
thousands of new white dwarfs extending to
fainter than 20" magnitude, and distances
greater than 1 kpc.

At intermediate accretion rates (1gm cm™
s'), a strong standoff (standing) shock is
formed above the surface, and the shocked
gas cools mainly by 10-30 keV

Corresponding Author: H.Y. Omari. Email: rashed@mutah.edu.jo.
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bremsstrahlung emission [30,52]. The bulk
of emission from the magnetic white dwarf
primary is presumably produced in strong
shocks, formed as the plasma merges onto
the magnetic white dwarf, whose surface
acts as lower boundary cold stationary wall
for the shock region [1,49,61]. The
supersonic  freely falling plasma is
decelerated near the white dwarf surface, in
a strong shock which heats the plasma to x-
ray temperatures. The plasma becomes
subsonic, and is thereby driven to oscillate
with a typical oscillation time-scale similar
to the cooling time-scale of the shock-heated
plasma. The formed shocks are observed to
emit hard x-rays and strongly polarized
cyclotron optical emission, both of which
are modulated on the orbital period [11,49].
The orbital separation of the binaries is
small, such that the radius of the normal star
exceeds its Roche lobe, and thus loses mass
through the inner lagrangian point to the
compact magnetic white dwarf primary star
[56]. These studies stimulated searches for
fast photometric variabilities in accreting
magnetic white dwarfs and led to the
discovery of optical quasi-periodic-
oscillations (QPOs); for example, in the
AM-Herculis systems: V834 Cen, AN UMa,
EF Eri , VV Pup and BL Hydri
[19,20,23,27,28,59]. For steady gas
accretion at a rate dM/dt onto a magnetic
white dwarf star of mass M. and radius R.,

the accretion luminosity is

Lo =|®e|(dM/dt)=(GM./R.)@dM/dt) (1)

The magnitude of the gravitational
potential of the magnetic white dwarf is

| dg |~10"7 -10"® ergg™. For the modest
dm/de ~10" -10" gm s .

The calculated luminosities are consistent
with those observed.

accretion  rates,

Magnetic field calculations are based on
the interpretation that polarized light is due
to cyclotron emission [6,25]. In some
systems, the field strength has been found
from Zeeman spectroscopy. AM-Her has
B« = 13 MG [12,18,34,46,57,63] ST LMi
has B = 19 MG [45], BL Hyi has B« = 30
MG [58], and V834 Cen has B« = 22 MG
[4]. The isolated white dwarf PG 2329+267
has B+ =23 MG [29]. For RX J0453.4-4213,
the analysis of the phase dependent
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movement of the maxima for Cyclotron
harmonics leads to a magnetic field strength
in the accretion region of B+ = 36 MG [5].
Optical studies of AX J2315-592, indicates
that the main contribution to optical flux
during the bright phase is from optically thin
cyclotron emission in a relatively low
magnetic field, B+ < 17 MG [53]. The
improved sample statistics and uniformity
indicate that the distribution of magnetic
white dwarfs has a broad peak in the range ~
5 — 30 MG [44]. Cataclysmic variables
(CVs) have strong magnetic fields, B« ~ 10-
100 MG [11,14]. A relatively large number
of them have B« ~ 20-40 MG, which is one
of the reasons that motivate the choice of
B« =30 MG for our calculations. However,
few of the AM-Her systems contain highly
magnetic white dwarfs with field strengths ~
240 MG [55].

The centered dipole configuration is able
to fit the spectra for some stars. However,
some others require longitudinally offset
dipoles or even quadrupoles to obtain
satisfactory fits [47]. Also some like
WD1953-011 have peculiar field structure
consisting of a high-field region covering
about 10 percent of the surface area of the
star, superimposed on an underlying
relatively weak dipolar field [24]. The
structure and shape of the accretion region,
and hence the magnetic field topology, are
probably more complicated than typically
assumed.

Physical Picture and Numerical
Model

The model assumes that a fully-ionized
solar-composition-plasma flows from the
companion star to the primary magnetic
white dwarf star. Plasma flows along
presumably dipolar magnetic field lines
[13]. Thus, the one-fluid, one-dimensional
time - dependent hydrodynamic equations
are solved for plasma constrained to flow
along individual dipolar field lines:

The mass continuity, momentum and
energy equations, and the equation of state
are solved to generate the time-dependent
temperature and density structure of the hot
post-shock plasma for independently
oscillating magnetically confined flux tubes:
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Mass continuity: (Z—'I:+ V.(pv)=0 2)

Momentum equation:

0
p(a—i- vV)V=-VP-pV®, +pF,, 3)

Energy equation:
%Z—PV.V—V.(/D]V+C]€)—A 4

Equation-of-state: P=(y —1)pl (5)
where y =5/3 is the adiabatic index.

For a complete description of
hydrodynamic equations, see, for example, a
previous work for off-axis accretion [31].

The oscillating shock cools off. The
electron volume loss rate is a sum of three
contributions: The electron-ion and electron-
electron bremsstrahlung, and the Compton
cooling [16]:

The electron thermal conductive flux, g,,
is given by
4. =-K(T)VT, ©)
where the conductive coefficient is
1.8x107°7°/2

K(T,) =
In(1.11x107° p7/21.)

erg/cms.K (7)

Equations (2) to (7) are solved together
using a modified version of SOLASTAR, a
semi-implicit Lagrangian numerical code
which uses artificial viscosity to model
strong flow discontinuities [10,13,42]. The
code performs the hydrodynamic
calculations based on the assumption that
bremsstrahlung strongly dominates
cyclotron cooling, and the latter is not
capable of damping shock oscillations.
However, for strong fields ~ 50 MG, the
cyclotron cooling strongly stabilizes all
modes of the shock harmonic oscillation
[43], and its effect is even more profound for
sufficiently low accretion rates [15,17]. So
the calculations in this work aim at
examining the effect of the cyclotron
cooling on shocks stabilization for the
specific field value, B = 30 MG, which is
typical for most of the magnetic white
dwarfs in binary systems.

The first step is to generate the time
dependent hydrodynamic structures based
on the assumption that bremsstrahlung

strongly dominates cyclotron cooling. The
second step is to use the generated time-
dependent structures to solve the radiative
transfer problem for the cyclotron emission.
The cyclotron emission is determined
through a solution of the time-independent,
static radiation transport equation for a hot
plasma in the limit of large Faraday rotation
[36]:

t_, -5, (8)

A time-independent formulation for the
cyclotron transfer can be used; where the
bulk of the emission comes from within an
optical depth 7, =1 i.e., photons escape
essentially unscattered. Here 7, is the
optical depth through the accretion funnel.
Plus and minus signs stand for the ordinary
and extraordinary modes, respectively. The
intensities from uncoupled radiation modes
are: Ordinary mode intensity 7, and

extraordinary mode intensity /_. For a
plasma in local thermodynamic equilibrium,
the source function S, is given by the local
value of the Planck function:
5. = BT =L ©)
) exp( hv )—-1
T,

B*i

The Planck function is calculated for
various frequencies and positions across
successive layers of the accretion funnel.
The ith layer of the funnel is characterized
by an average temperature T;.

The magnetic field is assumed to be
dipolar, and its magnitude at position 7 is

B(r, R+, a,) = }

By (Ru/r)® \J[1- 3 1/(4ayR. )] (19

Here R. is the radius of the magnetic
white dwarf star, B, is the magnitude of the

field at the polar surface of the star,
ag =1 /R« 1s a geometrical factor that

measures, in units of R., the radius r,, at

which field lines strike the equatorial plane

[32]. Various values of r,, are taken, since

the cyclotron emission region is seen to
extend over a large range in magnetic
latitude [35].
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At the surface of the accretion funnel, the
solution to the radiative transfer equation
gives the following expressions for
intensities:

n—1
1,(0,v, )= B(T; v)exp(- .. /1)
P (1)

= exXp(-Tiyy5a /14)]

The time-dependent surface intensity
1,(0,v, ) is evaluated for a variety of both

photon frequencies v and direction cosines
u with respect to the magnetic axis.

The Robinson and Melrose formula for
the opacity [40,41] is used to calculate the
ordinary and extraordinary mode optical
depths (z;,, ) from the surface of the funnel

to the exterior surface of the ith. layer.

Finally, a comparison of relative
magnitudes and phases between
bremsstrahlung and cyclotron coolings will
tell if this is reasonably right, where only in
the weak cyclotron case can one decouple
the radiative transfer equation from the
hydrodynamic equations. An approximate
study of the F mode [7] indicates that
bremsstrahlung luminosity and cyclotron
emission were z out of phase. There is a
difference in  phase  between the
Fundamental (F) and first-overtone-mode
(10) we study. This is due to the fact that
cyclotron emission arises primarily near the
shock front, and so it depends strongly on
the shock temperature. It is found that the
phasing of the shock luminosity and shock
temperature for the F and 10 modes are
different [13]. Now we choose to study the
10 mode because it does not get dampened,
and its period corresponds to the period of
QPOs, that are suggested to be cyclotron
emissions  associated with the 10
oscillations [39].

Results and Discusion

This article considers calculations for
relative phases and magnitudes between
Bremsstrahlung and  total  cyclotron
luminosities from accretion shocks onto a
magnetic white dwarf binary star of 0.3 solar
mass, for an accretion luminosity L,. =
32x10° Lgg. The field B.=30MG is

chosen to see if the corresponding cyclotron
cooling can stabilize modes of the shock
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harmonic  oscillation. Calculations are
performed for on-axis accretion shocks:
a, = req/R* =500,300,300,200,150,100,

and 80. The chosen mass of the primary
magnetic white dwarf binary star, 0.3 solar
mass, corresponds to parameter regime of
the optical QPOs observed in the above
mentioned  systems. However,  the
determination of the mass of the accreting
white dwarf in magnetic cataclysmic
variables using RXTE data shows higher
masses, >0.44M [37]. Also the analysis of

the X-ray spectra of two strongly magnetic
cataclysmic variables, DP Leo and WW
Hor; using XMM-Newton, gives an estimate
mass greater than Mg in both systems [38].

Total cyclotron luminosities are obtained
from integrating both modes spectral
intensities 7, (0,v,u) over frequencies and

directions. Results are presented in Figs. 1-
6. Relative wvalues; Brems/Cyc.; are
calculated based on the fact that the bulk of
the optically thick cyclotron emission
emerges only from the surface of the
accretion column, from within an optial
depth of unity, and the escape time is much
greater than the oscillation period of the
shock. =~ Whereas the optically thin
bremsstrahlung emission escapes from the
entire volume of the narrow shock region,
the shock structure: height, temperature and
luminosities vary sinusoidally with the same
oscillation period of the shock.  For
example; the model a, = 100 has a first

overtone mode period 0.11s, and an
approximate average shock height of
4.45x10 7 em = 0.046 R, . At the surface of the

white dwarf, the accretion column covers
fractional areas of
f~W/2R)H? ~107° —=1073, where W is
the half width of the funnel at surface of
star.

Most likely, for the chosen B. =30MG

field strength, the cyclotron cooling does not
stabilize modes of the shock harmonic
oscillation. Results for all chosen values of
the geometrical factor, a,, emphasize that

bremsstrahlung cooling is remarkabley
larger than cyclotron cooling. Their
approximate relative values are presented in
Figs. 1-6, and results are summarized in
Table (1). The relative value; Brems./Cyc.,
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Thus, the

cyclotron emission is of relevance for
smaller a,. For the  geometrical

decreases with decreasing aq .

factor, a, =80, the local minimum value for
this ratio is ~ 57 (Fig. 6).
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FIG.1. Relative phase between bremsstrahlung
and total cyclotron luminosities for an accretion
shock onto a white dwarf star of 0.3 solar mass,
for an accretion rate L,. = 3.2x107 Lpg.
Cyclotron luminosity is in units of 1.67 x10*
erg/s, while bremsstrahlung luminosity is in units
of 10* erg/s. Bremsstrahlung is approximately
96 times greater than Cyclotron. Cyclotron leads
bremsstrahlung by an approximate phase of 0.47.
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FIG.2. Relative phase between bremsstrahlung
and total cyclotron luminosities for an accretion
shock onto a white dwarf star of 0.3 solar mass,
for an accretion rate Lacc = 3.2x10-3 Lggq.
Cyclotron luminosity is in units of 1.67 x1030
erg/s, while bremsstrahlung luminosity is in units
of 1032 erg/s. Bremsstrahlung is approximately
90 times greater than Cyclotron. Cyclotron leads
bremsstrahlung by an approximate phase of 0.57.
Curves are for a, =300.
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FIG.3. Relative phase between bremsstrahlung
and total cyclotron luminosities for an
accretion shock onto a white dwarf star of 0.3
solar mass, for an accretion rate Lacc =
3.2x10-3 Lggg. Cyclotron luminosity is in
units of 1.67 x1030 erg/s, while
bremsstrahlung luminosity is in units of 1032
erg/ s. Bremsstrahlung is approximately 82
times greater than Cyclotron. Cyclotron leads
bremsstrahlung by an approximate phase of

0.55m. Curves are for 4o = 200.
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FIG.4. Relative phase between bremsstrahlung
and total cyclotron luminosities for an accretion
shock onto a white dwarf star of 0.3 solar mass,
for an accretion rate L., = 3.2x10° Lpg.
Cyclotron luminosity is in units of 1.67 x10*
erg/s, while bremsstrahlung luminosity is in units
of 10°® erg/s. Bremsstrahlung is approximately
78 times greater than Cyclotron. Cyclotron leads
bremsstrahlung by an approximate phase of 0.57.
Curves are for a, = 150.
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FIG.5. Relative phase between bremsstrahlung
and total cyclotron luminosities for an accretion
shock onto a white dwarf star of 0.3 solar mass,
for an accretion rate Lacc = 3.2x10-3 Lggq.
Cyclotron luminosity is in units of 1.67 x1030
erg/s, while bremsstrahlung luminosity is in units
of 1032 erg/s. Bremsstrahlung is approximately
71 times greater than Cyclotron. Cyclotron leads
bremsstrahlung by an approximate phase of

0.47x. Curves are for @o = 100.
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FIG.6. Relative phase between bremsstrahlung
and total cyclotron luminosities for an accretion
shock onto a white dwarf star of 0.3 solar mass,
for an accretion rate L, = 3.2x10° Lggq.
Cyclotron luminosity is in units of 1.67 x10*
erg/s, while bremsstrahlung luminosity is in units
of 10* erg/s. Bremsstrahlung is approximately
65 times greater than Cyclotron. Cyclotron leads
bremsstrahlung by an approximate phase of
0.127. Curves are for a, = 80.

T T
0 0.25 [

84

Omari et.al.

Thus the methodology of solving
decoupled radiative hydrodynamic shock
structure for the chosen parameters is
justified for the 30MG field strength.
Results predict a low level cyclotron cooling
compared to bremsstrahlung, and thus one
can decouple the radiative transfer problem
from the hydrodynamic equations.

This work calculates time-dependent
structures of radiative accretion shocks with
a particular emphasis on the way in which
they produce cyclotron optical emission.
The study requires, in principle, the solution
of the coupled multidimensional radiative
hydrodynamic equations. Results show that
even for B« = 30 MG, the cyclotron is weak
enough compared to bremsstrahlung. So no
problem arises from decoupling the radiative
transfer equation from the hydrodynamic
equations, especially for on-axis accretion
(i.e., the chosen large values of «). Thus,

the time-dependent structure for the shocked
plasma can be calculated without cyclotron
cooling, and the resulting time-dependent
structure is given to the radiative transfer
code to calculate cyclotron intensities. This
is legitimate for on-axis accretion on to the
0.3M ; primary star having B = 30 MG.
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TABLE 1. Approximate relative values of bremsstrahlung cooling to cyclotron cooling, and
the approximate phase angle ¢ that Cyclotron leads bremsstrahlung for various values of

the geometrical factor q.

ay 500 300
Brems./Cyc. 96 90
= 04r 0.5
Conclusion

Results for on-axis accretion ( a, =80),

show that decoupling the radiative transfer
equation from the hydrodynamic equations
is justified for B. =30MG. Thus, results of
calculations are correct for  both
hydrodynamic structures and cyclotron
intensities, since the low level cyclotron

200 150 100 80
82 78 71 65
0.55n

057 047n  0.12n

cooling can not stabilize shock oscillations,
and thus allows decoupling. Results are
summarized in Table 1. They suggest that it
is important to make the calculations for off-
axis accretion, where cyclotron might turn
out to be profound for a, =10, in which

case decoupling will not be safe.
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Abstract: Measurements of the black carbon light absorption coefficients (B,s) inside
different buildings at Yarmouk University were done using the Photoacoustic instrument at
wavelength of 870nm. The main source of black carbon particles inside buildings are
smoking and the nearby traffics. The average values of B,y for the buildings that prohibited
smoking in were less than that for the buildings that allowed smoking in. The highest
average value of B,,s was found inside the science building, it was equal to 7.97 Mm!. This
building is close to a main street, and smoking in is allowed. Calculation of the black
carbon mass concentration (BC) were done based on the measured B, and the light
absorption efficiency for black carbon a,. BC found to have average value equal to 0.725
ug/m’ for the prohibited smoking buildings and 1.045 ug/m’ for the allowed smoking
buildings. The building that is nearby traffic had the largest value of BC 1.30 pg/m’.
Keywords: Absorption coefficient; Black carbon; Absorption efficiency; Indoor pollution.

Introduction

Air is the ocean we breathe. Air supplies
us with oxygen which is essential for our
bodies to live. Air is 99.9% nitrogen,
oxygen, water vapor and inert gases. Human
activities can release substances into the air,
some of which can cause problems for
humans, plants, and animals. There are
several main types of pollution and well-
known effects of pollution which are
commonly discussed. These include smog,
acid rain, the greenhouse effect, and "holes"
in the ozone layer. Each of these problems
has serious implications for our health and
well-being as well as for the whole
environment.

One type of air pollution is the release of
particles (aerosols) into the air from burning
fuel for energy. Aerosols are defined as the
relatively stable suspensions of solid or
liquid particles in gas. There are many
properties of particles that are important for

their role in the atmospheric processes.
These include number concentration, mass,
size, chemical composition, and
aerodynamic and chemical properties [1, 2].
Of these, size is very important. It is related
to the source of particles and their impact on
health [3-5], visibility, and climate [6].

Light absorbing carbon particles (organic
carbon and black carbon) are the most
abundant and efficient light absorbing
component in the atmosphere in the visible
spectrum. It typically depends inversely on
wavelength [7, 8]. Organic carbon is
strongly  wavelength  dependent, with
increased absorption for UV and short
wavelength visible radiation, but hardly at
all at 870 nm. Black carbon is very likely to
dominate at 870 nm [9]. When aerosols
absorb light, the energy of the light is
transferred to the particles as heat and
eventually is given to the surrounding gas.

Corresponding Author: K. Hamasha. Email: khadeejehh@yahoo.com.
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Aerosol particles in the atmosphere have a
great influence on fluxes of solar energy and
the accompanied fluctuations in temperature
caused by changes in the aerosol [7].

Black carbon, the main constituent of
soot, is almost exclusively responsible for
aerosol light absorption at long wavelength
visible radiation and near infrared
wavelengths. This type of pollution is
sometimes referred to as black carbon
pollution. The exhaust from burning fuels in
automobiles, homes, and industries is a
major source of pollution in the air. Even the
burning of wood and charcoal in fireplaces
and Dbarbeques can release significant
quantities of soot into the air. Some of these
pollutants can be created by indoor activities
such as smoking and cooking. So pollution
also needs to be considered inside homes,
offices, and schools. According to the world
health report 2002 indoor air pollution is
responsible for 2.7% of the global burden of
disease [10]. We spend about 80-90% of our
time inside buildings, and so our exposure to
harmful indoor pollutants can be serious [3-
5]. It is therefore important to consider both
indoor and outdoor air pollution.

This study is aimed to measure the indoor
black carbon levels at different buildings of
Yarmouk University/Jordan. Photoacoustic
technique will be used to measure the black
carbon light absorption coefficients at
wavelength of 870 nm. The black carbon
mass concentrations will be calculated based
on Baps.

Experimental Procedure

Measurement of aerosol light absorption
coefficients is so important because of its
relation to atmospheric pollution as it affects
health, visibility, and climate. One of the
ways to do these measurements is by using
the Desert Research Institute (DRI)
photoacoustic instrument [11-13]. Fig. 1
shows a schematic view of the photoacoustic
spectrometer. The principle of operation is
as follows, the laser beam power is
modulated at the acoustic resonance
frequency of the photoacoustic spectrometer.
The aerosols absorb the laser's light energy
and convert into a thermal energy or heat.
This heat flows quickly to the surrounding
air by conduction (aerosol is small and have
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high thermal conductivity). Heated air
responds by expanding its pressure. With the
acoustic resonator, the pressure disturbance
or acoustic signal, can be amplified and
detected by a microphone. The sound
pressure associated with aerosol light
absorption, can be obtained as a measure of
black carbon. This technique creates a way
to measure the light absorption of the
aerosols, and the instrument in its current
form is unique.

In this work a measurement of the black
carbon light absorption coefficients inside
five different buildings at Yarmouk
University were done. These buildings were;
Science building, Education building,
Shari'a building, Library building, and
English village building.

Photoacoustic spectrometer instrument
with 870 nm wavelength was used in this
study to calculate the black carbon light
absorption  coefficients  indoor.  The
experimental procedure in a simple way is to
install the setup of the instrument and then
collect data. The instrument is controlled by
a Labview program. Before installation, the
instrument should be located in well-
ventilated area where the air could be
brought in. When it is ready to sample air,
the instrument inlet flexible tubing is
connected to the inlet of a copper tubing so
that an air sample can be pulled in. This
copper tubing was fixed to some stable wall
or ceiling with its inlet open all the time
during sampling. The height of the inlet tube
is about 2 meters.

The measured data using the
Photoacoustic instrument were the black
carbon light absorption coefficients (Baps)
versus time. Then the black carbon mass
concentrations (BC) were calculated from
Bays using the light absorption efficiency for
black carbon «, [11, 14, 15].

where:

B, =BCxea, (D
where B, In Mm'1(10'6m'1), BC in ug/m3 ,
and a, ip mz/g-

a, =10m?/g for 2=532nm [13] 2)

Since By is proportional to A [16]; then

a, is proportional to 4™

a
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So:
a,(870nm) (@

-1
a,(532nm) 532)

= a,(870nm) = a,, (532nm)(§§—(2))_1

3
=10x0.611
=6.11m?/g
From equation (1)
BC(870nm) = B, (870nm)/6.11 4)

Results and Discussion

Measurements of the black carbon light
absorption coefficients (B.s) using the
photoacoustic instrument were done inside
different buildings at Yarmouk
University/Jordan on summer 2007. These
measurements were done inside the first
floor of the five buildings. All measurements
were done in the halls outside the
classrooms; these places were crowded with
students. Students usually relax at these
places between classes eating, talking,
listening to music, and smoking. The source
of black carbon inside buildings was the
human activities and the incoming aerosol
from outside that travel with air. Inside these

buildings there were no kitchens, so no
cooking source of black carbon. As the time
of the measurements was summer, there was
no source black carbon from heating
systems. The sampling was done during
summer semester; the classes schedule is the
same for the five business days (Sunday
through Thursday).

Measurements of black carbon light
absorption coefficients (B,s) using the
photoacoustic instrument at first floor of the
science building were held on Wednesday
June 27th 2007 between 9:30AM to 4:30
PM. Fig. 2 shows a time series plot of the
measured B, and the calculated BC using
eq. 4. Photoacoustic B,,; measurements were
done for the other four buildings at the same
period of time on: Thursday June 28th 2007
for the Education building, Monday July 2nd
2007 for the Shari'a building, Wednesday
July 4th 2007 for the English Village
building, and Thursday July 5th 2007 for the
Library building. The average temperatures
in these five targeted days were between 29
and 32°C.

Fig.s 3-6 plot the measured B,,s and the
calculated BC in the halls of the first floor of
the specified buildings. Fig. 7 shows a chart
of the BC for the targeted five buildings.
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floor of the Education building.

From these figures the levels of black
carbon were different from one building to
another. As a result of the comparison
between the black carbon levels for these
buildings; the Science building had the
highest level, about 7.97 Mm™' By, and 1.30
pg/m’ BC. The Library and Shari'a buildings
had the lowest level, about 4.39 Mm™ By,
and 0.72 pg/m’ BC for the library building,
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and about 4.47 Mm™' By, and 0.73 ug/m3 BC
for the Shari'a building. The other two
buildings, Education and English village had
close levels about 6.42 Mm™ B, and 1.05
pg/m’ BC for the Education and about 6.37
Mm™ B, and 1.04 ug/m3 BC for the English
Village building. These results were
summarized in Table 1.
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TABLE 1. Black carbon levels at the Yarmouk University buildings.

e b oD Moy RenenC
Science/1* floor 7.97 +£0.098 12.98 5.47 1.30+0.016
Shari'a/1* floor 447 +0.075 11.23 2.34 0.73 £0.012
Education/1* floor 6.42 +0.071 11.51 4.27 1.05+0.011
English Village/1¥ floor  6.37 +0.144 19.48 3.45 1.04 +£0.023
Library/1* floor 4.39+0.050 6.24 2.94 0.72 £ 0.008

Indoor black carbon pollutant is very
important even for a very small amount
because we spend most of our time inside
buildings, and so our exposure to harmful
indoor pollutants can be serious, since these
particles could be easily inhaled with the
breathing air to the lower respiratory system.
Because black carbon aerosols are fine and
hyperfine particles (diameter is submicron
levels ~ (wm — nm)) and fall in the respirable
size range. These particles can reach the
alveolar region where gas exchange occurs.
This region is not coated with a protective
mucus layer, and here the clearance time for
deposited particles is much greater than in
the upper respiratory track; hence the
potential for health effects is much greater
[17].

From this study at Yarmouk University,
the two buildings that show low levels of
black carbon aerosols are the buildings that
prohibited smoking inside. The other
buildings that had higher levels of black

14

carbon aerosols are the buildings that allow
smoking inside. As a result of this study the
author recommends that smoking will be
prohibited inside all the buildings at
Yarmouk University because of its bad
health effect on all people who breathe these
harmful aerosols [18], whether they are
smokers or nonsmokers.

The Science building shows the highest
level because it is the closest building to
very crowded main street. Crowded main
street means a lot of automobiles and a lot of
aerosol particles that could easily travel by
air to the nearest building through the
opened doors and windows.

This study was done on summer season.
We expect that if this study is repeated in
winter the indoor BC levels will be greater
than these values because of the heating
activities with doors and windows usually
closed. Therefore, aerosol particles will stay
in.

12
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Conclusions

This study conducted at Yarmouk
University shows that; the black carbon
levels are the highest inside the building
that is close to a main crowded street.
There were two categories of buildings
with respect to their black carbon levels
inside. The first one shows low levels of
black carbon aerosols inside, and the
second one shows higher levels of black
carbon inside. These two categories are the
prohibited smoking buildings and the
allowed smoking building respectively.

As a result of this study we recommend
to prohibit smoking inside all the buildings
of Yarmouk University because of its
negative health impact for people who
breathe these harmful aerosols whether
they are smokers or nonsmokers [18].
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Abstract: Composite materials containing both ferroelectric and ferromagnetic phases
from Barium Titanate (BaTiO;) and Barium Ferrite (BaFe;0,9) have been studied. The
coexistence of magnetic hysteresis in the composite material has been observed in the
temperature range 90-300 K. It is found that both remnant magnetization M, and the
saturation magnetization My decrease with increasing the temperature and they increase
with decreasing the concentration of BaTiO; in the system. The coercive field H¢ increases
almost linearly with increasing the temperature and with increasing the concentration of
BaTiO; in the system.
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Introduction

Composite materials containing both
ferroelectric and ferromagnetic phases have
recently attracted a great deal of attention
because of their potential applications in
practical electronic devices [1, 2].

When ferromagnetism and ferroelect-
ricity coexist in a material magnetic-eclectic
effect phenomena are expected due to the
interaction between the magnetization and
the electric polarization [3-7]. There are very
few single phase materials with such
combined properties [8]. It should be noted
that bulk materials of BaFe;;O;9 have in
general large magneto-crystalline anisotropy
and sufficient saturation magnetization. To
have the combined properties, simply make
a composite of two materials having such
properties.

It is known that Barium titanate is an
excellent ferroelectric material that has been
used in capacitors for half a century and
Barium ferrite is known as ferromagnetic
material and has been used in the production

of multilayer chip inductors [6]. There are
many reported work on these materials.
Srinivas et. al. studied the magnetic and
magneto-electric properties of BigFe Ti30,4.
They found that the material has
antiferromagnetic nature and the magnetic
moment has greater values at low
temperatures [9]. Duong et. al. studied the
magnetic properties of nano-crystalline
BaFe 5019 prepared by hydrothermal
method. They reported that for nano-sized
grains, properties such as magnetization and
coercivity are strongly influenced by the
grain size [10]. Kang et. al. studied the
magnetic and electric properties of
0.3BiFe0;-0.7PbTi; thin films prepared by
RF magnetron sputtering. They claimed that
the origin of ferromagnetism, observed in
their samples, may be due to the canting of
spins and that the Fe-O-Fe spins are not
collinear and the creation of lattice defects
(addition of Ti™* would give rise to bulk
magnetization) [11]. Ziebinska et. al. studied
the temperature dependence of the
birefringence above T, in high quality single

Corresponding Author: A. El Ali (AL- Dairy). Email: abedali@yu.edu.jo.
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crystals and they related the anomalous
birefringence to the existence of polar
clusters connected with jumps between the
off-center positions of Ti ions [12].
Hernando ef.al. studied the thermal
dependence of coercivity in soft magnetic
nano-crystals. These magnetic nano-crystals
were formed by o-Fe(Si) nanocrystals
embedded in a residual amorphous matrix.
They reported a quantitative expression for
thermal dependence of coercivity and a good
agreement between experimental and
theoretical results was obtained [13].

In this article we study the effect of
mixing ferroelectric ~ Barium titanate
(BaTiOs) with ferromagnetic Barium ferrite
(BaFe;019) on their magnetic properties in
the temperature range 90-300K.

Experimental Procedure

Barium ferrite (BaFe;,019) with grain
sizes less than 40pum and Barium titanate
(BaTiO;) with grain sizes less than 3pm,
both bought from ALDRICH, were used to
prepare the magneto-electric composites.
Samples of the composite material having
the formula (BaTiO;)(BaFe,09),., for x =
0.2, 0.4, 0.5 have been prepared. The two
phases of desired ratios were mixed and ball
milled in a FRITSCH-Planetary Micro Mill
"Pulverisette 7" for one hour to ensure more
grinding and homogeneity. The powder was
pressed into pellets and then sintered at
1150°C for 16 hours.

Structural studies of the composites were
carried out using X-ray diffraction, (XRD),
analysis performed using PHILIPS-X, Pert/
Model PW 3040.

The magnetization measurements were
carried out using an automated Vibrating
Sample Magnetometer (VSM) in the
temperature range 90-300K.

Results and Discussion

The X-ray diffraction measurements
were first carried out on Barium titanate and
Barium Ferrite separately. And using X-ray
diffraction we obtained the diffraction
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patterns of the composites. The diffraction
patterns of the composites showed that they
were made of two separate phases: Barium
titanate and Barium ferrite with a diffraction
pattern of both phases overlapped with each
other. No new phases were detected and
there was no change in the position of the
peaks indicating no change in lattice
constants of the phases. However, the
intensity of Barium titanate peaks and the
intensity of Barium ferrite peaks increase
with increasing their respective percentages
in the composite.

The best method for determining the
ferromagnetic nature of a material is to
experimentally measure the magnetization-
magnetic filed (M-H) hysteresis curves. Fig.
1 shows the magnetic —hysteresis loops of
the composite material with x = 0.2 at
different temperatures. The composite
material exhibits typical magnetic-hysteresis
loops, as well as remnant magnetizations,
which indicate the presence of an ordered
magnetic structure. It is evident from the
curves that the magnetization increases with
decreasing temperature. From each loop,

saturation magnetization, remnant
magnetization, and coercive field were
calculated.

In Fig. 2 we plotted saturation

magnetization, Mg, versus temperature. It is
clear from this figure that the saturation
magnetization, Ms, increases almost linearly
with decreasing temperature. This is because
thermal effects provide more kinetic energy
at higher temperatures, rendering domains
motion/rotation easier at higher
temperatures. Therefore, as the temperature
increases, thermal effects randomize spin
orientations and hence reduce the overall
magnetization. Kumar et al [14] found
similar behavior in BiFeO;-BaTiO; solid
solutions and attributed the increase in
magnetization with decreasing temperature
to the flipping of spins towards the field
direction. It is also clear, as expected, that
Mg decreases with decreasing barium ferrite
content (the magnetic phase) which shows
the similar pattern as in [7].
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We plotted in Fig. 3 the remnant

magnetization (M,) versus temperature. The
figure reveals similar behavior as M. It
decreases with increasing temperature and
with decreasing barium ferrite phase.

Fig. 4 shows coercive field, H., versus
temperature and it clearly shows that H,
increases with increasing temperature and
decreases with decreasing concentration.
This could be related to the changes in the

exchange coupling between domains
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considering the two phase character of the
samples [13]

All the results mentioned above about
saturation magnetization, remnant
magnetization and coercive field indicate
that the magnetization becomes weak due to
the presence of nonmagnetic materials in a
ferromagnetic material, which causes the
pinning of the domain walls [15].

Khasawinah, et.al

The approximate linear behavior of
saturation magnetization and remnant
magnetization versus temperature indicate
that they follow the linear effective medium
approximation which means that the
nonmagnetic material (barium titanate) does
not interact with barium ferrite or affect its
magnetic behavior.
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In Fig. 5 we plotted saturation
magnetization versus the concentration of
barium ferrite at various temperatures. It

shows a consistent increase in saturation
magnetization  with  decreasing  both
temperature and concentration.
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Conclusion

Composite materials containing both
ferroelectric, Barium Titanate (BaTiO3) and
ferromagnetic, Barium Ferrite (BaFe,0yy),
phases have been prepared and studied. The
existence of magnetic hysteresis in the
composite material has been observed in the
temperature range 90-300K. It is found that
remnant magnetization, Mr., and saturation
magnetization, Mg, both decrease with
increasing the temperature and they increase

with decreasing the concentration of BaTiO;
in the system. The coercive field, H,
increases almost linearly with increasing the
temperature and the concentration of BaTiO;
in the system.
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Abstract: The dispersion relation of electromagnetic surface plasmon bands is calculated
in closed form for an infinite metallic superlattice of two alternating arbitrary metallic
layers. The well known electrostatic dispersion relation of plasmon bands is recovered.
Inclusion of retardation effects and conductivity contributions give rise to the effect that the
bands do not start at the plasma frequencies for low wave numbers. Furthermore,
conductivity gives rise to damping, i.e. the spectra acquire imaginary parts, and for very
large conductivities the waves are proved to be overdamped. The special case of an Al-Mg
superlattice is discussed and the spectra and group velocities are calculated for various

conductivities and layer thicknesses.

Keywords: Surface waves; Plasmon bands; Dispersion relation; AI-Mg superlattices.

Introduction

One dimensional superlattices are
periodic structures consisting of alternating
layers of different materials with sharp
boundaries and layer thicknesses ranging
from few to tens of Angstroms. The
structural and physical properties of such
structures have been investigated previously
[1-8]. The investigation of collective
plasmon modes has shown that the presence
of surfaces in the superlattice introduces
new modes of plasma oscillations with
strong dependence on the properties of the
surfaces [9, 10]. The elementary excitations
of the various layers of the superlattice are
coupled by the long range electric fields
excited in each layer. The continuity of the
fields at the interfaces introduces a coupling
mechanism of the elementary excitations
across the layers. Due to the lattice
periodicity in the direction normal to the

interfaces, the Coulomb coupling of the
elementary excitations results in a set of
collective plasma excitations of the whole
superlattice structure.

Evolution and splitting of plasmon bands
in metallic superlattices have been
investigated theoretically [6]. The dispersion
relation for the collective excitations of an
infinite superlattice consisting of alternating
layers of four different materials has been
derived  within  the local  theory
approximation. It was found that the number
of bands is equal to the number of materials
that make up the superlattice and the band
gaps were found to be sensitive to the
relative thicknesses of the insulating layers
separating the two metallic layers in the
superlattice. The dispersion relations of
metal-dielectric superlattices have been
solved by Sheng and Lue [11, 12].
Reflection peaks are observed only at
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incident light frequencies near the plasma
frequencyw,,  whereas a  reflection

minimum can occur at a)<(a)p/x/5) for

sufficiently small values of the insulator
thickness.

The electrodynamic properties of surface
electromagnetic waves at the interface
between two periodic dielectric superlattices
have been studied by Bulgakov et.al. [13].
The interface was found to serve as a guide
for electromagnetic waves with
exponentially decaying fields on both sides
of the plane of the interface. El Hassouani
et.al. [14] investigated theoretically and
experimentally the existence and behavior of
the localized surface electromagnetic waves
in Fibonacci superlattices. The experimental
investigation was carried out by using
coaxial cables in a frequency region of a few
tens of MHz with the emphasis on the
existence of various types of surface modes
and their spatial localization.

In this work we study theoretically the
spectra of electromagnetic surface waves in
an infinite superlattice of two alternating
metallic layers. The dispersion relation of
this system will be obtained in closed form
by accounting for retardation effects and
conduction losses. Since the splitting of
plasmon bands is small when the thicknesses
of the two layers are different, we consider
mostly the case of equal layer thicknesses.
This allows the observation of the effect of
pure screening on the evolution of the
plasmon bands. The paper is organized as
follows: In Sec.2, we present the model

Al-Khateeb, et.al

equations for the case of transverse magnetic
modes (TM). In Sec. 3, we solve the wave
equations and then obtain the dispersion
relation of the -electromagnetic surface
waves. Here we make use of the lattice
periodicity in the z-direction and of the
Bloch wave nature of the solution. In Sec. 4,
we use the general dispersion relation to
discuss numerically the possible spectra of
electromagnetic surface waves. Here we
consider the special case in which the unit
cell is assumed to be composed of two
alternating layers of aluminum (Al) and
magnesium (Mg). Finally, in Sec.5, we
present the main conclusions.

Basic Equations

The general wave equations satisfied by
the magnetic induction B, and electric field

E, in a source free conducting medium of
conductivity S, permittivity e and
permeability , are obtained from Faradays

and Amperes laws, namely,

2
VzB(r,t)—,uo eaB—(;’t)—,uOS 8B(r,t) -0
ot ot )
O”E(r,t OE(r, ¢
VzE(r,t)—yO e%_ﬂos g ):0

Let the lattice be infinite in the x and y
directions according to Fig. 1 with the
surface wave propagation being in the xy-
plane. Then the scalar Maxwell’s equations
in conducting media take the following
form,

. N
- ~~z=nL+d
_‘y} /‘| Z=nL 1
A ~ z=nL-d,

FIG.1. Geometry of the n™ unit cell.
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oF,
ik E. - =iwB,
z
ik E, ~ik ,E, =ioB.
OF
~—ik E, =ioB,
4
. B, . s . @
ik ,B. vl —iyo| € +l; E.,
0B,

—ik B, = —iyoa)(e +i£jEV ,
o)

zZ

ik.B, —ik B, = —i,uoa)[e -i-iijEZ
’ 1)

Without loss of generality, we consider
TM surface wave modes (k.B=0) that are
propagating along the x-axis. Upon setting
k,=0 andB, =0, the only non-vanishing
electromagnetic field components are E,,

E, and B, [l]. The corresponding scalar

wave equations become,

d’E ’
-l 5.,

)

d’B 2
z —[kz —Cco—zg(a))—ia)yoSJBy =0

where € = ¢, ¢(w) has been used with gw)
being the longitudinal dielectric function at
frequency @. Upon solving the Maxwell’s
curl equations simultaneously for E, and

B, in terms of £, we obtain the following

equations,

—iopyS 4)

From equation (4) we see that it is
sufficient to solve for the field component
E. . For an infinite lattice of two alternating

the x
in each

layers of thicknesses d, and d,
component of the electric field E,
layer is,

EU) = 47 + dye ™"
EU) = g0 + A 077" (5)
fzzkz—w—zg (a))—iwyS a=12

a C2 a 0P a > s
wheres, (w)=1-w}/w*, and o, is the

corresponding bulk plasma frequency.

Lattice and Bloch

Solutions

Periodicity

Due to the lattice periodicity along z, the
solution that satisfies the boundary
conditions at each interface of the two layers
L, and L, represents Bloch waves with

respect to the translations in the direction
normal to the interfaces. We consider also a
primitive unit cell of two layers of lengths
d, and d, such that L=d,+d, being the

length of the primitive unit cell of the direct
lattice, see Fig.1.

In analogy to the Bloch theorem of
electrons that move in periodic potentials
and that have wavefunctions in the form of
plane waves multiplied by a function that
has the periodicity of the direct lattice, we
require a solution of the form,

q(k,z,a)) }

Uq(k,z+nL,a))

E (k,z,0)=e"U

U, (2 0)- ©

where #n is an integer and ¢ is a wavevector
in the direction of the periodicity.

Applying the boundary conditions at the
interfaces at z = nl and z =nL +d,, namely
the continuity of E, and B, at z = nL and

obtain the

dispersion relation for the spectra of the
electromagnetic surface waves in an infinite
superlattice of two alternating metallic
layers,

z=nL+d,, we following

T 8- za)gogl(az) cosql =
7 S, — la)é:ogz(w)

[ 73 Sl—ia’gogl(a’) (7
S, —ia)sogz(a))
(

) 2
1T Simioea(@) Vg )
T S, —iwsy&, (a))

2
] cosh (Tldl +17,d, )—

where ® in equation (7) represents the
frequency of the electromagnetic collective
excitation of the whole superlattice.
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such that
have

limit
oS, >0, we

In the electrostatic
®w/c—>0 and
7, =7, =k, and therefore, Eq. (7) reduces
into the following electrostatic dispersion
relation,

4 61(@)
52(5")

[ j;((w))j cosh k(d, +d,)- (8)

(1-%]2 cosh k(d, —d,)

In order to reduce equation (8) into a well
known form we rewrite it as follows,

cos gL =

2cos gL =
2
1 52(0))( £ (a))J cosh k(d, +d,)—}(9)
2 ¢ (a)) € (a))
2
152(0))(1— &1 a))j cosh k(d, dl)
2 & (o) & (o)

Upon using 2coshé= e +e? 1o
rewrite cosh[k(d, + d, )] and
cosh[k(d, -d,)], and then by using
2sinh @=e? -7 , the electrostatic
dispersion relation (Eq. 9) takes the

following familiar form [6, 15],

cos gL = cosh kd cosh kd , +

L& (“’){ ()}sinh kd, sinh kd, [ (10

26 £3e)

In the absence of retardation effects, the
surface response is expressed in terms of the
bulk longitudinal dielectric functione¢, ().

While equation (10) focuses on the surface
wave electrostatic regime, it should be noted
that electromagnetic surface waves are
generally of hybrid character where both
transverse and longitudinal parts do exist.
An electrostatic treatment is valid for
surface modes having phase velocities much
less than the speed of light and the response
of the medium is of continuum character and
is local so that it is only valid in the long-
wavelength limit [16].
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Numerical Examples

The implicit dispersion relation Eq. (7) is
solved numerically by complex Newton's
iteration scheme with carefully choosing the
initial values [17-19]. In the electrostatic
case and for d, =d,, the dispersion relation

has only two real solutions corresponding to
gL = m in the region kd, ~0. This is due to
the fact that for kd, ~ 0, the wavelength of

the plasmon mode is much larger than the
periodicity of the superlattice. In this case
the effect of the interface is not observed
and a continuum (band) extending from the
characteristic plasmon energy of Mg to that
of Al is expected. For more details, the
reader is referred to refs. [6, 15]. As an
example, we consider a superlattice
consisting of Al and Mg, because each of
these metals has a single, well defined
plasmon, and the energies of the two
plasmons are  appreciably  different
(w, 4 =15eV,0, ), =10eV).  Also, we

consider the case of equal layer thicknesses
of Al and Mg, since in the absence of
retardation and conductivity, this choice
leads to a single-unsplit plasmon bands.
Consequently, we can associate any change
with these effects when it is included. Fig. 2
shows the plasmon spectra of superlattices
consisting of alternating layers of aluminum
and magnesium.

In the electrostatic limit the spectra are
identical, and we only show the
representative  spectrum for the cases
d, =10d, and d, =1.5d,. A broad unsplit

band between the characteristic plasmon
energies of the two metals appears at
kd, ~ 0, which subsequently narrows down
with increasing kd, and converges to the
characteristic value of the interface plasmon
between Al and Mg layers given by

w,:\/[a)zp,A1+a)2p,Mg]/2. This is due to
the fact that for kid, >>1,

terms in the dispersion relation become
exponentially large, and thus the term
containing cosql becomes negligible.

the hyperbolic

Accordingly, all solutions converge.
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FIG.2. Energy of electrostatic surface modes versus kd for gL=0 and gL=r.

The long range Coulomb fields produced
within the layers of the superlattice couple
the elementary excitations of various layers
with each other. The coupled layers of the
whole superlattice produce collectively the
plasmon modes described by the dispersion
relation for gL =t for the bulk mode and gL
= 0 for the surface mode. Due to the
periodicity of the superlattice in the z—
direction and to the dependence of the

collective modes on the vertical
wavenumber ¢, energy can be transmitted
normal to the interfaces by the excited
surface modes. This explains the downward
and upward shifting in Fig. 3 of the energies
of the plasmon modes of Al (15 eV) and Mg
(10 eV), respectively. In addition, they
acquire imaginary parts by virtue of the
finite conductivity.
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FIG.3. Spectra of Al (15 eV)-Mg (10 eV) superlattices

As shown in Fig. 4, this shift depends
strongly on the thicknesses of the layers, in
particular of the lower gL = ® mode. Fig. 5
shows that the splitting continues with
increasing conductivity. At critical values,
different for each branch, running waves
cease to exist. For conductivities above
threshold only overdamped and
exponentially increasing modes exist. Due to
the symmetries, d,=d, and S,=S, in
Fig.5, in the wunderdamped region all
branches have the same imaginary parts.
Finally Fig.6 shows the spectrum of the
group velocity 0w/0k in units of the speed of
light. The upper branch of Fig. 3 turns out to
correspond to a backwards running wave

108

whereas the lower branch is the forward
wave.

The branch gL = 0 can be forward or
backward running depending on the layer
thicknesses and the conductivities. A wave
in which phase and group velocities have
opposite signs is known as a backward wave
[20]. Conditions for these waves are found
in many periodic structures which support
equal numbers of forward and backward
space harmonics. As can be seen from Fig.
3, the imaginary part of @ is constant; hence
the imaginary part of the group velocity is
ZEero.
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FIG.6. Spectra of the group velocity.

Discussion and Conclusions

We presented detailed calculations of a
closed form dispersion relation of the
electromagnetic surface modes in an
infinite superlattice of two alternating
metallic layers. The geometry of the
system shown in Fig. 1 is a multilayer slab
waveguide. The dispersion relation
includes both retardation effects from the
magnetic field and finite conductivities,
and recovers the well known electrostatic
dispersion relation [6, 15]. Since the
splitting of plasmon bands is small when
the thicknesses of the two layers are
different, we consider mostly the case of
equal layer thicknesses. This allows the
observation of the effect of pure screening
on the evolution of the plasmon bands.
The special case of an Al-Mg superlattice
is discussed and the spectra and group
velocities are calculated for various
conductivities and layer thicknesses.

The electromagnetic surface wave
spectra have been calculated numerically
for the gL = 0 and gL =mn modes. The
main effect is that the spectra in the static
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limit do no longer start at the respective
plasma frequencies of the layer materials
as in the electrostatic case. The
conductivity gives rise to damping, i.e. the
spectra acquire imaginary parts. For very
large conductivities, the waves are proved
to be overdamped. As can be seen from
Fig.1 and Fig. 3, the terminology of bands
is still applicable when plotting frequency
® versus wavenumber k up to a threshold
value of conductivity. Extensions of this
work under way will include three or four
layers because the interfaces between the
double sheets experimentally are not well
separated and behave as an extra sheet.
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