


Jor(lan Journal Of

PHYSICS

An International Peer-Reviewed Research Journal

Volume 1, No. 1, June 2008, Jumada 1 1429 H

Jordan Journal of Physics (JJP): An International Peer-Reviewed Research Journal established by
the Higher Research Committee, Ministry of Higher Education & Scientific Research, Jordan, and published
quarterly by the Deanship of Research & Graduate Studies, Yarmouk University, Irbid, Jordan.

EDITOR-IN-CHIEF:
Ibrahim O. Abu Al-Jarayesh
Department of Physics, Yarmouk University, Irbid, Jordan.
E-mail: jjaraysh@yu.edu.jo

EDITORIAL BOARD:

Hisham B. Ghassib
President: Princess Sumaya University for Technology, Amman, Jordan.
E-mail: ghassib@psut.edu.jo

Nabil Y. Ayoub
German Jordanian University, Amman, Jordan.

E-mail: nabil.ayoub@gju.edu.jo

Marwan S. Mousa
Department of Physics, Mu'tah University, Al-Karak, Jordan.
E-mail: mmousa@mutah.edu.jo

Sami H. Mahmood
Department of Physics, Yarmouk University, Irbid, Jordan.
E-mail: mahmoods@yu.edu.jo

Dia-Eddin M. Arafah
Department of Physics, University of Jordan, Amman, Jordan.
E-mail: darafah@ju.edu.jo

Nihad A. Yusuf
Department of Physics, Yarmouk University, Irbid, Jordan.
E-mail: nihad.yusuf@gju.edu.jo

Jamil M. Khalifeh
Department of Physics, University of Jordan, Amman, Jordan.
E-mail: jkalifa@ju.edu.jo

LANGUAGE EDITOR: Ahmad Saleh.
EDITORIAL SECRETARY: Majdi Al-Shannagq.

Manuscripts should be submitted to:
Prof. Ibrahim O. Abu Al-Jarayesh
Editor-in-Chief, Jordan Journal of Physics
Deanship of Research and Graduate Studies
Yarmouk University-Irbid-Jordan
Tel. 00 962 2 7211111 Ext. 3735
E-mail: jjp@yu.edu.jo
Website: http://jjp.yu.edu.jo



Jor(lan Journal Of

PHYSICS

An International Peer-Reviewed Research Journal

Volume 1, No. 1, June 2008, Jumada 1 1429 H

INTERNATIONAL ADVISORY BOARD
Prof. Dr. Ahmad Saleh
Department of Physics, Yarmouk University, Irbid, Jordan.

salema@yu.edu.jo

Prof. Dr. Aurore Savoy-Navarro

LPNHE Universite de Paris 6/IN2P3-CNRS, Tour 33, RdC 4,
Place Jussieu, F 75252, Paris Cedex 05, France.
auore@Ipnhep.in2p3.fr

Prof. Dr. Bernard Barbara

Laboratoire Louis Neel, Salle/Room: D 108, 25, Avenue des
Martyrs BP 166, 38042-Grenoble Cedex 9, France.
Barbara@grenoble.cnrs.fr

Prof. Dr. Bruno Guiderdoni

Observatoire Astronomique de Lyon, g, avenue Ch. Antre-F-
69561, Saint Genis Laval Cedex, France.
Bruno.guiderdoni@olos.univ-lyon1.fr

Prof. Dr. Buford Price

Physics Department, University of California, Berkeley, CA
94720, U. S. A

bprice@berkeley.edu

Prof. Dr. Colin Cough

School of Physics and Astronomy, University of Birmingham,
B15 2TT, U. K.

c.gough@bham.ac.uk

Prof. Dr. Desmond Cook

Department of Physics, Condensed Matter and Materials
Physics Research Group, Old Dominion University, Norfolk,
Virginia 23529, U. S. A.

Dcook@physics.odu.edu

Prof. Dr. Evgeny Sheshin
MIPT, Institutskij per. 9, Dogoprudnyi 141700, Russia.
sheshin@lafeet.mipt.ru

Prof. Dr. Hans Ott

Laboratorium Fuer Festkorperphysik, ETH Honggerberg, CH-
8093 Zurich, Switzerland.

ott@solid.phys.ethz.ch

Prof. Dr. Herwig Schopper

President SESAME Council, Chairman Scientific Board
UNESCO IBSP Programme, CERN, 1211 Geneva, Switzerland.
Herwig.Schopper@cern.ch

Prof. Dr. Humam Ghassib
Department of Physics, Jordan University, Amman, Jordan.
hghassib@nic.net.jo

Prof. Dr. Ingo Hofmann
GSI Darmstadt, Planckstr. 1, 64291, Darmstadt, Germany.
i.hofmann@gsi.de

Prof. Dr. Jozef Lipka
Department of Nuclear
University of Technology, Bratislava,
Bratislava, Slovakia.

Lipka@elf.stuba.sk

Physics and Technology, Slovak
llkovicova 3, 812 19

Prof. Dr. Khalid Tougan
Chairman of Jordan Atomic Energy Commission, Amman,
Jordan.

Prof. Dr. Mark J. Hagmann

Desert Electronics Research Corporation, 762 Lacey Way, North
Salt Lake 84064, Utah, U. S. A.
MHagmann@NewPathResearch.Com.

Prof. Dr. Nasr Zubeidey
President: Al-Zaytoonah University of Jordan, Amman, Jordan.
President@alzaytoonah.edu.jo

Prof. Dr. Patrick Roudeau

Laboratoire de I'Accelerateur, Lineaire (LAL), Universite Paris-
Sud 11, Batiment 200, 91898 Orsay Cedex, France.
roudeau@mail.cern.ch

Prof. Dr. Paul Chu

Department of Physics, University of Houston, Houston, Texas
77204-5005, U. S. A.

Ching-Wu.Chu@mail.uh.edu

Prof. Dr. Peter Dowben

Nebraska Center for Materials and Nanoscience, Department of
Physics and Astronomy, 255 Behlen Laboratory (10th and R
Streets), 116 Brace Lab., P. O. Box 880111, Lincoln, NE 68588-
0111, U. S. A.

pdowben@unl.edu

Prof. Dr. Peter Mulser

Instiute fuer Physik, T.U. Darmstadt, Hochschulstr. 4a, 64289
Darmstadt, Germany.

Peter.mulser@physik.tu-darmstadt.de

Prof. Dr. Rasheed Azzm

Department of Electrical Engineering, University of New Orleans
New Orleans, Louisiana 70148, U. S. A.

razzam@uno.edu

Prof. Dr. Richard G. Forbes

University of Surrey, Advanced Technology Institute (BB),
School of Electronics and Physical Sciences, Guildford, Surrey
GU2 7XH, U. K.

R.Forbes@surrey.ac.uk

Prof. Dr. Roy Chantrell
Physics Department, York University, York, YO10 5DD, U. K.
Rc502@york.ac.uk

Prof. Dr. Shawqi Al-Dallal
Department of Physics, Faculty of Science, University of Bahrain
Manamah, Kingdom of Bahrain.

Prof. Dr. Susamu Taketomi

Matsumoto Yushi-Seiyaku Co. Ltd., Shibukawa-Cho, Yao City,
Osaka 581-0075, Japan.

staketomi@hotmail.com

Prof. Dr. Wolfgang Nolting

Institute of Physics / Chair: Solid State Theory, Humboldt-
University at Berlin, Newtonstr. 15 D-12489 Berlin, Germany
Wolfgang.nolting@physik.hu-berlin.de







e,
™

@

The Hashemite Kingdom of Jordan Yarmouk University

Jor(lan Journal Of

PHYSICS

An International Peer-Reviewed Research Journal

Volume 1, No. 1, June 2008, Jumada 1 1429 H






Instructions to Authors

Instructions to authors concerning manuscript organization and format apply to hardcopy submission by
1-mail, and also to electronic online submission via the Journal homepage website (http:/jip.yu.edu.jo).

Manuscript Submission

1- Hardcopy: The original and three copies of the manuscript, together with a covering letter from the
corresponding author, should be submitted to the Editor-in-Chief:
Professor Ibrahim O. Abu Al-Jarayesh
Editor-in-Chief, Jordan Journal of Physics
Deanship of Scientific Research and Graduate Studies
Yarmouk University, Irbid, Jordan.
Tel: 00962-2-7211111, Ext. 3735
Fax: 00962-2-7211121

E-mail: jjp@yu.edu.jo

2- Online: Follow the instructions at the journal homepage website.

Original Research Articles, Communications and Technical Notes are subject to critical review by
minimum of two competent referees. Authors are encouraged to suggest names of competent reviewers.
Feature Articles in active Physics research fields, in which the author's own contribution and its
relationship to other work in the field constitute the main body of the article, appear as a result of an
invitation from the Editorial Board, and will be so designated. The author of a Feature Article will be asked
to provide a clear, concise and critical status report of the field as an introduction to the article. Review
Articles on active and rapidly changing Physics research fields will also be published. Authors of Review
Articles are encouraged to submit two-page proposals to the Editor-in-Chief for approval. Manuscripts
submitted in Arabic should be accompanied by an Abstract and Keywords in English.

Organization of the Manuscript

Manuscripts should be typed double spaced on one side of A4 sheets (21.6 x 27.9 cm) with 3.71 cm
margins, using Microsoft Word 2000 or a later version thereof. The author should adhere to the following
order of presentation: Article Title, Author(s), Full Address and E-mail, Abstract, PACS and Keywords, Main
Text, Acknowledgment. Only the first letters of words in the Title, Headings and Subheadings are capitalized.
Headings should be in bold while subheadings in italic fonts.

Title Page: Includes the title of the article, authors’ first names, middle initials and surnames and affiliations.
The affiliation should comprise the department, institution (university or company), city, zip code and
state and should be typed as a footnote to the author's name. The name and complete mailing address,
telephone and fax numbers, and e-mail address of the author responsible for correspondence
(designated with an asterisk) should also be included for official use. The title should be carefully,
concisely and clearly constructed to highlight the emphasis and content of the manuscript, which is very
important for information retrieval.

Abstract: A one paragraph abstract not exceeding 200 words is required, which should be arranged to
highlight the purpose, methods used, results and major findings.

Keywords: A list of 4-6 keywords, which expresses the precise content of the manuscript for indexing
purposes, should follow the abstract.

PACS: Authors should supply one or more relevant PACS-2006 classification codes, (available at
http://www.aip.org/pacs/pacs06/pacs06-toc.html

Introduction: Should present the purpose of the submitted work and its relationship to earlier work in the
field, but it should not be an extensive review of the literature (e.g., should not exceed 1 ¥ typed pages).

Experimental Methods: Should be sufficiently informative to allow competent reproduction of the
experimental procedures presented; yet concise enough not to be repetitive of earlier published
procedures.

Results: should present the results clearly and concisely.

Discussion: Should be concise and focus on the interpretation of the results.

Conclusion: Should be a brief account of the major findings of the study not exceeding one typed page.



Acknowledgments: Including those for grant and financial support if any, should be typed in one
paragraph directly preceding the References.

References: References should be typed double spaced and numbered sequentially in the order in which
they are cited in the text. References should be cited in the text by the appropriate Arabic numerals,
which are superscripted while enclosed in square brackets. Titles of journals are abbreviated according to
list of scientific periodicals. The style and punctuation should conform to the following examples:

1. Journal Article:

a) Heisenberg, W., Z. Phys. 49 (1928) 619.

b) Bednorz, J. G. and Milller, K. A., Z. Phys. B64 (1986) 189

c) Bardeen, J., Cooper, L.N. and Schrieffer, J. R., Phys. Rev. 106 (1957) 162.

d) Asad, J. H., Hijjawi, R. S., Sakaji, A. and Khalifeh, J. M., Int. J. Theor. Phys. 44(4) (2005), 3977.

2. Books with Authors, but no Editors:

a) Kittel, C., "Introduction to Solid State Physics", 8" Ed. (John Wiley and Sons, New York, 2005),
chapter 16.

b) Chikazumi, S., C. D. Graham, JR, "Physics of Ferromagnetism", 2" Ed. (Oxford University Press,
Oxford, 1997).

3. Books with Authors and Editors:

a) Allen, P. B. "Dynamical Properties of Solids", Ed. (1), G. K. Horton and A. A. Maradudin (North-
Holland, Amsterdam, 1980), p137.

b) Chantrell, R. W. and O'Grady, K., "Magnetic Properities of Fine Particles" Eds. J. L. Dormann and D.
Fiorani (North-Holland, Amsterdam, 1992), p103.

4. Technical Report:

Purcell, J. "The Superconducting Magnet System for the 12-Foot Bubble Chamber", report ANL/HEP6813,
Argonne Natt. Lab., Argonne, IlI, (1968).

5. Patent:

Bigham, C. B., Schneider, H. R., US patent 3 925 676 (1975).

6. Thesis:

Mahmood, S. H., Ph.D. Thesis, Michigan State University, (1986), USA (Unpublished).

7. Conference or Symposium Proceedings:

Blandin, A. and Lederer, P. Proc. Intern. Conf. on Magnetism, Nottingham (1964), P.71.

8. Internet Source:

Should include authors' names (if any), title, internet website, URL, and date of access.

9. Prepublication online articles (already accepted for publication):

Should include authors' names (if any), title of digital database, database website, URL, and date of access.

For other types of referenced works, provide sufficient information to enable readers to access them.

Tables: Tables should be numbered with Arabic numerals and referred to by number in the Text (e.g.,
Table 1). Each table should be typed on a separate page with the legend above the table, while
explanatory footnotes, which are indicated by superscript lowercase letters, should be typed below the
table.

Illustrations: Figures, drawings, diagrams, charts and photographs are to be numbered in a consecutive
series of Arabic numerals in the order in which they are cited in the text. Computer-generated illustrations
and good-quality digital photographic prints are accepted. They should be black and white originals (not
photocopies) provided on separate pages and identified with their corresponding numbers. Actual size
graphics should be provided, which need no further manipulation, with lettering (Arial or Helvetica) not
smaller than 8 points, lines no thinner than 0.5 point, and each of uniform density. All colors should be
removed from graphics except for those graphics to be considered for publication in color. If graphics are
to be submitted digitally, they should conform to the following minimum resolution requirements: 1200 dpi
for black and white line art, 600 dpi for grayscale art, and 300 dpi for color art. All graphic files must be
saved as TIFF images, and all illustrations must be submitted in the actual size at which they should
appear in the journal. Note that good quality hardcopy original illustrations are required for both online
and mail submissions of manuscripts.

Text Footnotes: The use of text footnotes is to be avoided. When their use is absolutely necessary, they
should be typed at the bottom of the page to which they refer, and should be cited in the text by a
superscript asterisk or multiples thereof. Place a line above the footnote, so that it is set off from the text.

Supplementary Material: Authors are encouraged to provide all supplementary materials that may
facilitate the review process, including any detailed mathematical derivations that may not appear in
whole in the manuscript.



Revised Manuscript and Computer Disks

Following the acceptance of a manuscript for publication and the incorporation of all required revisions,
authors should submit an original and one more copy of the final disk containing the complete manuscript
typed double spaced in Microsoft Word for Windows 2000 or a later version thereof. All graphic files must be
saved as PDF, JPG, or TIFF images.

Allen, P.B., “................ ", in; Horton, G.K., and Muradudin, A. A., (eds.), “Dynamical....... ", (North........ )
pp....

Reprints

Twenty (20) reprints free of charge are provided to the corresponding author. For orders of more reprints, a
reprint order form and prices will be sent with the article proofs, which should be returned directly to the
Editor for processing.

Copyright

Submission is an admission by the authors that the manuscript has neither been previously published nor is
being considered for publication elsewhere. A statement transferring copyright from the authors to Yarmouk
University is required before the manuscript can be accepted for publication. The necessary form for such
transfer is supplied by the Editor-in-Chief. Reproduction of any part of the contents of a published work is
forbidden without a written permission by the Editor-in-Chief.

Disclaimer

Opinions expressed in this Journal are those of the authors and neither necessarily reflects the opinions of
the Editorial Board or the University, nor the policy of the Higher Scientific Research Committee or the
Ministry of Higher Education and Scientific Research. The publisher shoulders no responsibility or liability
whatsoever for the use or misuse of the information published by JJP.

Indexing

JJP is currently applying for indexing and abstracting to all related International Services.






Jor(lan Journal Of

PHYSICS

An International Peer-Reviewed Research Journal

Volume 1, No. 1, June 2008, Jumada 1 1429 H

Table of Contents:

Articles Pages

Time-Dependent Response of Field Emission by Single Carbon
Nanotubes 1-8

M. J. Hagmann and M. S. Mousa

Spectra of Electromagnetic Surface Waves on Plasma-Vacuum
Interface Inside a Metallic Cylindrical Pipe 9-17

W. M. Daga, A. Al-Khateeb, A. I. Al-Sharif and N. M. Laham

Optical Characteristics of Amorphous Tin Nitride Thin Films
Prepared by lon Beam Assisted DC Magnetron Reactive Sputtering 19-29

I. M. Odeh

Magnetization Measurements on “as Prepared” and Annealed
Fe;Mn,Si Alloys 31-36

M. S. Lataifeh, M. O’Shea, A. S. Saleh and S. H. Mahmood

Magnetic and Structural Studies of Bag sSry 5(ZnTi)xFe12.2x019
Prepared by Ball Milling 37-42

A. Gonzalez-Angeles, A. Gruskova, J. Lipka, J. Slama and V. Jancéarik

Partial Substitution Effects on the Structure and Electrical
Properties of the High Temperature Superconducting System
Biz_x Tlx Baz.y Sry Caz CU3 O1o+5 43-52

A. El Ali (Al-Dairy), A. D. Alazawi, Y. A. Hamam and K. Khasawinah

Modeling Atmospheric Turbidity at Zarqa Area Using
Meteorological Data 53-60

S. Hamasha, M. Abu-Allaban and A. Abulaban







Volume 1, Number 1, 2008. pp. 1-8

Jordan Journal of Physics

ARTICLE

Time-Dependent Response of Field Emission by Single Carbon
Nanotubes

M. J. Hagmann?® and M. S. Mousa’

& New Path Research, Salt Lake City, Utah 84110, USA.
b Department of Physics, Mu’tah University, Al-Karak, Jordan.

Received on: 9/5/2007;

Accepted on: 8/5/2008

Abstract: Four field emission tubes that have single carbon nanotubes (CNT) as the emitters
were tested; two with singleewalled CNT and two with multiwalled CNT. A tube with a
tungsten tip was used for comparison. Fowler-Nordheim analysis of the DC current-voltage data
gave reasonable values for the local fields at the emitters and the sizes of the emitters. Two
oscillators were used to superimpose sinusoidal signals on the applied static field, thus
increasing the DC emitted current and causing a mixer current at their difference frequency, in
agreement with theory. Square-wave pulses from a single laser diode (20 mwW, 658 nm) focused
on each emitter increased the emitted current by 5.2% with the CNT and 0.19% with the

tungsten tip.

Keywords: Field Emission, Carbon Nanotubes, Fowler-Nordheim analysis.

Introduction

Simulations and preliminary experiments
show that photomixing (optical heterodyning)
in laser-assisted field emission could be
used as a new microwave or terahertz (THz)
source, with a multi-octave bandwidth [1].
The field emitter tip is much smaller than the
wavelength of the incident optical radiation
so quasi-static conditions require that the
electric field of the radiation is superimposed
on the applied static field to modulate the
height of the barrier. Electrons tunnel from
the tip into vacuum with a delay t of less
than 2 fs [2]. Thus, because the current-
voltage characteristics of field emission are
extremely nonlinear, if two lasers are
focused on the tip, the mixer current would
follow each cycle of the difference frequency
of the two lasers from DC up to 500 THz
(1/7). The tip will withstand applied static
fields as high as 9 V/nm [3], so that incident
laser radiation with comparable field
strengths could produce a bright source of
microwave or THz radiation.

Carbon nanotubes (CNT) are excellent
field emitters and facilitate the

miniaturization of electron devices [4].
Furthermore, the kinetic inductance of CNT
causes them to be high impedance (~5 kQ)
transmission lines [5, 6], and we have shown
that this effect can be used for efficient
broadband matching to the high impedance
that is inherent in field emission [7]. We will
describe  the static and  dynamic
characterization of field emitters consisting
of single CNT, both single-walled (SWCNT)
and multiwalled (MWCNT), and compare
them to a field emitter consisting of an
etched single crystal of tungsten. We
acknowledge that some of this information
was first presented in a paper at an
international conference [8].

Description and Static Characterization
of the Field Emitters

Four field emission tubes, as shown in
Fig. 1, were made for us by Xintek (Chapel
Hill, NC). The copper anode is at the right,
and the CNT emitter is mounted on a
tungsten wire attached to the copper
cylinder at the left. Fig. 2 shows images of
the CNT emitters for each tube, taken with a

Corresponding Author: M. J. Hagmann. Email: MHagmann@NewPathResearch.Com.
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JEOL model JEM 6300 SEM. Tubes M-1
and M-4 have a single MWCNT as the
emitter, and tubes C-3 and C-6 have a
single SWCNT as the emitter. The CNT are
in bundles that have diameters of 10 to 30
nm, but in each tube the field emission is
from the one CNT at the end of the bundle
where the electric field is most intense. The
dimensions of the individual CNT were not
determined.

Hagmann, et.al

Fig. 1: Appearance of the field emission tubes
made for us by Xintek.

The DC current-voltage characteristics
were measured for these four tubes, as well
as a field emitter tube from Leybold Didactic
(Klinger, College Point, NY), which has an
etched single crystal of tungsten as the
emitter. All of the measurements that were
made with the 5 tubes were performed at
room temperature. The tungsten tip is
mounted on a filament so that this tip is
heated for cleaning shortly before each
session of measurements. However, it is not
possible to clean the CNT, which probably
causes the “switch-on” effect—the supply
voltage must be momentarily increased well
beyond the operating point to initiate field
emission with the CNT [9].

The data from the DC measurements
were reduced by a Fowler-Nordheim
analysis based on the following simplified
form of the Fowler-Nordheim equation that
gives the magnitude of the current density
as a function of the applied static field for
field emission from a specific material [10-
12]:

J=AE?exp (-BIE) (1)

Here J and E are the magnitudes of the

Fig. 2: SEM images of the CNT emitters in he 4 tubes.

current density and the electric field
intensity, A = 1.541 x 10'6/<D, and B = 6.831
x 10° ®*2. The work function ® = 4.5 eV for
tungsten, and for the CNT we set ® =4.9 eV
for graphene. In order to apply the Fowler-
Nordheim equation to the DC current-
voltage data, we also use the following
equation which is valid for a given tube,
where | is the field emission current and V is
the potential applied between the anode and
cathode:

| = CV? exp(-DIV) 2)

Equations (1) and (2) may be combined
to obtain the following expressions for the
parameters S and R, which are used to
characterize the field emitters:

S = CDYAB? (3)
R=V/E=D/B (4)

Here S is referred to as the effective
emitting area, which would be the physical
area of the emitter if the current density were
uniform over a fixed area and zero
elsewhere. The parameter R is referred to
as the effective radius of curvature of the
emitter, but it also includes the effects of
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local intensification of the electric field
caused by elongation of the emitter or the
reduction of the field which may be caused
by shielding due to adjacent structures.

Fowler-Nordheim plots of the DC current-
voltage data were made using In(I/Vz) as the
ordinate and 1/V as the abscissa. Equation
(2) requires that these plots should be
straight lines, and typically the correlation R
~ -0.998. Linear regressions based on these
Fowler-Nordheim plots typically have a
standard variance o ~ 0.08, and the
probability for the null-hypothesis, that no
linear relationship exists, is less than 0.0001.
Values of the parameters C, D, S, and R
were determined from the linear regressions.

A series ballast resistor of 100 MQ was
typically used in the measurements.
However, when the series ballast resistor
was increased to 2.575 GQ with tube C-6

=27 ~

-28 -

-29

-30

In(IV°)

-31 -

-32 -

the data were not consistent with the Fowler-
Nordheim equation (R = -0.846, ¢ = 0.738)
even though the emitted current was stable
at each value of the applied static potential.
Fig. 3 shows the anomalous data which
were obtained using the 2.575 GQ ballast
resistor. In order to explain this effect, we
hypothesize that for currents greater than
500 nA, field emission with a single CNT
may be intermittent, fluctuating at a high
frequency. Thus, the average current, as
measured by our DC microammeter, may be
much greater with a large ballast resistor.
This is because at those times when the
current is momentarily low, the voltage drop
across the ballast resistor is at a minimum
so an unusually high voltage is across the
tube, and this voltage causes a short-
duration surge in the current.

—
0.00095 0.00100

—
0.00105

— 7>
0.00110 0.00115 0

1V

Fig. 3: Fowler-Nordheim plot for tube C-6 with a 2.575 GQ ballast resistor.

Others have also observed instabilities in
the field emission from single CNT [13-15].
However, they did not describe the bias
circuits which they used so it is not possible
to determine if these instabilities were
exacerbated by increasing the ballast
resistor. Data which are consistent with the
Fowler-Nordheim equation were obtained
with tube C-6 when the ballast resistor was
decreased to values including 100 MQ or
595 MQ.

Values of the parameter R, the effective
radius of curvature of the emitter, were
found to vary from 77 to 110 nm for the 4
tubes with CNT emitters. This suggests that
values of the local electric field at the
emitting sites were as high as 14 V/nm in
some of these measurements. Others
studying field emission from CNT have given

approximate values for the electric field by
dividing the applied voltage by the distance
between the anode and the emitting tip,
noting that this field would be intensified by
the shape of the CNT but not estimating the
local electric field at the emitting sites—
which would have permitted comparison with
our values [4].

The Fowler-Nordheim analysis gave a
value of 91 nm for the effective radius of
curvature of the emitter in the Leybold tube,
suggesting that the local electric field was as
high as 5 V/nm in some of our
measurements. Current densities as high as
10° and 10" A/m? may be drawn from a
tungsten emitter in steady-state and pulsed
operation, respectively [12], and the
corresponding values of the applied static
field are 4.7 and 8.6 V/nm [3] which may be
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considered as limiting field strengths for
tungsten under these conditions. Thus, the
value of the parameter R which we obtained
for the Leybold tube appears to be
reasonable.

The Fowler-Nordheim analysis also
showed that the parameter S, the effective
emitting area, varied from 81 to 230 nm? for
the 4 tubes with CNT emitters. If the current
density were uniform, this would correspond
to circular emitting spots having radii of
approximately 5 to 9 nm. Others have
recently used Lorenz microscopy to directly
observe the emitting sites for field emission
from MWCNT, and they find one or more
sites having radii of several nm [16]. Their
data are in reasonable agreement with our
results. The Fowler-Nordheim analysis also
shows that the effective emitting area for the
tungsten tip in the Leybold tube would
correspond to a hemisphere with a radius of
290 nm. This result and the value of 91 nm
for the effective radius of curvature of the
emitter in the Leybold tube are in reasonable
agreement with the radius of 100 to 200 nm
which is specified by Leybold.

Measurement of Mixing at Audio
Frequencies
We have made rigorous quantum

simulations of laser-assisted field emission
[17] which show that the radiation from 2
lasers increases the DC current (optical
rectification) and also causes harmonics and
mixing terms with frequencies nif; + nyfy,
where f; and f, are the frequencies of the
lasers and the integers n; and n, may be
positive, zero, or negative. However, the
high-frequency terms are not seen in
measurements of the current that passes
through a field emission tube because the
tube itself acts as a low-pass filter [18]. We
have made antennas and transmission lines
on field emitters to couple microwave output
power at the difference frequency (fi—f,) [1,
19], but these techniques were not
implemented in the 5 tubes for this project.
Instead, we determined the spectrum of the

Hagmann, et.al

field emission current when transformers
were used to superimpose low-frequency
voltages on the applied static field, with f; =
167 kHz and f, = 1.10 kHz. These
frequencies were chosen because they are
low enough that the effects of the
capacitances and inductances within the
tubes may be neglected [18].

To aid in understanding these
phenomena, closed-form expressions for the
components of the field emission current
may be obtained by using time-dependent
perturbation with the Fowler-Nordheim
equation. This method requires the adiabatic
approximation that the frequencies of the
oscillatory fields are low enough that the
effects of the photon energy may be
neglected [1]. Thus, closed-form
expressions may be determined for all of the
components of the current which are found
in the rigorous quantum simulations [17].
However, with laser radiation it is necessary
to multiply each term by the gain that is
caused by a resonance in the interaction of
the tunneling electrons and the radiation
field [20-23].

Consider two sinusoidal  voltages
superimposed on the applied static potential
Vy, so that

V =V, +V, cos(wqt) +V,ocos(wot) (5)

If V; andV, are much less than V; and
the parameter D in Eq. (2), and the
frequencies w4, w,, are low enough that the
effects of the photon energy may be
neglected, then a second order Taylor series
expansion of Eq. (2) about the operating
point (Vq, lg), where there is only the applied
static potential Vo and the DC current Iy,
gives the following expression for the total
current:

I'=lo +la +lgq +lpp +lyg +Hlpo +ls +lp (6)

The step increase of the DC current, the
two fundamental terms, the two second
harmonic terms, and the sum and difference
terms are given by:

Ia = lo(DX4VA)[(V4/Vo)*+(Va/Vo)A[1+2Vo/D+2V,4/D?] (7A)
k1 = 1o(D/Vo)(V4/Vo)[1+2V/D]cos(wat) (7B)
k2 = 1o(D/Vo)(V2/Vo)[1+2V/D]cos(w.t) (7C)
Iyt = lo(D¥4Vo?)(V4/Vo)[1+2Vo/D+2V,’/D?Icos(2wt) (7D)
iz = lo(D%4Vo?)(ValVo)?[1+2Vo/D+2V,?/D?Icos(2wat) (7TE)
ls = lo(D?12Ve?)(V4/Vo)(V2/Vo)[1+2Vo/D+2V*/D?|cos (w1 +wa)t] (7F)
o = lo(D?/2Vo?)(V4/Vo)(V2/Vo)[1+2Vo/D+2V*/D?|cos[(w1-wo)t] (7G)
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Transformers were used to couple 2
floating battery-operated Wien bridge
oscillators in series with the high-voltage
anode circuit of each of the 5 field emission
tubes in order to superimpose low-frequency
sinusoidal signals on the applied static field.
The oscillators provided the high voltages
V4=V,=120 V which are required to cause a
measurable effect on the current. The full
series loop of the electrical circuit included
the high-voltage power supply, a 100 MQ
ballast resistor, the secondary windings of
the transformers for the oscillators, the field
emission tube, a DC microammeter, and a 1
MQ resistor to ground which was a shunt for
the digital oscilloscope.

Capacitive shunts were used to eliminate
the effects of the high-voltage power supply,
the ballast resistor, and the DC
microammeter on the currents at the 6
frequencies. Thus, the DC equivalent circuit
consists of the high-voltage power supply, a
resistance of 101 MQ, the tube modeled by
the two current sources Iy and I, in parallel,
and the DC microammeter. The equivalent
circuit at each of the 6 frequencies consists
of the tube modeled by the respective
current source, in series with the parallel
combination of the 1 MQ resistor and the
digital oscilloscope.

The 2 oscillators were set to the
frequencies f; = 1.67 kHz and f, = 1.10 kHz,
and we determined the step increase in the
DC current as well as the components of the
current at the 6 frequencies f, fp, 2f4, 2f,, f; +
f,, and f; - f,. These frequencies correspond
to 1.67, 1.10, 3.34, 2.20, 2.77 and 0.57 kHz,
respectively. Each of the measured currents
were compared with values calculated using
the respective equivalent circuit with the
expressions in Egs. (7A-7G).

With the Leybold tube we found that the
currents at the fundamental frequencies f;
and f, were each within 5% of the predicted
values, and the step increase in the DC
current and the currents at each of the other
4 frequencies were each within 10% of the
predicted values. The measured increase in
the DC current, and the currents at the 6
frequencies, were each between 1 and 2
times the predicted values for tubes M-4 and
C-6, and between 3 and 4 times the

predicted values for tube M-1. In this series
of measurements tube C-3 was too unstable
to permit measuring any of the currents at
the 6 frequencies. As it was noted earlier, it
is not possible to clean the CNT, and this
causes the values of the parameter D in
Egs. (7A-7G) to be less reproducible for the
CNT than it is for the Leybold tube. We
attribute the greater errors in the
measurements with the CNT to this effect.

Measurement of the Change in the DC
Current Caused by a Laser

While there is no means to couple
microwave or THz power from any of these
5 tubes, we did measure the step increase in
the DC current that is caused by focusing a
single square-wave modulated laser diode
(20 mW, 658 nm) on the field emission tip.
The laser diode was maximally-focused to
provide a measured Gaussian profile with a
power flux density of approximately 10’
W/m? at the tip. Equations (7A) and (7G)
show that this measured current step is
equal to one-half of the peak value of the
mixer current that would be generated if two
stabilized tunable lasers each provided the
same power flux density. Thus, this low-
frequency measurement may be used to
estimate the mixer current which could be
obtained by photomixing with these same
field emitters.

The laser diode was amplitude-
modulated with a square-wave envelope
and the field emission current was measured
with a digital oscilloscope as shown in the
diagram of Fig. 4. It was noted earlier that
the field emission tube itself acts as a low-
pass filter. Equation (7A) shows that the
increase in the field emission current, I,
acts as a current source, and it is easily
shown that when a square-wave current
source is fed to a parallel R-C circuit, the
voltage across the resistor has a saw-tooth
waveform with a peak-to-peak value that is
given by

Vpp =R IA (1 —e —1/21:f) / (1 +e —1/21:f) (8)

where |, is the peak-to-peak value of the
current waveform and t = RC. Equation (8)
shows that Vo = Vpo(f = 0) = R 15, and Vi, =
R 1a/41f = Vo /41f for f >> 1/z.
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Fig. 4: Experimental configuration for measurements with a square-wave modulated laser diode.

The peak-to-peak value of the voltage
across the resistor was measured as a
function of the modulation frequency for
each of the tubes. A DC current of 1 pA was
used with each of the 4 CNT tubes, and 8
pA was used with the Leybold tube.
However, tube C-6 could not be used in this
test because ripples in the glass envelope
interfered with focusing of the laser on the
tip. Least-square regression was used to
determine the values of I, and t from these
data.

Table | shows the parameters that were
measured with calculated characteristics of
the tubes, and Fig. 5 shows the measured
value of the apparent peak-to-peak
amplitude of the field emission current as a
function of the modulation frequency for tube

40 7

Current step, nA

10

M-4. This figure shows the inverse behavior
which is predicted at frequencies which are
much greater than 1/t. From Table I, the
actual value of I, for tube M-4 is 83 pA,
which is seen in the data that were taken for
much lower modulation frequencies. Table |
also shows that the mean increase in the DC
current is 6.2 % for the 3 tubes with CNT, as
compared with 0.20 % for the Leybold tube.
This suggests that if two stabilized tunable
lasers each provided the same power flux
density, the peak value of the mixer current,
occurring at the difference frequency (fi—f,),
would be an average of 12 % of the DC
current for the tubes with CNT, as compared
with 0.40 % for the Leybold tube.

. . T .
5000 10000

T T T T T
15000 20000

Modulation Frequency, Hz

Fig. 5: Step in current caused by the laser vs. modulation frequency for tube M-4.
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Table I: Measured and calculated parameters for the step-increase in the DC current caused

by a laser
Tube M-1 M-4 C-3 Leybold
lo, the DC current, yA 1.0 1.0 1.0 8.0
DC voltage across tube, V 980 840 920 4600
R, kQ 500 500 500 1000
T, us 110 80 86 510
C, pF 220 160 170 510
I, PA 56 83 48 16
1A/ 1o, % 5.6 8.3 4.8 0.20
Discussion and Conclusions
Twenty  years ago there was
Four field emission tubes having single considerable controversy regarding the
CNT as the emitters were tested, and a tube mechanism by which laser radiation
having a tungsten tip was used for increases field emission current. For

comparison. Fowler-Nordheim analysis of
the DC current-voltage data gave
reasonable values for the local fields at the
emitters and the sizes of the emitter sites.
Also, two audio-frequency oscillators
superimposed sinusoidal signals on the
applied static field, thus increasing the DC
emitted current and causing components of
the current at the two fundamental
frequencies, the second harmonics, and the
sum and difference frequencies, which are in
reasonable agreement with theory. A single
square-wave modulated laser diode (20
mW, 658 nm) focused on each emitter,
increased the emitted current by an average
of 6.2 % during each laser pulse with the
CNT and 0.20 % with the tungsten tip.

We have previously made tubes in which
antennas and transmission lines couple the
microwave power that is generated by
photomixing in laser-assisted field emission
to an external load, and these tubes have
used emitters of tungsten and molybdenum
[1, 18]. The present measurements made
with the CNT suggest that the mixer current
could be 30 times greater if either SWCNT
or MWCNT were used in place of the metal
emitters, which would increase the
microwave output power by 30 dB as a
considerable improvement.

example, it was observed that when the
laser beam is turned on the field emission
current increases with a characteristic time
that is similar to the calculated thermal
relaxation time of the field emitter, so this
effect could be thermal [24]. However, we
have shown that the slow rise time for the
current in such experiments is due to circuit
effects, such as that which is described in
relation to Eq. (8) of the present paper [25].
Recently, others have generated electron
pulses with durations of under 70 fs by
irradiating a field emitter with a low-power
femtosecond laser [26]. They have shown
that this effect is non-thermal; the operating
parameters may cause either photofield
emission or optical field emission to be
dominant. More pertinently, others have
used laser radiation to increase the field
emission current from a cathode with a
dense field of CNT by a factor of 18, and
they have shown that this is not a thermal
effect by comparing their data with the effect
of elevated temperatures on the field
emission from CNT [27].
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Abstract: A general nonlinear dispersion relation, for the spectra of electromagnetic surface
waves on the interface separating an axially symmetric plasma and vacuum both enclosed in a
resistive cylindrical pipe, have been derived and various limiting cases were discussed. The
spectra were found to be similar to those of electrostatic surface wave modes existing at
plasma—vacuum interface for cases such as thin plasma or a conducting wall far away from the
plasma-vacuum interface. For moderate values of ka, where k isthewave number and a is

the width of plasma, appreciable modifications of spectral curves have been observed. By
including the surface impedance Z,of the pipe-wall, the dispersion relation of the

electromagnetic surface waves becomes a function of the dispersive properties of the wall.
Investigating the surface impedance shows no observable effect on the real part of the surface
wave spectra, but it introduces an imaginary part into the frequency « . The corresponding peak
values have been obtained for various representative situations. When coupled to an external
driver such as particle beams, surface wave fields can be excited, causing beam energy losses,
and thus affecting the beam dynamics

Key Words. Electromagnetic Surface Waves, Surface Waves In Plasmas, Resistive Cylindrical

Pipe.

Introduction

Surface waves (SW’s) are proper modes
propagating along the interface between two
media, and are characterized by having
fields concentrated near the boundary
interfaces. In order for a surface wave to
exist, the corresponding wave fields must be
evanescent in both regions. The presence of
the bounding walls can alter the plasma
behavior and then the spectra of waves and
oscillations existing in such plasmas. Surface
waves are of importance in laser —produced—
plasmas fusion research [1, 2] and in all
industrial applications of guided—wave—
produced plasmas [3]. These plasmas can
be sharply bounded, inhomogeneous, and
anisotropic so that they are capable of
supporting surface waves [4].

Being periodic surface charges at
boundary interfaces, amplitudes of the fields
associated with SW’s reach their maximum

values at the bounding surfaces and decay
in both media by moving far away from the
interface [5, 3, 6]. Study of electrostatic
surface waves (ESW) on cylindrical cold
plasmas was first carried out by Trivelpiece
and Gould [7]. For semi-infinite plasma with
planar vacuum boundary, surface waves
exist with spectra ranging from @ = w, /\/E

for plasma-vacuum interface, and
o= a)P/1/1+ gq for  plasma—dielectric
interface, down to @ =0, where @, is the
bulk plasma frequency, &, =1- a)g /coz is
the cold plasma dielectric constant,
£4=€4/€ois the relative dielectric
constant of bounding dielectric, and €, is
the permittivity of free space.

By adopting a plasma kinetic approach,
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Guernsey investigated the effects of thermal
motion on the ESW spectra [8]. It has been
found that ESW are more strongly Landau
damped than the corresponding bulk mode.
For sufficiently large K values, thermal
effects may be modeled by replacing the
cold plasma dielectric constant by

&p=1- (a)g +;/evt2hk2)/a)2, where 7, is
the ratio of specific heats for electrons and
V,, is their average thermal speed. Exact
treatment of surface waves shows that
Y. =3 corresponds to the wave spectra

correction when fluid theory is used for semi—
infinite plasma [8]. It has been shown in
previous studies that the effect of electron
thermal motion becomes important only in
the quasi-static limit of small phase
velocities of surface waves compared to the
speed of light [9].

Electromagnetic treatment of surface
waves in plasmas showed that SW's are
neither pure longitudinal nor pure transverse
[10, 11, 12]. Since perturbations in wave
fields are both longitudinal and transverse,
surface modes are hybrid modes. Generally,
they are mixture of both longitudinal space
charge and transverse electromagnetic
waves, and only in the frequency domain

such that &(@)w/c <<k where ¢ is the

speed of light, the magnetic field component
of the wave field in a given medium can be
neglected. This corresponds to the
electrostatic limit in which SW’'s may be
treated as potential waves [7, 13, 14].

In the absence of a steady magnetic field
there is no interior space charge bunching
and the waves are surface waves. For a
homogeneous plasma filing a conducting
tube and in the presence of an axial dc
magnetic field, the cases of strong and weak

magnetic fields @, > @, , where @, is the

gyro-frequency, and @, > @, result in two

propagating and two non—propagating
(evanescent) bands corresponding to real
and imaginary propagation constants,
respectively [7, 15]. For a cold plasma
partially filing the conducting tube, and as
the magnetic field is reduced to zero, only
one circularly symmetric mode propagating
at low frequency will survive with asymptotic

frequency @ = a)P/,/1+ &y for

wavelengths.

short
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Theoretical studies of surface waves in
the presence of plasmas with sharp
boundaries, neglecting transition layers with
smooth density increase existing near the
boundary, are valid to first approximation and
can explain most properties of surface
waves, as long as wavelengths of interest
are much larger than the width of the
transition layer [16]. Effects of gradients in
plasma density, contrary to thermal and
collisional effects which broaden the
frequency domain of the surface waves, can
lead to a significant modification of the
dispersion curve of SW's by forming a
maximum in the dispersion curves and
shifting it down to lower values [3, 10, 16].

In the present article, we investigate the
spectra of electromagnetic surface waves
(EMSW's) at the surface of cold,
unmagnetized and uniform plasma of finite
width in the presence of a finite resistive wall
of a cylindrical waveguide. In Sec.2, we
derive the EMSW dispersion relation as a
function of the dispersive properties of the
pipe-wall and discuss some limiting cases
such as the quasi—static limit of slow velocity
surface waves and the long wavelength limit.
In Sec.3, some representative numerical
examples of the EMSW’s dispersion relation
will be given for different plasma— waveguide
parameters. Finally, the main conclusions will
be presented in Sec.4.

General Dispersion Relation of EMSW
Consider a plasma column of width a
surrounded by vacuum in a conducting
cylindrical pipe of radius b. The wall of the
pipe has a large, but finite conductivity o, . In

the presence of a plasma, modes can no
longer be separated into pure transverse
magnetic (TM) and transverse electric (TE),
except for the lowest azimuthal symmetric
mode [16, 17, 18, 19]. For uniform plasma
with azimuthal symmetry, we only consider
transverse magnetic modes such that

H, = Osince transverse electric modes with

E, =0 do not exist for the azimuthal
symmetric mode. All other field components
will be obtained from E, using the Maxwell's
field equations. In frequency domain, we
have the following Maxwell’'s curl equations,

VxE=ioyH, VxH=-weE, (2.1)

where €=€, ¢ and ¢ is the dielectric

constant of the medium under consideration.
Due to the azimuthal symmetry, the only
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nonvanishing field components are E,, E,

and H, . For modes propagating along the

positive z-axis such as ei(kz_”’t), and upon

using circular cylindrical coordinates, we
obtain the following equations,

r2E! +1E, —r?(k?—o’uy €JE, =0 (22)

= ) k
Ha——'mg’ﬁ ——'mFé’ (23

where the prime and double prime stand for
differentiation with respect to the radial

coordinate I . The wave equations for E ,

in the plasma region from r=0 to r =a

where |, and K, are the zero order

modified Bessel's functions of first and
second kinds, respectively. The constants A,
B and C are to be determined using
appropriate boundary conditions at the
plasma—vacuum and  vacuum-—metallic
cylinder interfaces.

To find the unknown constants, we apply

the continuity of E, atr=aand atr=b. On

z the metallic surface r = b, we use the
impedance (Leontovich) boundary condition
to account for the finite resistivity of the
surface [20, 21, 22, 23]. The surface
impedance of the metallic surface Z_ is [21,

22],

and for E,, in the vacuum between a and 7 - 1-i 5 = 2 (2.8)
b become 0,05 UoyO @
rzE;z‘*‘rE;)z—TZrzEpz:Q (24) where o, is the wall conductivity and J; is
szJZHELZ—TéfZEa:Q (25) the skin depth ”at frequency . The
boundary  conditions  concerning the
?=K-di g 6 ¢ =K-due. (26 continuty of E, at r=a and the
impedance boundary condition
E,=Z,H,at r=Db results in the
The general solutions for E_ in both , . o
} z following expression for the longitudinal
regions are as follows, electric field E
Z L
Al (zr) O<r<a 2
|Bly(z,r)+CKy(zor) a<r<b,
Io(er) 0<r<a
= ri - —k\zr )i - '
£~ (g el -z00 K (@ lindawos s ] e

where 1) and K; are the derivatives with
respect to the argument. Imposing the

e1olra) 1 (epallizgo(egb) -z =g Ko (egh) |- (@) lizg o)~z =g 1 (7gh) |

'o(Toa)li z'oKo(Tob) o é)o (Tob)J - Ko(Toa)li Tyl o(Tob) —Z,0& g (T )J

continuity of H, at r=a results in the
following dispersion relation,

SP—

(210
7010 (703) 1olr02) [i roKol7gb)~Zme < Ko (roh) ]‘ Koleg2) [i 0/o(70b)-Zmeo <0 1 (<) ]
Equation (2.10) is the general dispersion ~ accounted for via a, b and Z,,
relation for the TM electromagnetic surface respectively.
waves on the interface between an axially .
For a perfectly conducting wall at

symmetric plasma enclosed by vacuum in a
resistive cylindrical pipe. Finite extent of
plasma and bounding conductor in the
transverse direction, and the finite surface
impedance of the bounding wall are

r=bsuch that Z_ =0 and for a cold

plasma, equation (2.10) reduces into the
following dispersion relation [7, 14, 15, 16,
17, 18],
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(2.12)

. rly(z5a) 1} (r,a)K
) a)K

I
7l (Toa) Io(z'o

with 15 (x)=1,(x)and K} (x)=-K,(x),
equation (2.11) can be written as follows,

Qe
_ 7173 ( ) l(zh) Kle
Z'olc,)<Toa) lo(7 )

(212

Koz

|O(T ob) Ko<70a)

|
o(Tob)_ lo

(Tob)Ko (To a)
takes on the following form,
T|0(T a) Kl(ro a)
To |1(T a) K0(70 a)
For slow (electrostatic) wave conditions
such that the phase velocity o of the
modes is much less than the speed of light

(2.13)

Ep =—

For a cold plasma column in free space Uy = a)/k <<C  eq(213) takes the
such that b— o, the ratio  following form for 7 =7, = K[14],
Ko(zob)/1,(z,b)  varies with bas
e¥® 0. Accordingly, equation (2.12)
. _a)_,f ~ |, (ka)K, (ka) o 1 (2.14)
P o?  Kika)(ka) @, |, (ka)K, (ka)

Numerical Examples

The dispersion relation of equation (2.14)
is plotted in Fig. 1 for a)/a)P versus ka.For
the electrostatic surface waves in a cold
plasma, and in the absence of the bounding
conducting surface, typical characteristics of
slow phase velocity SW’s are observed [7,
3]. For a fixed plasma width a and very

small wave numbers K the curve starts at

\/“ K, (ka)l,(ka)

w =0, but for large K values it approaches
the cutoff frequency of the plasma—vacuum
interface @ = wp, / V2 . Low and large values

of @ for a fixed K correspond, respectively,
to two different physical situations, namely,
thin and thick plasmas. The dispersion curve

is uniquely determined by the product of K
and a, namely, X =Kka.

0.8 T T T I ! [ J
z"—‘-‘-—‘-
,4'
0.6 ’ —
/!
!
L. |
! g
~ I
£ !
g 041 —
= ]
[ !
I
—l -
I
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1
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I
1
i _
]
0 1 I 1 l 1 I 1
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Fig. 1: Spectra of electrostatic SW's according to equation (2.14) for plasma in free space with the pipe
wall moved to infinity.
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When the radius of the bounding pipe is
finite, and for a perfectly conducting wall,
spectra of SW’s for a cold plasma are
described by equation (2.11). For the
azimuthal symmetric mode with only TM
modes being considered, characteristics of
the dispersion curve are no longer
determined by one parameter, as in the
electrostatic case of equation (2.14). Plasma
frequency and pipe radius, or the ratio (a/b)
will affect the evolution of the curve.
Presence of a good conducting bounding
surface introduces additional dependence of
the dispersion curve on the surface

impedance Z_ of the metallic wall under

dispersion relation of equation (2.10).

Possible spectra of surface waves
resulting from the numerical solutions of the
nonlinear dispersion relation (2.10), together
with equation (2.6), are shown in Figs. 2 to 4.

Fig. 2 shows the real part of @ versus ka
for the representative parameters of wall

conductivity of le.lxlO6 S/m (siemens
per meter), plasma frequency
fp =300MHz (@, =27 f,), and inner
pipe radius b=10cm for different ratios

a/b.

consideration, as can be seen from
0.8 T T T I
07 L eee————eErer———————— T m= e —
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Fig. 2: Real part of the EMSW spectra according to equation (2.10) for pipe radius b =10cm,

conductivity of stainless steel o, =1.1x 106 S/m, plasma frequency fP = 300 MHz, and for plasma

widthsa=0.5b, a=0.7b, a=0.80, a=0.9b, anda = 0.95b.

Fig. 3 shows the imaginary part of the
EMSW spectra according to equation (2.10)

for pipe radius b =10 cm, conductivity of
stainless steel o =1.1x 106 S/m, plasma

frequency f, =300 MHz with a values

from low to high peaked curves a=0.5b,

a=0.8b, a=0.9b, and a=0.95b. By
changing the plasma frequency, the

imaginary part of the EMSW spectra of
equation (2.10) is shown in Fig. 4 for b =10
cm, plasma width a=0.5b, wall

conductivity of o, =1.1x 10° S/m, plasma

frequencies f, in MHz with values from low

to high peaked curves, respectively, 200
MHz, 300 MHz, 2 GHz, and 3 GHz
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Fig. 3: Imaginary part of the EMSW spectra according to equation (2.10) for pipe radius b =10cm,

conductivity of stainless steel o, =1.1x 106 S/m, plasma frequency fp = 300 MHz, and for plasma

widths a=0.5b, a=0.8b, a=0.9b, anda = 0.95b.

For small a/b values corresponding to
thin plasma or a plasma surface at large
distance from the conducting wall of the pipe,
we observe the same spectra characteristics
of Fig. 1 of the electrostatic surface wave
modes for plasma—vacuum interface. By
bringing the conducting wall closer and
closer to the surface of the plasma, Fig. 2
shows for large ka (or for short
wavelengths) that all curves converge toward
the plasma—vacuum cutoff frequency

a):wp/\/z. However, for moderate ka
values, we observe considerable
modifications of spectra curves, namely, by
increasing the ratio a/b, surface wave
frequencies shift down with the curves being
shifted to the right. For small ka values, the
dispersion curve gives a non-vanishing
group velocity of the SW’'s indicating a

transport of energy, while for large K values
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surface waves become localized oscillations
with a vanishing group velocity.

The imaginary part of @ in Fig. 3 shows
the opposite behavior, namely, all curves of

different @/b ratio tend toward zero for large

ka, and they show peaks that shift slightly to
the right and become wider by increasing the

ratio a/b. Including the finite, but large

conductivity of the pipe wall, shows no
observable effect on the real part of the
surface wave spectra. Its effect manifests
itself in introducing an imaginary part which
has a peak value of 300 MHz for the
parameters used to produce Fig. 3. For a

fixed ratio a/b:0.5 and varying plasma

frequency, Fig. 4 shows that the imaginary
part of @ can reach values of few tens of
kilo Hz.
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Fig. 4: Imaginary part of the EMSW spectra according to equation (2.10) for pipe radius b = 10cm,

Plasma width a = 0.5b, conductivity of stainless steel o, =1.1x 106 S/m, plasma frequency

fp = 200 MHz, 300 MHz, 2GHz, and 3GHz.

The observed characteristics of the
surface oscillation is lower than that of the

bulk oscillations @ = @, because a part of

the wave field is outside the plasma and the
effective  force of interaction among the
plasma particles is weaker [24]. Electric
charges whose fluctuations give rise to
surface waves are localized at the plasma—
dielectric interface. In the long wavelength
limit, these charges interact with each other
as if they were in a medium with an effective

dielectric constant & = (gp +4 )/2 The

condition € eff =0 results in the surface

wave spectra a):a)P/1/1+ £q» Wwhere

eq =1 for vacuum [see Figs. 1 to 4].

Conclusions

We have derived the general dispersion
relation [equation (2.10)] for the TM
electromagnetic surface waves on the
interface separating an axially symmetric
plasma and vacuum, both enclosed in a
resistive cylindrical pipe. By assuming finite
transverse width of a homogeneous cold
plasma, whether in vacuum or in a resistive
pipe, the spectra of surface waves resulting
from the solution of the dispersion relation
(2.10) have been found in terms

a, wp,band Z_..

For the two equivalents physical
situations of thin plasma or a conducting wall
far away from the plasma surface, the
observed spectra converge towards those of
electrostatic surface wave modes existing at
plasma—vacuum interface [see Fig. 1 and 2].
By bringing the conducting wall to a finite
distance from the plasma—vacuum interface,
large ka (short wavelengths) are not
affected and all curves of Fig. 2 converge
toward the plasma—vacuum cutoff frequency

(w=0.707w,). On the other hand, for

moderate values of ka, we observe
appreciable modifications of spectra curves;

by increasing the ratio a/b, surface wave

frequencies shift down with the curves being
shifted to the right.

For conducting pipe—walls that can be
represented by a surface impedance Zp,,

and since Zp, is frequency dependent, the

dispersion relation of waves existing in the
structure under consideration becomes a
function of the dispersive properties of the
wall. Due to the large wall conductivity, the
small value of surface impedance shows no
observable effect on the real part of the
surface wave spectra, and its effect is found
to introduce an imaginary part of @ having a
peak value of 300 Hz [see Fig. 3]. By varying
the plasma frequency and keeping the ratio
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a/b fixed at0.5, the imaginary part of @ is

found to reach values of few tens of kilo Hz
[see Fig. 4].

Including surface wave spectra in
modeling beam dynamics, especially, in
beam instability analysis and impedance
calculations, can improve modeling of
longitudinal and transverse beam dynamics.
When coupled to an external driver such as
particle beams [25, 26, 27, 28, 29, 30],
surface wave fields may be amplified gaining
energy at the expense of the beam energy,
coupled to the beam fields, and finally
affecting the beam dynamics. Contributions
from including higher order waveguide
modes resulting from medium asymmetries
or off-axis motion of transversally kicked
beams are at hand and are topics of future
investigation.
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Abstract: This work reports the preparation of thin films of amorphous tin nitride (a-Sn:N) by a
novel implementation of simultaneous ion beam assisted deposition (IBAD) and reactive DC
magnetron sputtering of a metal tin target in pure nitrogen plasma. The work also reports the
optical characterization and determination of the optical constants of a-Sn: N thin film material.
The refractive index n varies only slightly over the spectral range of 400-900 nm while the
extinction coefficient k displays a gradual but significant increase starting at ~470nm. We have
estimated the optical energy gap, Ey, to be 2.32 £ 0.047¢V deduced from the transmittance
measurements. Other important optical characteristics, such as the high frequency dielectric
constant &, the average oscillator’s wavelength A,, the average oscillator strength S,, tangent
loss (tan 9) and the optical conductivity o, are also determined. Determination and interpretation
of some of the optical properties are based on the single oscillator model proposed by Wemple
and DiDominico.

Key Words: Amorphous Materials, Reactive Sputtering, Ion Beam Assisted Deposition

(IBAD), Thin Films, Optical Properties.

Introduction

Crystalline Tin (IV) Nitride of the form
Sn3Ny4, non-stoichiometric SnN, and SnyN, in
thin film forms have attracted the attention of
a considerable number of researchers
because of the potential applications of this
material and their semi-conducting electro-
chromic properties. These include optical
storage devices, write-once optical recording
media, applications in  microelectronic
devices, as materials for optical switching
devices for solar energy purposes, and
optical recording media. Sn3N, is also one of
the Nitrides of the fourth group of the
periodic table, which received much interest
after the findings of the significant physical
characteristics and the chemical properties
[1-6].

Preparation methods of the various
forms, powder and thin films, of tin nitrides
varied from chemical procedures [7-9] to
physical methods including reactive
sputtering [2, 3, 10-14], reactive ion plating

[15], chemical vapor deposition [16] and
plasma enhanced CVD [17].

Structural, optical, and electronic
properties of almost any material,
particularly thin films, depend essentially on
the preparation technique. This is also true
for the various forms of tin nitrides.

Most of the research works in the
published literature have concentrated
mainly on the crystalline forms of tin nitride
produced by different methods [1-17].

In a review of the group (IV) nitrides,
Kroke and Schwarz [18] mentioned that very
few reports on tin nitride phases appeared in
the literature. The electrical and optical
characteristics of non-stoichiometric (SnNx)
crystalline tin nitride films have been
examined for solar energy purposes [5, 19].
Maruyama and Morishita [12] reported a
band gap of 1.5 eV for the crystalline SnNx.
Recent theoretical calculations [20] predict
that y-SnzN4, in the spinel structure, is a
semiconductor with a direct band gap of

Corresponding Author: I. M. Odeh. Email: iodeh@yu.edu.jo
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1.40 eV and an attractive small electron
effective mass of 0.17 m,.

Only a very limited number of research
papers reported specifically on the
amorphous tin nitride [21-23]. However, a
thorough investigation of the optical
characteristics, namely the refractive index,
the absorption coefficient, dielectric constant
and the optical energy gap of this interesting
material in particular is not available.

We have prepared and studied the
optical properties of amorphous tin nitride as
a part of an ongoing research in the area of
amorphous metal nitrides [24], and because
of the need to explore the properties of
alternative optical materials with potential
applications. Our contribution to studying
this type of film material takes a different
approach in the deposition method, the
structure form, and the method of
determining the optical characteristics. Here
we combine the ion beam assisted
deposition (IBAD) and reactive DC
magnetron sputtering for the deposition of
the films. This novel approach [24] to
preparation of thin films has produced
amorphous tin nitride films that are
compatible with the crystalline tin nitride
flms in some aspects of the optical
characteristics and stability at room
temperature conditions.

The optical constants, n, and k, of thin
films are fundamental parameters both from
theoretical and practical points of view.
These provide essential information on the
optical energy gap for semiconductors and
insulators. Furthermore, the refractive index
is necessary for the design and modeling of
optical components and optical coatings
[25].

In this work, we place a particular
emphasis on the optical properties of the
amorphous a-Sn: N films in comparison with
the crystalline SnzN4. For calculating the
optical constants and thicknesses of a-Sn:N
thin films from transmittance measurements,
we have applied the PUMA method and
software [26], which has proved suitable for
the purpose of retrieving the optical
constants from transmittance measurements
only [25].

Experimental
Conditions

Details and Preparation

The tin nitride films were deposited onto
glass and silicon substrates in an Edwards
E306 coating system fitted with an Edwards
sputtering accessory (75 mm Magnetron
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Cathode E093-01-000). An End-Hall ion
beam source [27] was specifically designed,
built, and retrofitted to the vacuum chamber
(in house) in such a way that the ions
produced would impinge onto the films
during deposition process. A novel substrate
holder (Hexa-holder) capable of loading six
substrates  simultaneously was  also
designed and constructed (in  house)
specifically for this work. The holder rotates
at controlled speeds in a fashion such that
the substrates always face the sputtering
target one at a time during deposition. lons
from the ion beam source bombarded the
substrate during deposition. In this way low
energy ions (<100eV) would impart enough
energy during the film deposition which
would enhance the quality of the deposited
films. This also improved the adhesion of the
film to the substrate.

The substrates were thoroughly cleaned
by first washing in a detergent (Decon5) and
de-ionized water followed by rinsing in
alcohol. All cleaning steps were carried out
in an ultrasonic bath. To insure maximum
cleaning and to remove oxides and
contamination, both  substrates and
sputtering target were further bombarded
with argon ions from the ion beam source for
several minutes prior to deposition.

A 1kW DC power supply (MDX 1K
Magnetron Drive from Advanced Energy,
USA) delivered the DC power to the water-
cooled tin target. An independent power
supply (HP 6521A) and a low-tension
transformer provided the necessary power to
the ion source during deposition.

The spacing between the target and
substrate was always maintained at 5cm.
Reactive sputtering was carried out at room
temperature in a glass bell jar vacuum
chamber. The chamber was backfilled with
pure nitrogen and maintained at a pressure
of ~100 mbar during deposition. The power
applied to the tin target was 100W dc. The
vacuum chamber was always pumped down
to better than 10° mbar and flushed with
nitrogen to remove any residual oxygen prior
to deposition.

As a routine procedure, we have
performed the following characterization
experiments on the as-deposited films.

X-ray Diffraction (XRD)

To establish the structure of the films
whether crystalline or amorphous; X-ray
diffraction (XRD) measurements were
carried out using a computer controlled
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Phillips PW1710 Diffractometer equipped
with copper tube, for CuKa radiation, and a
theta compensatory slit assembly. The
diffractometer was operated under the
following experimental conditions: a voltage
of 35 kV, beam current of 40mA, step size of
0.02 26, counting time of 0.01sec/step, Tmm
receiving slit and a scanning range of 5-100°
20.

Transmittance Measurements

Transmittance (%T) of the as deposited
tin nitride films was measured in a UV-
Visible double-beam spectrophotometer
over a spectral range of 400-900nm. The
transmittances of the films were recorded
with a blank substrate placed in the
reference beam path.

Experimental Results and Discussion

Fig.1 shows a representative X-ray
diffraction spectrum of the Tin Nitride (SnNXx)
films on glass substrates. The Tin Nitride
films prepared here clearly do not display

800

any well-defined peaks, which are typical of
crystalline structures. It is clear from the
figure that the ion beam assisted DC
magnetron reactive sputtering has produced
amorphous films. Quantitative estimate of
the composition from the data is not a
straightforward conclusion. Therefore, the
exact atomic ratio of the sputtered SnNx is
unknown. However, since the films were
prepared by sputtering from a pure tin target
in pure nitrogen plasma, and all samples
were non-metallic, as was deduced from the
optical transmittance, it was clear that a
reaction occurred and some sort of SnNx
was present in the films. Nevertheless,
Energy Dispersive X-ray analysis (EDX), a
well known technique used for identifying
the elemental composition of an area of the
flm and an integrated feature of the
scanning electron microscope (SEM),
revealed that x~3 in some of the films.
Maruymama et al. [12] produced amorphous
SnNx films at comparable conditions, except
for the use of IBAD.
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Fig. 1: A typical XRD pattern (Smoothed) of the a-Sn: N thin films on a glass substrate. The broad peak
is due to the glass substrate.

Fig.2 shows transmittance spectra over a
wavelength range of 400-900 nm for a
representative set of films deposited at
similar preparation conditions of nitrogen
pressure (~100mbar) and dc power (~100W)
over various time durations. The tin nitride
films show almost invariably low optical
transmittance over the visible range but

higher transmittance over the near infrared
range. The spectra exhibit a behavior typical
of the amorphous thin films where a broad
absorption is evident compared to sharp
absorption that usually characterizes
crystalline materials. The films have a clear
yellow to brown coloring depending on the
thickness of films.

21



Article

Odeh

100
263 nm 100 304 nm
L\T’ 80 | e 80 1
o Iy
- 1 2 60
'S 40 | E 401
2 -
S 20 = 201
0 0 T 1 1 1
Wavelength,nm Wavelength,nm
100 100
282 nm 313 nm
] = ]
; 80 °\. 80
oy (]
9 60 - § 60 -
£ £
g 40 - g 40 -
= c
o ©
20 - = 20 -
0 T T T T 0 ; ; ; ;
400 500 600 700 800 900 400 500 600 700 800 900
Wavelength,nm Wavelength,nm
100 100
298 nm 484 nm
[ | i
e 80 § 80
o @
2 60 - 2 60 -
© ©
b= E
g 40 - g 40 -
c c
o o
— 20 - = 20 -
0 O T T T T
400 500 600 700 800 900 400 500 600 700 800 900
Wavelength, nm Wavelength, nm

Fig. 2: Transmittances (%T) of a number of a-Sn: N thin films of different thicknesses (263- 484 nm)
over the spectral range of interest (400-900 nm).

The Optical Constants: the Refractive
Index n and Extinction Coefficient k

Determination of the real part, n, and the
imaginary part, k of the complex refractive
index is a challenging task when it comes to
studying the optical properties of materials.
The procedure involves complex equations
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and extensive computing. A number of
approaches and different methods exist for
determining the optical constants [28-36].

The easiest are those, which depend on
single transmittance measurement [25]. The
refractive index n and the extinction
coefficient k as well as the thickness d of the
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amorphous tin nitride films studied here
were determined from the transmittance
data only using Point-wise Unconstrained
Minimization Approach for the estimation of
the thickness d and optical constants n and
k of thin films (PUMA) approach and
software [26]. It is a procedure and software

T =[AX / (B—Cx+Dx%)]

where:

A=16n,(n*+k?)

described by Birgin et al [26]. This method
implements the complex optical equations
derived and formulated by Heavens [29] and
Swanepool [31, 32]. The transmission T of a
thin absorbing film deposited on a thick
transparent substrate is given by:

(1)

B =[(n+1)> +k*[(n+1)(n+n2)+k*]

C =[(n* =1+k*)(n* —n? +k*)—2k*(n +1)]2cos @
—K[2(n* —nZ +Kk*)+(n2 +1)(n* —1+k?*)]2sin @

D =[(n-1)* +Kk*][(n=1)(n=n)+k"]

p=4md/ A
X = exp(—ad)
And a = 47K/ A

Where ng is the refractive index of the
substrate, n and k are the real and imaginary
parts of the refractive index of the film
respectively, d is the film thickness, A is the
wavelength of the incident light and a is the
absorption coefficient of the film.

The substrate is sufficiently thick such
that the additional interference effects
resulting from the multiple reflections in the
substrate are eliminated because they are
incoherent.

In PUMA, the experimental transmittance
obtained for the film is compared with a
theoretical value. The difference between
the two values is minimized until a best
solution is reached for the refractive index n,
the extinction coefficient k and the film
thickness d. Thicknesses of the films

determined from PUMA calculations and
based on the transmittances of the films
ranged from 263 to 484 nm. Poelman et al
[25] have reviewed and tested his method
independently and shown it to produce
excellent estimates of optical parameters of
thin films.

Fig.3 shows average values of the
refractive index n and the extinction
coefficient k as a function of photon energy
over the spectral range 400-900nm. The
figure clearly shows that the refractive index
exhibits only very slight increase over the
spectral range. The extinction coefficient k
displays a knee above 2.3eV (below
540nm). We attribute this change to higher
dispersion and strong absorption of the tin
nitride films at that wavelength.
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Fig. 3: Plots of n and k, the real refractive index and the extinction coefficient respectively, versus
photon energy of the spectral range of interest (400-900 nm) for the a-Sn: N thin films.

A plot, Fig.4, of a typical absorption
coefficient a of the tin nitride over the same
spectral range clearly shows this inflection in
the absorption. Nevertheless, it is not sharp

enough to resemble the sharp absorption of
a crystalline material but consistent with
amorphous thin film materials.
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Fig. 4: A typical plot of the absorption coefficient, a, as a function of the photon energy of the spectral
range of interest (400-900 nm).

In order to establish the optical
transitions involved in the films, a plot of log
(ahv) against log (1/A) should vyield one
straight line for a single optical transition.
However if the plot should produce more
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than one line then this would indicate
multiple transitions [37].
Fig.5 shows such a plot, where it

produced a single line, clearly indicating a
single optical transition. We will show below
that this is consistent with indirect transition.
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Fig. 5: A plot of log (ahv) versus log (1/A) shows a single line indicating a single optical transition.

The Optical Energy Gap E,:

The optical energy gap E,y is another
important  quantity that characterizes
semiconductors and dielectric materials
since it has a paramount importance in the
design and modeling of such materials [25].
For the amorphous tin nitride films studied
here, the optical energy gap was deduced
from the intercept of the extrapolated linear
part of the plot of (ahv) ¥ 2 versus the photon
energy hv as abscissa. This followed from
the method of Tauc et al [38] where

(Othv)l/2 = constant(hv — E ;) (2)
Fig.6 displays plots of (ahv)"? versus
photon energy hv for a number of

representative a-Sn: N films. The plot is a
straight line as a best fit of the Tauc’s
relation above which suggests an indirect
optical transition. An average value of
optical energy gap E, of 2.320 + 0.047eV is
calculated from the intercepts of the
extrapolated lines with photon energy axis
for the amorphous tin nitride films. The
results of Fig.5 support a single optical

indirect transition. The value of the optical
energy gap for the amorphous films is
greater than the optical energy gap of 1.5 eV
reported for the crystalline tin nitride SnzN4
thin films prepared by radio frequency
reactive sputtering [2, 3]. A recent ab initio
calculation of the electronic structure and
spectroscopic properties of spinel y -SnzNy
report that this is a semiconductor with a
direct band gap of 1.40 eV [20].

The higher optical energy gap estimated
in this work for a-Sn: N is consistent with the
nature of the amorphous materials
characterized by the absence of long-range
order, high resistivity, and presence of
defects. We believe that the bombardment
of the films with low energy nitrogen ions
from the ion source during deposition has
contributed to the formation of the
amorphous structure in addition to improving
the quality, stability at laboratory conditions,
and homogeneity of the amorphous films.
Zeng et al [39] reported ion beam induced
growth of amorphous alloy films of Co-Nb
system by ion beam assisted deposition.
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Fig. 6: Plots of (ahv)"? versus photon energy, hv, for a-Si:N illustrating the intercepts of the extrapolated
linear part with the photon energy axis. An average estimate for the optical gap is Eopt = 2.320 +
0.047eV for a number of films.

The above result of the optical energy A plot of hv(g,)"? versus photon energy
gap may be further confirmed based on the exhibits a linear relation. This gives the
following relation [40-43]. optical gap when extrapolated to the energy

- ) axis. Fig.7 shows such a plot where the
h'v'e, ~ (hv —-E ) 3) extrapolated linear part yields an optical

) ) ) energy gap of 228 eV in excellent
where g, (= 2nk) is the imaginary part of the  agreement with the value 2.320 + 0.047eV

dielectric constant. obtained from the plot in Fig.6.

0 1 1 1 1 1 1 1 1 1
15 17 19 214 23 25 27 29 31 33 3.5
Photon Energy hv, eV

Fig. 7: A plot of hv(e,)"? versus photon energy, hv, for a-Sn: N illustrates the intercepts of the
extrapolated linear part with the photon energy axis. An estimate of optical gap is Eqpt = 2.28 eV.

Analysis of Dispersion of Films and DiDominico [41, 42]. In this model, the
following relation expresses the energy

Dispersion, the frequency dependence or o hqence of the refractive index, n as:

energy dependence of the refractive index,
can be analyzed based on the concept of a n=1+ E.E E? _E?
single oscillator model proposed by Wemple aBo/ ( ° )

(4)
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where E (=hv), E, and E4 are the photon
energy, the oscillator energy and the
dispersion  energy respectively. The
parameter E4 is a measure of the intensity of
the interband optical transition. It is
independent of the optical band gap [44].
Fig.8 illustrates a plot of the dispersion
relation (4) where (n*1)" is plotted versus
E? for the a-Sn: N films. Extrapolation of the
lower energy part of the spectral range

where the films are more transparent
displays a linear trend as shown in Fig.8.
Dispersion energy E4 and oscillator energy
E, are estimated from the slope of -0.0077
and the intercept of 0.273 of the
extrapolated linear part. We find these
estimates from the equation of the best
linear fit to be Ey = 21.81eV and E,= 5.95
eV. In addition, we find an estimate for the
optical dielectric constant €., = n..” = 4.664.

0.3

0.25 -

0.2 -

(n?-1)"

0.15 -

0.1 ‘

4

6 8 10

E?=(hv)’,(eV)?

Fig. 8: A plot of the dispersion relation (4) where (n2-1)'1 is plotted versus E?= (hv)zfor the a-Sn: N
films.

The refractive index n, the wavelength A
and the lattice dielectric constant ¢ are
related through the relation (5), which takes
into consideration the contribution of the free
carriers and the lattice vibration modes [44,
45]:

n’=g.- CA® (5)

where C=(e2 N /4m*c? €,m*), €_is the lattice
dielectric constant, e is the electronic
charge, N is the concentration of the free
charge carriers, €, is the vacuum permittivity,
m* is the effective mass of the charge
carrier, c is the speed of light and A is the
photon wavelength.

Conclusions

We have prepared thin films of
amorphous tin nitride by a novel
implementation of reactive DC magnetron
sputtering and ion beam assisted deposition
simultaneously.  This  technique  has
produced high quality, stable and uniform
amorphous films. The bombardment of the
film during deposition with low energy ions
played a major role in producing the
amorphous structure through imparting
energies to the accumulating atoms. The

XRD patterns of films, Fig.1, clearly support
this conclusion where the typical sharp
peaks of crystalline structures are absent.
Amorphous and crystalline tin nitrides both
have similar yellow coloring for thinner films
and dark brown for thicker films. The
refractive index varied only slightly over the
wavelength range of interest, 400-900 nm.
The films are not highly absorptive over the
visible part of the same spectral range.

A distinct difference between the
amorphous and the crystalline tin nitrides is
the invariably higher optical energy gap
determined for the amorphous films of 2.320
1+ 0.047eV compared with the inconsistent
values, 1.4-1.5 eV, for the crystalline films.
The amorphous films have shown stability
and have sustained normal lab and room
temperature conditions for very long periods.
Based on the optical properties presented in
this work we believe that amorphous tin
nitride may have potential applications as a
decorative material, UV absorber and to a
lesser extent as a hard coating.
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Abstract: The magnetic properties of the alloy system Fe; ,Mn,Si have been studied by
measuring magnetization for samples with x = 0, 0.1, 0.25, 0.5, and by thermal scanning
techniques for samples with x = 0, 0.1. The results reveal that the system is ferromagnetic in this
composition range. Zero field cooling and field cooling magnetization measurements indicate a
similar magnetic ordering and magnetic anisotropy in all samples. The saturation magnetization
for the annealed samples was higher than that for “as prepared” samples. Thisis attributed to the
reduction of magnetic domain boundaries rather than to improving magnetic order as a result of
annedling. Further, T¢ values determined from thermal DSC measurements are in good
agreement with previously reported results based on magnetic measurements.

Keywords: Heusler Alloys, Magnetization, Magnetic Order.

Introduction

The unit cell of the Fe;,Mn,Si alloys
consists of four interpenetrating f.c.c
sublattices A, B, C, and D, with origins
displaced along the body diagonal at the
points A (0,0,0), B (1/4,1/4,1/4), C
(1/2,1/2,1/2) and D (3/4, 3/4, 3/4). FesSi
crystallizes in the DOs structure with the A,
B, and C sites occupied by Fe and the D site
by Si[1, 2].

The magnetic behavior of the alloy Fes.
xMn,Si exhibits ferromagnetism at low Mn
concentration (x<0.75), and shows a
complex magnetic structure at higher values
of x [1]. As Mn is introduced into the alloy, it
preferentially occupies the B site for x< 0.75,
and then begins to occupy the A, C sites as
X increases. It has been found also that
nearest neighbor interactions dominate at
low Mn concentration [3].

This system has attracted the interest of
many researchers [1-12] since it shows a
variety of magnetic phases as x is increased
up to 3.0. It is ferromagnetic below x=0.75,

and shows spin glass behavior for 0.75< x
<1.2.

The substitution of Mn for Fe in these
pseudo-binary alloys has been studied using
various  techniques. Fe Mdssbauer
spectroscopy (MS) was used to study the
dependence of the average hyperfine fields
at the different sites on Mn concentration [2-
4, 7, 8, 12]. Magnetic and crystallograghic
properties have also been studied by X-ray
and neutron diffraction techniques, together
with magnetization, resistivity, and
magnetostriction measurements [1,9].
Ferromagnetic resonance studies have also
been made on this system [5,6]. The above
results show that the Mn substitution
reduces the magnetic exchange energy,
thus leading to a reduction in the critical
(Curie or Neel) temperature.

In this work we present the results of
magnetization measurements using the
Supercoducting  Quantum  Interference
Device (SQUID), and the dependence of
magnetization on the temperature under
zero field cooling and field cooling conditions
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on the as prepared and annealed alloys.
Also, thermal measurements  using
Differential Scanning Calorimetry (DSC) is
used to determine the Curie temperature for
some of the samples under investigation.
This work is part of an ambitious project,
intended to carry a thorough investigation of
the system by studying a series of samples
with different Mn concentrations using MS
and X-ray techniques.

Experimental

Appropriate proportions of high purity
metals (better than 99.9%) were melted in
an argon arc furnace, forming a series of the
alloy buttons. The buttons were flipped and
remelted several times in order to insure
homogeneity. The mass of each button was
measured and compared with the total mass
of the initial powders; mass losses of 1% or
less were found, which indicates that the
achieved concentrations are consistent with
the desired ones. The alloy buttons were
then crushed into fine powders, part of which
was used to prepare the “as prepared”
samples. The “annealed samples” were
prepared by annealing parts of the powders
under vacuum in quartz tubes for two weeks
at 800 °C and then left to cool to room
temperature.

Magnetization = measurements  were
performed using a  superconducting
Quantum Interference Device (SQUID)
Magnetometer, at the Department of
Physics, Kansas State University, USA.
Measurements were made in the
temperature range from 10 K to 400 K in an
applied magnetic field up to 5.5 Tesla. To
reduce demagnetization, the powders were
placed in cylindrical sample holders.

For thermal DSC measurements, 25-40
mg of the powder were placed in a crucible
beside an inert reference and subjected to
the same temperature program. The
temperature was scanned from 100 °C to
600 °C. The magnetic phase transition could
be exothermic or endothermic, which
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produces a signal in the DSC scan, from
which the critical transition temperature is
determined.

Results and Discussion

Fig. 1 shows the Zero Field Cooled (ZFC)
and the Field Cooled (FC) magnetization
curves for the two samples Fe;Si and Fe, 75
Mny25Si. The ZFC curves were obtained by
cooling the sample from Room Temperature
(RT) down to 10 K in zero field, and then a
small field (200 Oe) is applied and the
magnetization is measured as the sample is
warmed up to 400 K. This procedure will
have a maximum effect on the magnetic
domains with the least magnetic anisotropy,
and will produce a net magnetization in the
direction of the applied field.

The FC curves were measured by first
cooling the sample down to 10 K in the
presence of the small applied field (200 Oe)
and then measuring the magnetization as
the sample is warmed up to 400 K. Cooling
down the sample in a 200 Oe field is
sufficient to have more alignment of
magnetic domains at 10 K. So we expect to
observe larger magnetization in the FC
process than in ZFC case.

The curves (Fig. 1) show almost constant
magnetization as the temperature increases,
indicating  ferromagnetic  order.  The
difference in magnetization between the
ZFC and the FC processes is small and
similar for the samples under investigation,
indicating similar magnetic anisotropy in this
composition range. The observed
ferromagnetic behavior is consistent with the
results of other workers using magnetization
[1,9] and MS [4,7,8,12] measurements. Fig.1
also reveals a reduction in the magnetization
upon replacement of Fe by Mn, which
indicates a lower magnetic moment per
formula unit. These findings are consistent
with the observed decrease in the average
hyperfine field with increasing Mn
concentration as obtained from Mdssbauer
spectra [8,12].
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Fig. 1: ZFC and FC magnetization curves for the samples FesSi and Fe; 75sMng 25Si. The solid line is a
guide for the eye.

The spontaneous magnetization at 10 K
was found to be higher for FC process than
for ZFC. This indicates that the partial
alignment of the moments due to the
application of the 200 Oe field in the FC
process is responsible for the difference in
magnetization M [M(FC) — M(ZFC) > 0]. This
difference becomes smaller as T increases
due to the slight increase in M in the ZFC
process, and the saturated value of M in the
FC process. The increase in M in the ZFC
process is associated with progressively
increasing the freedom for the orientation of
the magnetic moments in the direction of the
applied field due to the progressive
unblocking of the frozen random state at 10
K. Ideally, the ZFC and FC curves would
meet at 400 K. However, due to the
irreversibility of the magnetic properties
upon cooling and heating, a small difference

in M is observed at 400 K. It is obvious also
that M does not decrease with increasing
temperature, indicating that the temperature
range of the measurements is way below Tc.

The saturation magnetization, M’ for the
annealed samples is higher than that for the
as prepared ones at a given temperature
(Fig.2). This result could be attributed to
either the improvement of magnetic order, or
the reduction in the magnetic domain
boundaries as a result of annealing.
However, MS data [8] do not show any
appreciable difference in the hyperfine field
distributions for the two sets of samples.
Due to the fact that MS is sensitive to local
atomic environments, but not to domain
structure, it is more likely that the effect of
annealing results in the reduction of domain
boundaries rather than decreasing the
magnetic disorder.
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Fig. 2: Magnetic isothermal curves (M vs H) at 300 K for annealed FesSi, as prepared FesSi, annealed
Fe29Mng 1Si, and as prepared Fe; 9Mng 1Si.

Also, Fig.3 shows the magnetization
curves for the annealed samples at 300 K
and at 10 K. The figure shows that the
difference in Mg between RT and 10 K for a
given sample is small (~6%). This small
change in Mg is due to the fact that the
measurements were made far below the

Curie temperature, T¢ (RT < 0.5 T,). Fig.3
also shows a reduction in the saturation
magnetization with increasing x, consistent
with the reduction of the magnetic moment
per formula unit upon replacement of Fe by
Mn.

—mFesSi(ap) - Fe,7sMngzsSi (ann) Fez7sMngzs (ann) —o— Fe25MnosSi (ap)
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Fig. 3: Magnetic isothermal curves (M vs H) for as prepared FesSi at 10 K, annealed Fe 7sMng 25Si at 10
K, annealed Fe, 75Mng 2sSi at 300 K, as prepered Fe, sMngsSi at 300 K.
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Differential scanning calorimetry (DSC)
measurements were performed for the two
samples FesSi and Fe, g Mng1Si. The Curie
temperature for these samples deduced
from the measurements were 849 K and 794
K, respectively. It was reported in reference
[1] that T¢ for the system under investigation

——Our work

900

800

decreases almost linearly as x increases up
to 0.9. Fig.4 shows that our values for T¢
determined from the DSC measurements
are consistent with the linear drop of T¢ with
increasing x up to 0.9. Our results are also in
good agreement with previous results
[1,3,10, 11].

—¢—Ref. [1]

0 0.1 0.2 0.3 04

0.5
X

0.6 0.7 0.8 0.9

Fig. 4: Variation of the Curie temperature T¢ with composition x (this work for x= 0.0 and 0.1, and other
values are from reference [1]). The solid line is a guide for the eye.

Conclusions

Thermal magnetization curves for
samples of FesSi and Fe,75 Mng,sSi have
shown difference in M between the ZFC and
the FC processes. The magnetization
measured in the ZFC process increase
slightly with increasing the temperature due
to the progressive unblocking of the
magnetic moments, while that measured in
the FC process remains almost constant
with increasing temperature.

The saturation magnetization at a given
temperature is found higher for the annealed
sample than for the as prepared one. This is
attributed to the reduction of the magnetic
domain  boundaries rather than the

improvement of magnetic order as a result of
annealing.

The Curie temperature Tc was
determined for the samples with x = 0 and
0.1 using DSC measurements. Our results
are consistent with previous results obtained
from magnetization measurements.
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Abstract: Results on structural and magnetic studies of BaysSros(ZnTi)xFe12.0:019 (Where X =
0.2 to 0.6) ferromagnetic powders prepared by mechanical milling are presented. The obtained
X-ray diffraction patterns of Zn-Ti substituted (BaSr)osM samples showed Magnetoplumbite
phase formation for all substituted mixtures; no other secondary phases were detected. Scanning
electron microscope analyses reveled that al processed samples possess particle size much
below 1 um and may exhibit promising magnetic and dielectric properties. Magnetic
measurements showed that the intrinsic coercivity, Hg, and remanent magnetization, M;,
decreased as the substitution took place, while the saturation magnetization, Mg, remained
almost constant (diminution ~ 9%). H,, decreased from 389.92 down to 171.88 k A/m that
represents a 56% drop, whilst M, registered afall of ~ 17%.

Key Words: Magnetic Studies, MOssbauer Spectroscopy, Ba-Sr-Hexaferrites, Ball Milling.

the Ba content increases, to around 100 for
x = 1.0. Therefore, it seems interesting to
investigate more cationic combination in this
ferrite system [8]. Previous studies have
shown that Zn-Ti cationic mixture produces
materials with suitable characteristics for

Introduction

Intensive work have been done to modify
the magnetic parameters of barium or
strontium hexaferrite by substitution of Fe*
ions with other cations or cation
combinations such as Co-Ti, Zn-Sn, Co-Sn,

Ni-Zr, Co-Mo and so on [1-3]. Several
methods have been used to modify the
structural and magnetic properties of M-type
ferrites [1, 3, 4]. The magnetic properties of
substituted Ba,.,Sr,Fe,0:9, Where Ba®"
gradually substitutes Sr** ions, have been
studied and reported by other researchers
[5-7]. These studies show that
Bag 5SrosFe 2049 sample possesses higher
Curie temperature, T¢c ~ 510 °C, than that of
BaFe 2049 (502 °C) sample, which increases
as Sr concentration increases. In addition,
electrical characteristics (AC and DC) of the
Ba,Sri_,Fe2049 compound have been
studied [7]. The largest value for the
dielectric constant (¢") corresponds to the x
= 0.0 sample (g, »1300) and it decreases, as

high-density magnetic recording [9, 10].

This paper reports structural and
magnetic properties of the Zn-Ti substituted
(BaSr)osM -type hexaferrite, prepared by
high energy milling.

Experiment

To synthesize BagsSros5(ZnTi)xFe12.04014g;
BaCO3;, SrCO3, Fe,03, ZnO, and TiO, (ACS
reagent ~ 98% of purity, Aldrich Co.) were
used as starting materials. The raw
materials were charged in a Segvari Attritor
mill together with several 9-mm steel balls.
The powders were milled during 24 hours in
air with an angular velocity of 400 rpm and
250 ml of benzene to avoid agglomeration at
the mill bottom. The as-milled powders were

Corresponding Author: A. Gonzédez-Angeles. Email: gangel esa@yahoo.com.mx
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annealed at 1050 °C with a soaking time of
1.5h.

To determine the crystalline structure of
the prepared specimens, X-ray diffraction
and Mdssbauer spectroscopy studies were
perfformed in an X' Pert Philips
diffractometer using Cu-K, radiation and a
Méssbauer spectrometer with y-ray source
of *’Co embedded in a rhodium matrix,
respectively. The magnetic properties at
room temperature were measured uzing a
Lake Shore 430 vibrating sample
magnetometer and applying an external
magnetic field up to 954. 9 kA/m. The
temperature dependence of the magnetic
susceptibility, x(T) was obtained using the
bridge method in an alternating magnetic
field of 421 A/m and 920 Hz. Finally, to
obtain information on both morphology and

—
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(110
£114)
(203)

(006 )

Intensity {a. u.}

As milled

205)
(208)

:
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particle size, the (BaSr),sM doped samples
were observed employing a Philips XL 30
scanning electron microscope (SEM).

Results and Discussions

The X-ray diffraction patterns of Zn-Ti
substituted (BaSr),sM samples, obtained at
different sample preparation stages, are
shown in Fig.1. The patterns of all samples
(as-milled) after milling for 24 hours show
broadened diffraction peaks corresponding
to Fe,O; hematite phase. Magnetoplumbite
phase was formed for all substituted
samples (x = 0 to 0.6) after being annealed
at 1050 °C; no other secondary phases were
detected, at least within the errors inherent
to this technique.

BaStinTix=06

(20113
(220

(217)

BaSrfnTix=0.4
NS N ST W Y

BaSrinTix=0.2

Y I N T T

(BaSrlpsx =0

Y| TN

Hermatite

21 31

41

81 1

2o

Fig. 1: X-ray diffraction patterns for all prepared samples.

Room temperature Mdssbauer spectra
for Bag 5Sry5(ZnTi)Feq2.2¢019 Samples with x
= 0.0, 0.2, 0.4 and 0.6 are shown in Fig.2.
These measurements revealed that at low
substitutions, Ti*" ions substitute Fe** ions

38

on the 4f, octahedral site, and the Zn* ions
substitute them on the tetrahedral 4f; site. At
higher concentrations other iron positions
are replaced also, like 2a octahedral sites by
Ti*" ions and 2b positions by Zn?" ions [10].
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Fig. 2: MGssbauer spectra of Zn-Ti substituted (BaSr)o sM ferrites.

The results of the temperature
dependence of the initial susceptibility of
Bag 5Sro5(ZnTi)M ferrites is shown in Fig.3.
It can be observed, that at room temperature
the susceptibility, x, increases with the
substitution level. These curves can be also
used as quality test for some preparation
techniques. From the sample with x = 0.0 it
could be concluded that no other secondary
phase was nucleated for all synthesized
mixtures. On the other hand, Hopkinson
peak appears near Curie point T¢ and falls
from a relatively high value to near zero.
This drop provides a possibility of
homogeneity in sample chemical
composition. This peak value also gives
information about quantity percentage of the
ordered single-phase structure with particles
smaller than 1um. In addition, x = 0.0
sample exhibits a curve that roughly
approaches the theoretical behavior of
hexaferrite initial magnetic susceptibility as a
function of temperature. Besides, it could be
concluded that T for all substituted samples
were almost not affected by the increase in
X, (diminution ~2%).

The magnetic properties behavior of Zn-
Ti-substituted (BaSr),sM obtained by
vibrating sample magnetometry is shown in
Fig.4. Both, the intrinsic coercivity, H;, and
the remanent magnetization, M,, decreased
as the substitution took place, while the
saturation magnetization, M, remained
almost constant (diminution ~ 9%). Hg,
decreased from 389.92 down to 171.88
kA/m, which represents a 56% drop, whilst
M, registered a fall of ~ 17%. The fast
reduction of Hg; is related to the reduction of
the magnetocrystalline anisotropy field, H,,
which has been attributed to the cation
preference for the bipyramidal site, 2b and
octahedral site 4f,, which possess the
largest contribution to H, in BaM. On the
other hand, the small diminution of Mg and
M; can also be explained by the gradual
break down of the magnetic ordering, due to
the disappearance of some super exchange
interactions when the iron ions are
substituted for other diamagnetic or
paramagnetic cations.

39



Article A. Gonzélez, et.d

[:I 1 1 I

0 200 400 a0
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Fig. 3: Temperature dependence of the magnetic susceptibility of Bap 5Sro5(ZnTi)xFe12-2«O1g.

In Fig.5 the micrographs taken by SEM hexagonal platelet in shape and have a wide
for the pure (BaSr)ysM ferrite and x = 0.6 spread in particle size. However, it is clear
substituted ferrite are shown. It can be seen that the particle size is much below 1 um,
that all particles of the samples are nearly

5T T 400

65 1 + 350
L + 300 =
=3 ]
st +250%

35 + + 200

25 : : : 150

0 0z 04 06
"

Fig. 4: Magnetic properties behavior of all synthesized samples as the substitution level increased.
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Fig. 5: SEM micrographs show particle size and morphology for samples Bag 5Sro 5(

Ta
ZnTi)XFe12.2XO19.

a)x=0,b)x=0.6.

Conclusions

This work has shown that it was possible
to synthesize BaysSrosM  hexaferrite
substituted with Zn** - Ti** ions by
mechanical milling. The magnetic ordering
was reduced somewhat (~2%) for all levels
of substitution. Changing the substitution
ratio x, the coercivity could be easily
controlled without a significant reduction of
Ms. Magnetic susceptibility measurements
have shown that with the increase of x, y at
room temperature increases, which s
believed to have a relation with the
disappearance of some superexchange
interactions. The micrographs of Fig. 5
indicate that the particle size of the samples
is much below 1 um. The studied samples
may exhibit promising magnetic and
dielectric properties.
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Abstract: The partial substitution effects on the structure and electrical properties of the high
temperature Bi,, Tl Ba,, Sr, Ca, Cu; O superconducting compounds have been
investigated with x=0.00, 0.05, 0.10, 0.20 and y= 0.0, 0.1, 0.2, 0.3. X-ray diffraction studies
showed that the structure was tetragonal with a=b=5.43A, c=34.13A for x=0, y=0. The
structure almost remained tetragonal for all x values with y=0, and the c-parameter increased
only for x=0.05 and then a decrease in the c-parameter with increasing x value was observed.
On the other hand, for x=0 and y= 0.1, 0.2, 0.3 the structure was tetragonal with a slight
decrease in the lattice parameters with increasing y. There was an observed change to
orthorhombic phase with increasing both x and y at the same time.

The critical temperature was very sensitive to the thallium content x, in the absence of
strontium, as it increased to 128K for small x but decreased noticeably with increasing x value.
A similar behavior was observed for Sr content. However a large enhancement in the critical
temperature was observed in the presence of lower concentrations of both thallium and
strontium. Finally, the increase in the volume of the lattice or the oxygen content is associated

with higher critical temperature values.

Key Words: HTSC, Partial Substitution, Crystal Structure, BSCCO, TBCCO.

Introduction

The discovery of superconductivity above
77K in Bi-Sr-Cu-O compound has been
reported in [1,2]. The discovery of the high
temperature superconducting system, TI-Ba-
Cu-O, was initially overshadowed by the
discovery of the Bi-Ca-Sr-Cu-O system
[3,4,5]. Extensive studies by several groups
were carried out to study the structural,
electrical, and magnetic properties of the Bi-
based or Tl-based superconducting systems
[6-12]. Some other workers studied the
effects of doping these compounds with
certain elements.[13-20]. However, many
scientists concentrated on the Bi-based
superconducting system since Tl s
poisonous and needs special careful
treatment. It was reported that doping the
superconducting phases Tl,Ba,CaCu,0g (TI-

2212) and Tl,Ba,Ca,Cu30q¢ (TI-2223) with
Pb or Li improved only their critical currents,
and when the superconducting phases
Bi,Sr,CaCu,0, (Bi-2212) and
Bi,Sr,Ca,Cu;0, (Bi-2223) were doped with
Pb or Li, their critical temperatures and
critical currents were improved [19-22]. It
was also reported that the addition of
specific small amounts of boron (B) to TI-
based superconductors increased the
superconducting phase TI-2223 and
improved the critical temperature of the
samples, while higher amounts of B
eliminated TI-2223 phase and reduced the
TI-2212 phase [23]. Furthermore, it was
reported that fluorine addition to Tl-based
compounds affected their properties
drastically [24].

Corresponding Author: A. El Ali (Al-Dairy). Email: abedali@yu.edu.jo
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Very few researchers worked on systems
containing both Bi and Tl elements at the
same time [21,22]. Epitaxial films of TI-Bi-Sr-
Ba-Ca-Cu-O were prepared using laser
ablation and showed critical temperatures
between 106-110K and critical currents at
77K of about 10° A/cm®. Due to their high
superconducting transition temperatures and
high irreversible magnetic fields, Tl-based
and Bi-based superconductors are very
promising materials for making magnetic
tapes above 77K.

This work aims at studying further
superconducting samples containing both Bi
and TI. We have doped Bi,Ba,Ca,Cu304
(Bi-2223 phase) with different amounts of Tl
and Sr. The effect of this partial substitution
of Tl and Sr on the structure and the
electrical properties of the superconducting
system Bi Tl Bayy Sr, Ca, Cuz Oqg4+5, With
x=0, 0.05, 0.1, 0.2, and y= 0, 0.1, 0.2, 0.3
will be investigated in this paper.

Al-Dairy, et.al

Experimental Technique

The solid state reaction technique was
used to prepare the superconducting
samples  BiyTI\BaySryCa,Cu304g+5 from
appropriate amounts of the high purity
oxides Bi203, T|203, BaCO3, CaCO3,
Sr(NO3),, and CuO as starting materials.
The high purity powders were mixed well
and loaded in an alumina crucible which was
then placed in a furnace. The temperature of
the furnace was raised to 850 °C at a rate of
120 °C/hr. This material was sintered at 850
°C for 12 hrs then cooled down at a rate of
30 °C/hr in air to room temperature. The
same heating process was repeated but with
a flow of oxygen. The resulting material was
then ground and pressed into 1gm pellets of
approximately 12mm diameter and 1.2mm
thickness. Fig.1 shows the annealing
process carried on these pressed pellets in
oxygen environment.

850°
C
A
N
0
Loaw Y ) 1 .
800 C j———=">600C 500 C ————>.600C
v
0-
3 ¢
OS /"5)‘
o
N
<= 1 in0p )
RT RT

Fig. 1: Annealing process of pressed pellets in Oz

Standard four-probe-method was used to
measure the resistivity (p) versus
temperature (T). For each sample, we
plotted resistivity (p) versus temperature (T)
and the critical temperature (T.) was
determined. We have used the 50% rule to
find T; and not the onset value nor the T
value for zero resistance. The oxygen
content in each sample was measured by
using iodometric titration method. Detailed
experimental work for the determination of
(T.) and the oxygen content are described in
references [12,15].

X-ray diffraction patterns for the Bi,.
«TBax.Sr,Ca,Cu3Oqp+5 Samples at room
temperature were obtained using Phillips X-
ray diffractometer with CuK, source and

44

A=1.5418 A. Using these patterns and a
computer program the lattice parameters
were then calculated.

Results and Discussion

Using the X-ray data obtained, the
structures of Biyx Tl Bay., Sry, Ca; Cuz O1pss,
high temperature superconducting samples
prepared at 850°C were studied. The
structural calculations of the lattice
parameters were carried with the help of a
computer program written in BASIC. Fig.2
shows x-ray diffraction pattern of the Bi-2223
phase (x=0, y=0). It shows the existence of a
single tetragonal phase with lattice
parameters a=b=5.43A and c=34.13A.



Partial Substitution Effects on the Structure and Electrical Properties of the High Temperature Superconducting
System Biz_x Tlx Baz_y Sry Ca2 CU3 010+5

1. 300

1.200F
1.100F
1.000F
900
800}

(1011)
700}

600}

sool (109) (200)

400F

300

200 4 1 . L L

Big BagCagCU3 010 +5

(0012)

(0020)

(0212) (1ms)

(0214)

0 15 20 25 30 35 40 45

55 60 65 70 75 80 85 90

Fig (2): X — ray diffraction pattern of Bi, Ba, Caz Cus O1¢+5 high temperature superconductor

Figures (3), (4), and (5) show x-ray
diffraction patterns for the values: i) y=0
and x=0.05, 0.1, 0.2, ii) x=0, and y=0.1,
0.2, 0.3, iii) x=0.05 and y=0.1, 0.2, 0.3
respectively. From Fig.3, it was noticed
that peak intensity decreases with
increasing the value of the Tl content and
small peaks like (0024) disappeared. In
Table | we present the calculated values of
lattice parameters. It is noticed that when
no Sr is added and when TI is partially
substituted for Bi, with x =0.05, 0.1, the
structure of the samples remained
tetragonal with a slight increase in the c-
parameter with decreasing x-values. The
maximum increase in the c-parameter was
up to 34.81A for x=0.05. On the other
hand, when x=0.2, the structure changed
from tetragonal to orthorhombic phase with
lattice parameters a=5.40 A, b=5.21 A,
c=30.13 A.

Fig.4 shows the x-ray pattern for the
samples when only Sr is substituted for Ba

with y=0.1, 0.2, 0.3 and x=0. The structure
for samples with all y values remained
tetragonal. It is noticed that there was a
slight shift in the original peaks associated
with the slight increase in the c-parameter.
The maximum value calculated for the c-
parameter was when y=0.1 and the lattice
parameters were a=b=5.40A and
c=34.72A.

From Fig.5 and Table I, the structure of
the samples changed in a different manner
when Tl is substituted for Bi together with
Sr substituted for Ba. For the samples with
x=0.05 and y=0.1 the structure was
tetragonal with a=b=5.46 A, but for x=0.05
and y=0.2 or x= 0.05 and y=0.3 new peaks
appeared which could be due to the
formation of new phases of CuO and SrO.
However, when x=0.1 and y=0.1 or x=0.2
and y=0.3, the structure of the samples
was clearly orthorhombic.

45



Article

46

Al-Dairy, et.al

1. 400}
1300k ()
1.200}
1.100}

1.000F

8001
?00}»
600

500}
400

300

(0m2)

(1011)

(109) (200)

Bitgs TLo.osBaz Caz Cu3 0o+

(0012)

(0020)

(0212)

(1ms)

200
10

1. 400

1.300F

1.200F

1.100F

1.000]

BOO}'
700F

600

400¢

(0012)

(1001)

Bivg TLos Baz Caz Cuz 01048

(0012)

(0212) (0120)

(Mms)

(oz1)

(0012)

(1001)

Bi1.gTLo.2Ba; Caz Cu3zO10+5

(101)
(1o

(0z21)

15

80 85 90

Fig (3): X — ray diffraction patterns for Biox Tlx Baz Caz Cus O1o+ 5 system for
y=0 and: x = 0.05(a), x = 0.1(b), x=0.2(c).
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Fig (5): X — ray diffraction patterns for Bio.x Tlx Baz.y SryCaz CuzO1g+1 system for:
a(x=0.05y=0.1),b(x=0.05y=0.2),and c (x = 0.05, y = 0.3).
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Table I: Lattice parameters of the superconducting system BiyT1Ba,.,SryCa,Cu3O1¢.5

Lattice Parameters
Sample

a(A) | b(A) | c(A)
Bi,Ba,Ca,Cu3O1p+5 543 | 543 | 34.13
Bi1.95T|0'05832C320U3010+5 5.43 5.43 34.81
Biy 9Tlp.1Ba;CayCuzO1p+5 542 | 542 | 30.18
Biy sTlo2Ba,CayCuzOqg+s 540 | 5.21 | 30.13
Bi,Bay oSry 1Ca,CuzO1g+5 5.44 5.44 34.72
BizBa1lgsro,2032CU3O1o+§ 5.41 5.41 30.18
BizBa1.7sro,3032CU3O1o+§ 5.41 5.41 30.01
Bi1.95T|0'05831.gsr0_1caQCU3O1o+§ 5.46 5.46 34.88
BijoTlp1Baq.9Sre1CasCuzOqg+5 5.28 5.22 31.18
Bi1.8T|0'2881_7SI"0_3C&2CU3O10+§ 5.18 5.26 30.18

The measurements of resistivity versus
temperature for samples with only TI
substituted for Bi; x=0.00, 0.05, 0.10, and
0.20, are shown in Fig.6. It was noticed that
the critical temperature initially increased
from 123K to 128K when x was increased
from 0 to 0.05, and T, started to decrease
with increasing the content of the thallium,
x=0.10 and 0.20. In Fig.7, we show the
resistivity versus temperature for samples

with only Sr partially substituted for Ba. Fig.8
shows resistivity versus temperature when
both Tl and Sr are added for the smallest
value of TI, x=0.05, and with different
amounts of Sr, y=0.1, 0.2, and 0.3. Figures
(7) and (8) show a clear drop in the critical
temperature with increasing the Sr. The
values of the critical temperatures, T,
determined from the Figures (6), (7), and (8)
are summarized in table Il.
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Fig (6): The resistivity versus temperature for the Bio Tlx Ba2 Caz Cuz O1o+- superconductors with
x =0, 0.05, 0.1, 0.2.

49



Article

Al-Dairy, et.al

w
(5]
-1

Plma .cm)
— o]
w N w
T T T T

T

ot
w
T

1 1

50 100

150

200 25
T (K)

300

Fig (7): The resistivity versus temperature for Biz Ba,.y Sry Caz Cusz O1o+, high temperature
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Table Il: Critical temperatures measured and Oxygen contents for the superconducting
system Bi,.«TlBas.,Sr,Ca,Cuz01+5

50

Sample Critical Oxygen content
temperature T,(°K) | 10+3
Bi,Ba,Ca, CU3010+5 123 10.22
Bi1.95Tlg.05Ba>Ca, CuzOqp+5 128 10.28
Bi1.gT|0.1Bagcaz CU3010+5 108 10.21
Bi1.8T|0.QBagcaz CU3010+5 100 10.18
BigBa1,gSr0,1Cag CU3010+5 125 10.26
BigBa1,8Sr0,2Cag CU3010+5 120 10.18
BigBa1,7Sr0,3Cag CU3010+5 110 10.14
Bi1195T|0.05881,98r0_1caz CU3010+5 140 10.38
Bi1,9TI0,1Ba1,gSro_1Caz CU3010+5 112 10.26
Bi1.8T|0lgBa1,7sro_3C32 CU3010+5 95 10.21




Partial Substitution Effects on the Structure and Electrical Properties of the High Temperature Superconducting
System Biz_x Tlx Baz_y Sry Ca2 CU3 OIO+5

It was observed that the critical
temperature was enhanced drastically for
small amounts of Tl and Sr and decreased
significantly with increasing Sr content. The
decrease in T; values could be attributed to
the change in structure from tetragonal to
orthorhombic phase. The increase in T,
could mean that there was an increase in
the mobility of electrons in the b-direction of
Cu-O plane. Finally it is noticed that
increasing the volume of the lattice cell,
which could be caused by growth of a larger
number of Cu-O layers in the unit cell, can
lead to an increase in T..

The oxygen content in each sample was
measured by using iodometric titration
method and results are shown in Table Il. It
is noticed, from Table II, that higher critical
temperatures are associated with higher
values of oxygen content and the increase in
the oxygen content might affect the
electronic behavior by shifting the Fermi
level.

Conclusion

The partial substitution effects on the
structure & electrical properties of Biy, Tly
Ba,., Sry Ca, Cu; Ojps superconducting
compounds have been investigated. X-ray
diffraction studies showed that the structure
is tetragonal with a=b=5.43A, c=34.13A for

x=0, y=0. The structure almost remained
tetragonal for all x values when no Sr was
added. The c-parameter increased only for
x=0.05 and then a decrease in the c-
parameter with increasing x value was
observed. On the other hand, for x=0 and y=
0.1, 0.2, 0.3 the structure was tetragonal
with a slight decrease in the lattice
parameters with increasing y. There was an
observed change of structure to
orthorhombic with increasing the content of
both Tl and Sr resulting in a drop in T..

The critical temperature was very
sensitive to the Tl content in the absence of
Sr since it increased to 128K but deceased
noticeably with increasing x value. A similar
behavior was observed for Sr content.
However a large enhancement in the critical
temperature was observed in the presence
of lower concentrations of both Tl and Sr.
Finally it is noticed that the increase in the
volume of the lattice, which could be caused
by growth of a larger number of Cu-O layers
in the unit cell, and the increase of the
oxygen content are associated with higher
critical temperatures.
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Abstract: Clearness index (k) and atmospheric turbidity over Zarqa have been calculated using
solar data obtained by a GS1 Dome Solarimeter for the period from 25™ of June 2001 to 18™ of
May 2002. The clearness index found to be highly scattered and never exceeded 0.8. Several
attempts were made in order to find a correlation between the clearness index and turbidity with
measurable meteorological parameters such as air temperature, relative humidity, and
atmospheric pressure. No correlations were found. However, when the clearness index was
plotted against the daily temperature range (AT), an exponential trend that is best described by
the formula k=0.13(AT)"** was found. This result enabled us to modify traditional formula used
in obtaining atmospheric turbidity through replacing the clearness index part by 0.13(AT)"* in
order to provide a mean to calculate atmospheric turbidity based on the daily temperature range.

Key Words: Clearness Index, Atmosphere, Turbidity, Air Pollution, Air Temperature, Daily

Temperature Range.

Introduction

Atmospheric  turbidity (T)), is a
dimensionless measure of the opacity of a
vertical column of the atmosphere (Zakey,
2004). It is of great importance to research
community including atmospheric scientists
and solar energy researchers. T, is useful for
understanding many physical characteristics
of the structure and properties of the
atmosphere (Macris, 1959). However,
quantifying atmospheric turbidity is costly
due to expensive instrumentation used for
this purpose (Togrul and Togrul, 2002). This
justifies the extensive efforts that have been
spent in order to come up with empirical
formula that links the atmospheric turbidity
with readily measured meteorological
parameters such as air temperature and
water vapor content (Togrul and Togrul,
2002; Lin et al.,, 2005; Molineaux et al.,
1995; Gueymard, 1998; Ineichen and Perez,
2002).

The clearness index (k) is defined as the
attenuation of solar radiation by the
atmosphere. Its value ranges from zero to
one. The clearness index is affected by air
pollution in both urban and rural areas.
Therefore, it may serve as an indicator for
air quality and air pollution by fine particles
particularly for upper atmospheric layers
such as the stratosphere (Zakey, 2004).

Zarga is a growing industrial city with a
population of around one million people.
Zarga hosts more than 35% of the Jordanian
industrial activities including an oil refinery, a
thermal power plant, steel factories, a pipe
factory, a cement factory, a fertilizers
factory, a wastewater treatment plant, as
well as several other small industrial
facilities. A total of 2400 industrial activities
are registered in Zarqa Industrial Chamber.
Phosphate mines and Ar-Rusaifeh landfill
are other sources of air pollution in Zarqa.
Motor vehicles make up additional sources
of air pollution. Emissions from the oil

Corresponding Author: Safeia Hamasha, E-mail: safeiah@hotmail.com
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refinery, the power plant, and diesel trucks
contain fine particulates as sulfate and
volatile organic compounds (VOCs), which
are known to be good light scatterers
(Seinfeld and Pandis, 2006). As a result of
such concentrated anthropogenic activities,
the air quality in Zarqa has been
deteriorating and the clearness index is not
likely to be close to 1.0 under normal
conditions.

This paper aims at (1) calculating k and
T, over Zarqa using solar data and (2)
developing an empirical formula that could
be used in determining k and T, from readily
measured meteorological parameters.

Instrumentation

Meteorological data is obtained using a
GS1 Dome Solarimeter through Delta-T
Logger Devices (LtD, United Kingdom) for
the period from 25™ of June 2001 to 18™ of

86,400[SC 360 N
H, =—|1.034 cos
P 365.25

where,:

lsc: the extraterrestrial solar irradiance
outside the Earth’'s atmosphere (1367
W/m?)

N: Julian day of the year. It is a continuous
count of days since December 31 of the
previous year. For example, January 1 is
the Julian day 1, February 1 is the Julian
day 32, and December 31 is the Julian
day 366 for the leap year.

@: latitude (32.2° North for Zarqa)

Hamasha, et.al

May 2002. The filter of the Solarimeter is a
blackened thermopile with a glass-covering
dome. The dome acts as a filter letting-
through solar radiation. The instrument's
sensor has a flat spectral response in the
range between 0.3 and 3.0 uym. The
sensitivity of the solarimeter is 19.88x10°° at
20°C and 500 W/m® and it operates in the
temperature range —40 to 80°C.

Theoretical Computations

Solar radiation incident outside the
Earth's atmosphere is called extraterrestrial
radiation. On average, the extraterrestrial
irradiance is 1367 W/m?. This value varies
within +3% as the Earth orbits the sun. The
cumulative  extraterrestrial solar beam
irradiance on a horizontal surface over
twenty four hours (H,) in joules per square
meter (J/m?), is calculated using the
following formula (Togrul and Togrul, 2002):

Tw

H cos¢cos§cosws+ Fg sin ¢sin & )

0. declination angle in degrees, which is
equal to

5=23.457/180 *sin (2 * (284 + N) / 365)

ws= arccos(-tan(p)tan(o)) is the hour angle of
sunset,

The following formula is used to compute

air mass (m) at any zenith angle (6,),
(Kasten and Young, 1989):

P
m =
1013 .25[cos @ + 0.50572 (96.07995 — 9 )~ %% @
z z

where: . H
P: atmospheric pressure in millibar B H )
6,: Zenith angle in degrees calculated from . )

the formula: where H is the measured daily solar

cosf, = sin(p)sin(d) + cos(p)cos(d)cos(w)

The clearness index (k) is calculated
using the following formula (Jallo and
Barakat, 2003):

54

irradiance at the ground surface. The
clearness index was found experimentally to
depend on the daily temperature range (AT)
such that (Togrul and Togrul, 2002):

k=4a(ar)? (4)

where A and B are constants determined
from data fitting.
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According to Molineaux et al.(1995), Linke turbidity is calculated from the formula:

1 H
In

m(0.124 — 0.0656 log( m))

T

1= -

5
" ()

The term In(Hy/H) in equation 5 is nothing but -In(k), therefore equation 4 will lead to the
following expression:

H, B
In( )=—In(A(AT)" )= —-In(A4) - BIn(AT) (6)
H
Substituting equation 6 in equation 5 leads to the following formula:
a
T, = - (In(4) + B In(AT)) @

m(0.124 — 0.0656 log(m))

Where a is a fitting parameter, which is crucial in improving data fitting in order to mimic
actual data points.

Results and Discussion

Fig.1 shows the calculated daily
clearness index. The clearness index is very
scattered and ranges from zero to 0.8. The
index is likely affected by the two potential
air pollution sources; the oil refinery and the

place at the Hashemite University campus,
which is located downwind from these
sources. Even if the wind direction is
reversed the clearness index would not be
expected to be significantly different since
the wind would carry fugitive dust as it

thermal power plant. Measurements took passes over the desert.

Clearence Index
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Fig. 1: Clearness index over Zarqga.

Clearness index is plotted against
measured meteorological parameters
including air temperature, wind speed,

relative humidity, and atmospheric pressure,

with the daily temperature range. In Fig.7 the
clearness index was plotted against the
temperature range. A power relation was
found to best fit the data. This result is

(Figures 2-5). No correlations were found
between clearness index and the examined
parameters. Moreover, as Fig.6 shows, the
variation of the clearness index is in phase

supported by the finding of Jallo and Barakat
(2003). The constants A and B were found
to be 0.13 and 0.52, respectively.
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Fig. 6: Daily temperature range and clearness index over Zarga during winter. The clearness index is
multiplied by 10 in order to help visualizing its trend and how it matches the daily temperature variation.

Based on the values of the constants A be rewritten as a function of the temperature
and B obtained from Fig.7, the revised range as follows:
formula of Linke Turbidity (equations 7) can
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Fig. 7: The relation between the clearness index and daily temperature range.
(94
T, = (In(0.1292) + 0.5227In(AT)) (g

 m(0.124 — 0.0656 log(m))

Fig.8 presents the calculated T, using to calculate Linke Turbidity based on the
equation 5. The figure shows that T, is less temperature range and compared the results
than 10 for most of the days with few  with the values obtained based on equation
exceptions. We have also used equation 8 5 using solar data (Fig.9).
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Fig. 9: Correlation between turbidity as calculated using meteorological data and turbidity as calculated
using solar data. a that gave the best fit is 6.

As can be learned from Fig.9, Linke
turbidity calculated using daily temperature
range (solid line) matches its values
obtained by applying traditional formula
(dotted line).lt is evident that the two
techniques vyield similar values. The root
mean square value (R2 = 0.83) indicates a
strong correlation between modelled and
actual values of the turbidity.

Summary and Conclusions

Clearness index and atmospheric
turbidity are of great importance to a broad
range of atmospheric and solar energy
experts. However, quantifying them is not an
easy task due to costly instrumentation
needed for obtaining solar data. In this
research, several attempts were made in
order to come up with correlations that may

relate the clearness index and atmospheric
turbidity with meteorological parameters
routinely measured in traditional weather
stations such as air temperature,
atmospheric pressure, wind speed, and
relative humidity. No significant correlations
were observed. In addition, the clearness
index was plotted against the daily
temperature range and it was evident that
there is an exponential relation of the form
k=0.13(AT)"** between the two parameters.
The power law dependence of the clearness
index on the daily temperature range
enabled us to modify the traditional formula
used in obtaining atmospheric turbidity. The
new modified formula for the atmospheric
turbidity is based on the daily temperature
range which is routinely measured
throughout the world at low cost.
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