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Abstract: Four field emission tubes that have single carbon nanotubes (CNT) as the emitters 
were tested; two with single-walled CNT and two with multiwalled CNT. A tube with a 
tungsten tip was used for comparison. Fowler-Nordheim analysis of the DC current-voltage data 
gave reasonable values for the local fields at the emitters and the sizes of the emitters. Two 
oscillators were used to superimpose sinusoidal signals on the applied static field, thus 
increasing the DC emitted current and causing a mixer current at their difference frequency, in 
agreement with theory. Square-wave pulses from a single laser diode (20 mW, 658 nm) focused 
on each emitter increased the emitted current by 5.2% with the CNT and 0.19% with the 
tungsten tip. 
Keywords: Field Emission, Carbon Nanotubes, Fowler-Nordheim analysis. 
 

 
Introduction 

Simulations and preliminary experiments 
show that photomixing (optical heterodyning) 
in laser-assisted field emission could be 
used as a new microwave or terahertz (THz) 
source, with a multi-octave bandwidth [1]. 
The field emitter tip is much smaller than the 
wavelength of the incident optical radiation 
so quasi-static conditions require that the 
electric field of the radiation is superimposed 
on the applied static field to modulate the 
height of the barrier. Electrons tunnel from 
the tip into vacuum with a delay τ of less 
than 2 fs [2]. Thus, because the current-
voltage characteristics of field emission are 
extremely nonlinear, if two lasers are 
focused on the tip, the mixer current would 
follow each cycle of the difference frequency 
of the two lasers from DC up to 500 THz 
(1/τ). The tip will withstand applied static 
fields as high as 9 V/nm [3], so that incident 
laser radiation with comparable field 
strengths could produce a bright source of 
microwave or THz radiation.  

Carbon nanotubes (CNT) are excellent 
field emitters and facilitate the 

miniaturization of electron devices [4]. 
Furthermore, the kinetic inductance of CNT 
causes them to be high impedance (∼5 kΩ) 
transmission lines [5, 6], and we have shown 
that this effect can be used for efficient 
broadband matching to the high impedance 
that is inherent in field emission [7]. We will 
describe the static and dynamic 
characterization of field emitters consisting 
of single CNT, both single-walled (SWCNT) 
and multiwalled (MWCNT), and compare 
them to a field emitter consisting of an 
etched single crystal of tungsten. We 
acknowledge that some of this information 
was first presented in a paper at an 
international conference [8].  

Description and Static Characterization 
of the Field Emitters 

Four field emission tubes, as shown in 
Fig. 1, were made for us by Xintek (Chapel 
Hill, NC). The copper anode is at the right, 
and the CNT emitter is mounted on a 
tungsten wire attached to the copper 
cylinder at the left. Fig. 2 shows images of 
the CNT emitters for each tube, taken with a 
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JEOL model JEM 6300 SEM. Tubes M-1 
and M-4 have a single MWCNT as the 
emitter, and tubes C-3 and C-6 have a 
single SWCNT as the emitter. The CNT are 
in bundles that have diameters of 10 to 30 
nm, but in each tube the field emission is 
from the one CNT at the end of the bundle 
where the electric field is most intense. The 
dimensions of the individual CNT were not 
determined.  

 
Fig. 1: Appearance of the field emission tubes 

made for us by Xintek. 

  

  
Fig. 2: SEM images of the CNT emitters in the 4 tubes.

The DC current-voltage characteristics 
were measured for these four tubes, as well 
as a field emitter tube from Leybold Didactic 
(Klinger, College Point, NY), which has an 
etched single crystal of tungsten as the 
emitter. All of the measurements that were 
made with the 5 tubes were performed at 
room temperature. The tungsten tip is 
mounted on a filament so that this tip is 
heated for cleaning shortly before each 
session of measurements. However, it is not 
possible to clean the CNT, which probably 
causes the “switch-on” effect—the supply 
voltage must be momentarily increased well 
beyond the operating point to initiate field 
emission with the CNT [9].  

The data from the DC measurements 
were reduced by a Fowler-Nordheim 
analysis based on the following simplified 
form of the Fowler-Nordheim equation that 
gives the magnitude of the current density 
as a function of the applied static field for 
field emission from a specific material [10-
12]:  

J = A E2 exp (-B/E)  (1) 

Here J and E are the magnitudes of the 

current density and the electric field 
intensity, A = 1.541 x 10-6/Φ, and B = 6.831 
x 109 Φ3/2. The work function Φ = 4.5 eV for 
tungsten, and for the CNT we set Φ = 4.9 eV 
for graphene. In order to apply the Fowler-
Nordheim equation to the DC current-
voltage data, we also use the following 
equation which is valid for a given tube, 
where I is the field emission current and V is 
the potential applied between the anode and 
cathode:  

I = CV2 exp(-D/V)  (2) 

Equations (1) and (2) may be combined 
to obtain the following expressions for the 
parameters S and R, which are used to 
characterize the field emitters:  

S = CD2/AB2  (3) 

R ≡ V/E = D/B   (4) 

Here S is referred to as the effective 
emitting area, which would be the physical 
area of the emitter if the current density were 
uniform over a fixed area and zero 
elsewhere. The parameter R is referred to 
as the effective radius of curvature of the 
emitter, but it also includes the effects of 
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local intensification of the electric field 
caused by elongation of the emitter or the 
reduction of the field which may be caused 
by shielding due to adjacent structures.  

Fowler-Nordheim plots of the DC current-
voltage data were made using ln(I/V2) as the 
ordinate and 1/V as the abscissa. Equation 
(2) requires that these plots should be 
straight lines, and typically the correlation R 
≈ -0.998. Linear regressions based on these 
Fowler-Nordheim plots typically have a 
standard variance σ ≈ 0.08, and the 
probability for the null-hypothesis, that no 
linear relationship exists, is less than 0.0001. 
Values of the parameters C, D, S, and R 
were determined from the linear regressions.  

A series ballast resistor of 100 MΩ was 
typically used in the measurements. 
However, when the series ballast resistor 
was increased to 2.575 GΩ with tube C-6 

the data were not consistent with the Fowler-
Nordheim equation (R = -0.846, σ = 0.738) 
even though the emitted current was stable 
at each value of the applied static potential. 
Fig. 3 shows the anomalous data which 
were obtained using the 2.575 GΩ ballast 
resistor. In order to explain this effect, we 
hypothesize that for currents greater than 
500 nA, field emission with a single CNT 
may be intermittent, fluctuating at a high 
frequency. Thus, the average current, as 
measured by our DC microammeter, may be 
much greater with a large ballast resistor. 
This is because at those times when the 
current is momentarily low, the voltage drop 
across the ballast resistor is at a minimum 
so an unusually high voltage is across the 
tube, and this voltage causes a short-
duration surge in the current.  

0 .0 0 0 9 5 0 .0 0 1 0 0 0 .0 0 1 0 5 0 .0 0 1 1 0 0 .0 0 1 1 5 0

-3 2

-3 1

-3 0

-2 9

-2 8

-2 7

ln
(I/

V
2 )

1 /V  
Fig. 3: Fowler-Nordheim plot for tube C-6 with a 2.575 GΩ ballast resistor. 

 
Others have also observed instabilities in 

the field emission from single CNT [13-15]. 
However, they did not describe the bias 
circuits which they used so it is not possible 
to determine if these instabilities were 
exacerbated by increasing the ballast 
resistor. Data which are consistent with the 
Fowler-Nordheim equation were obtained 
with tube C-6 when the ballast resistor was 
decreased to values including 100 MΩ or 
595 MΩ.  

Values of the parameter R, the effective 
radius of curvature of the emitter, were 
found to vary from 77 to 110 nm for the 4 
tubes with CNT emitters. This suggests that 
values of the local electric field at the 
emitting sites were as high as 14 V/nm in 
some of these measurements. Others 
studying field emission from CNT have given 

approximate values for the electric field by 
dividing the applied voltage by the distance 
between the anode and the emitting tip, 
noting that this field would be intensified by 
the shape of the CNT but not estimating the 
local electric field at the emitting sites—
which would have permitted comparison with 
our values [4].  

The Fowler-Nordheim analysis gave a 
value of 91 nm for the effective radius of 
curvature of the emitter in the Leybold tube, 
suggesting that the local electric field was as 
high as 5 V/nm in some of our 
measurements. Current densities as high as 
109 and 1012 A/m2 may be drawn from a 
tungsten emitter in steady-state and pulsed 
operation, respectively [12], and the 
corresponding values of the applied static 
field are 4.7 and 8.6 V/nm [3] which may be 
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considered as limiting field strengths for 
tungsten under these conditions. Thus, the 
value of the parameter R which we obtained 
for the Leybold tube appears to be 
reasonable.  

The Fowler-Nordheim analysis also 
showed that the parameter S, the effective 
emitting area, varied from 81 to 230 nm2 for 
the 4 tubes with CNT emitters. If the current 
density were uniform, this would correspond 
to circular emitting spots having radii of 
approximately 5 to 9 nm. Others have 
recently used Lorenz microscopy to directly 
observe the emitting sites for field emission 
from MWCNT, and they find one or more 
sites having radii of several nm [16]. Their 
data are in reasonable agreement with our 
results. The Fowler-Nordheim analysis also 
shows that the effective emitting area for the 
tungsten tip in the Leybold tube would 
correspond to a hemisphere with a radius of 
290 nm. This result and the value of 91 nm 
for the effective radius of curvature of the 
emitter in the Leybold tube are in reasonable 
agreement with the radius of 100 to 200 nm 
which is specified by Leybold.  

Measurement of Mixing at Audio 
Frequencies 

We have made rigorous quantum 
simulations of laser-assisted field emission 
[17] which show that the radiation from 2 
lasers increases the DC current (optical 
rectification) and also causes harmonics and 
mixing terms with frequencies n1f1 + n2f2, 
where f1 and f2 are the frequencies of the 
lasers and the integers n1 and n2 may be 
positive, zero, or negative. However, the 
high-frequency terms are not seen in 
measurements of the current that passes 
through a field emission tube because the 
tube itself acts as a low-pass filter [18]. We 
have made antennas and transmission lines 
on field emitters to couple microwave output 
power at the difference frequency (f1–f2) [1, 
19], but these techniques were not 
implemented in the 5 tubes for this project. 
Instead, we determined the spectrum of the 

field emission current when transformers 
were used to superimpose low-frequency 
voltages on the applied static field, with f1 = 
1.67 kHz and f2 = 1.10 kHz. These 
frequencies were chosen because they are 
low enough that the effects of the 
capacitances and inductances within the 
tubes may be neglected [18]. 

To aid in understanding these 
phenomena, closed-form expressions for the 
components of the field emission current 
may be obtained by using time-dependent 
perturbation with the Fowler-Nordheim 
equation. This method requires the adiabatic 
approximation that the frequencies of the 
oscillatory fields are low enough that the 
effects of the photon energy may be 
neglected [1]. Thus, closed-form 
expressions may be determined for all of the 
components of the current which are found 
in the rigorous quantum simulations [17]. 
However, with laser radiation it is necessary 
to multiply each term by the gain that is 
caused by a resonance in the interaction of 
the tunneling electrons and the radiation 
field [20-23].  

Consider two sinusoidal voltages 
superimposed on the applied static potential 
V0, so that  

V = V0 +V1cos(ω1t) +V2cos(ω2t)  (5) 

If V1 andV2 are much less than V0 and 
the parameter D in Eq. (2), and the 
frequencies ω1, ω2, are low enough that the 
effects of the photon energy may be 
neglected, then a second order Taylor series 
expansion of Eq. (2) about the operating 
point (V0, I0), where there is only the applied 
static potential V0 and the DC current I0, 
gives the following expression for the total 
current: 

I = I0 +I∆ +IF1 +IF2 +IH1 +IH2 +IS +ID  (6) 

The step increase of the DC current, the 
two fundamental terms, the two second 
harmonic terms, and the sum and difference 
terms are given by: 

I∆ = I0(D2/4V0
2)[(V1/V0)2+(V2/V0)2][1+2V0/D+2V0

2/D2]                         (7A) 

IF1 = I0(D/V0)(V1/V0)[1+2V0/D]cos(ω1t)                                              (7B) 

IF2 = I0(D/V0)(V2/V0)[1+2V0/D]cos(ω2t)                                               (7C) 

IH1 = I0(D2/4V0
2)(V1/V0)2[1+2V0/D+2V0

2/D2]cos(2ω1t)                         (7D) 

IH2 = I0(D2/4V0
2)(V2/V0)2[1+2V0/D+2V0

2/D2]cos(2ω2t)                         (7E) 

IS = I0(D2/2V0
2)(V1/V0)(V2/V0)[1+2V0/D+2V0

2/D2]cos[(ω1+ω2)t]           (7F) 

ID = I0(D2/2V0
2)(V1/V0)(V2/V0)[1+2V0/D+2V0

2/D2]cos[(ω1-ω2)t]                                     (7G) 
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Transformers were used to couple 2 
floating battery-operated Wien bridge 
oscillators in series with the high-voltage 
anode circuit of each of the 5 field emission 
tubes in order to superimpose low-frequency 
sinusoidal signals on the applied static field. 
The oscillators provided the high voltages 
V1=V2=120 V which are required to cause a 
measurable effect on the current. The full 
series loop of the electrical circuit included 
the high-voltage power supply, a 100 MΩ 
ballast resistor, the secondary windings of 
the transformers for the oscillators, the field 
emission tube, a DC microammeter, and a 1 
MΩ resistor to ground which was a shunt for 
the digital oscilloscope.  

Capacitive shunts were used to eliminate 
the effects of the high-voltage power supply, 
the ballast resistor, and the DC 
microammeter on the currents at the 6 
frequencies. Thus, the DC equivalent circuit 
consists of the high-voltage power supply, a 
resistance of 101 MΩ, the tube modeled by 
the two current sources I0 and I∆ in parallel, 
and the DC microammeter. The equivalent 
circuit at each of the 6 frequencies consists 
of the tube modeled by the respective 
current source, in series with the parallel 
combination of the 1 MΩ resistor and the 
digital oscilloscope.  

The 2 oscillators were set to the 
frequencies f1 = 1.67 kHz and f2 = 1.10 kHz, 
and we determined the step increase in the 
DC current as well as the components of the 
current at the 6 frequencies f1, f2, 2f1, 2f2, f1 + 
f2, and f1 - f2. These frequencies correspond 
to 1.67, 1.10, 3.34, 2.20, 2.77 and 0.57 kHz, 
respectively. Each of the measured currents 
were compared with values calculated using 
the respective equivalent circuit with the 
expressions in Eqs. (7A-7G).  

With the Leybold tube we found that the 
currents at the fundamental frequencies f1 
and f2 were each within 5% of the predicted 
values, and the step increase in the DC 
current and the currents at each of the other 
4 frequencies were each within 10% of the 
predicted values. The measured increase in 
the DC current, and the currents at the 6 
frequencies, were each between 1 and 2 
times the predicted values for tubes M-4 and 
C-6, and between 3 and 4 times the 

predicted values for tube M-1. In this series 
of measurements tube C-3 was too unstable 
to permit measuring any of the currents at 
the 6 frequencies. As it was noted earlier, it 
is not possible to clean the CNT, and this 
causes the values of the parameter D in 
Eqs. (7A-7G) to be less reproducible for the 
CNT than it is for the Leybold tube. We 
attribute the greater errors in the 
measurements with the CNT to this effect.  

Measurement of the Change in the DC 
Current Caused by a Laser 

While there is no means to couple 
microwave or THz power from any of these 
5 tubes, we did measure the step increase in 
the DC current that is caused by focusing a 
single square-wave modulated laser diode 
(20 mW, 658 nm) on the field emission tip. 
The laser diode was maximally-focused to 
provide a measured Gaussian profile with a 
power flux density of approximately 107 
W/m2 at the tip. Equations (7A) and (7G) 
show that this measured current step is 
equal to one-half of the peak value of the 
mixer current that would be generated if two 
stabilized tunable lasers each provided the 
same power flux density. Thus, this low-
frequency measurement may be used to 
estimate the mixer current which could be 
obtained by photomixing with these same 
field emitters.  

The laser diode was amplitude-
modulated with a square-wave envelope 
and the field emission current was measured 
with a digital oscilloscope as shown in the 
diagram of Fig. 4. It was noted earlier that 
the field emission tube itself acts as a low-
pass filter. Equation (7A) shows that the 
increase in the field emission current, I∆, 
acts as a current source, and it is easily 
shown that when a square-wave current 
source is fed to a parallel R-C circuit, the 
voltage across the resistor has a saw-tooth 
waveform with a peak-to-peak value that is 
given by 

Vpp = R I∆ (1 – e -1/2τf) / (1 + e -1/2τf)  (8) 

where I∆ is the peak-to-peak value of the 
current waveform and τ ≡ RC. Equation (8) 
shows that Vpp0 ≡ Vpp(f = 0) = R I∆, and Vpp = 
R I∆/4τf = Vpp0 /4τf for f >> 1/τ.  
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Fig. 4: Experimental configuration for measurements with a square-wave modulated laser diode. 

 
The peak-to-peak value of the voltage 

across the resistor was measured as a 
function of the modulation frequency for 
each of the tubes. A DC current of 1 µA was 
used with each of the 4 CNT tubes, and 8 
µA was used with the Leybold tube. 
However, tube C-6 could not be used in this 
test because ripples in the glass envelope 
interfered with focusing of the laser on the 
tip. Least-square regression was used to 
determine the values of I∆ and τ from these 
data.  

Table I shows the parameters that were 
measured with calculated characteristics of 
the tubes, and Fig. 5 shows the measured 
value of the apparent peak-to-peak 
amplitude of the field emission current as a 
function of the modulation frequency for tube 

M-4. This figure shows the inverse behavior 
which is predicted at frequencies which are 
much greater than 1/τ. From Table I, the 
actual value of I∆ for tube M-4 is 83 pA, 
which is seen in the data that were taken for 
much lower modulation frequencies. Table I 
also shows that the mean increase in the DC 
current is 6.2 % for the 3 tubes with CNT, as 
compared with 0.20 % for the Leybold tube. 
This suggests that if two stabilized tunable 
lasers each provided the same power flux 
density, the peak value of the mixer current, 
occurring at the difference frequency (f1–f2), 
would be an average of 12 % of the DC 
current for the tubes with CNT, as compared 
with 0.40 % for the Leybold tube. 
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Fig. 5: Step in current caused by the laser vs. modulation frequency for tube M-4. 
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Table I: Measured and calculated parameters for the step-increase in the DC current caused 
by a laser 

Tube M-1 M-4 C-3 Leybold 
I0, the DC current, µA 1.0 1.0 1.0 8.0 
DC voltage across tube, V 980 840 920 4600 
R, kΩ 500 500 500 1000 
Τ, µs 110 80 86 510 
C, pF 220 160 170 510 
I∆, pA 56 83 48 16 
I∆/ I0, % 5.6 8.3 4.8 0.20 

     
Discussion and Conclusions 

Four field emission tubes having single 
CNT as the emitters were tested, and a tube 
having a tungsten tip was used for 
comparison. Fowler-Nordheim analysis of 
the DC current-voltage data gave 
reasonable values for the local fields at the 
emitters and the sizes of the emitter sites. 
Also, two audio-frequency oscillators 
superimposed sinusoidal signals on the 
applied static field, thus increasing the DC 
emitted current and causing components of 
the current at the two fundamental 
frequencies, the second harmonics, and the 
sum and difference frequencies, which are in 
reasonable agreement with theory. A single 
square-wave modulated laser diode (20 
mW, 658 nm) focused on each emitter, 
increased the emitted current by an average 
of 6.2 % during each laser pulse with the 
CNT and 0.20 % with the tungsten tip. 

We have previously made tubes in which 
antennas and transmission lines couple the 
microwave power that is generated by 
photomixing in laser-assisted field emission 
to an external load, and these tubes have 
used emitters of tungsten and molybdenum 
[1, 18]. The present measurements made 
with the CNT suggest that the mixer current 
could be 30 times greater if either SWCNT 
or MWCNT were used in place of the metal 
emitters, which would increase the 
microwave output power by 30 dB as a 
considerable improvement.  

Twenty years ago there was 
considerable controversy regarding the 
mechanism by which laser radiation 
increases field emission current. For 
example, it was observed that when the 
laser beam is turned on the field emission 
current increases with a characteristic time 
that is similar to the calculated thermal 
relaxation time of the field emitter, so this 
effect could be thermal [24]. However, we 
have shown that the slow rise time for the 
current in such experiments is due to circuit 
effects, such as that which is described in 
relation to Eq. (8) of the present paper [25]. 
Recently, others have generated electron 
pulses with durations of under 70 fs by 
irradiating a field emitter with a low-power 
femtosecond laser [26]. They have shown 
that this effect is non-thermal; the operating 
parameters may cause either photofield 
emission or optical field emission to be 
dominant. More pertinently, others have 
used laser radiation to increase the field 
emission current from a cathode with a 
dense field of CNT by a factor of 18, and 
they have shown that this is not a thermal 
effect by comparing their data with the effect 
of elevated temperatures on the field 
emission from CNT [27].  
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Abstract: A general nonlinear dispersion relation, for the spectra of electromagnetic surface 
waves on the interface separating an axially symmetric plasma and vacuum both enclosed in a 
resistive cylindrical pipe, have been derived and various limiting cases were discussed. The 
spectra were found to be similar to those of electrostatic surface wave modes existing at 
plasma–vacuum interface for cases such as thin plasma or a conducting wall far away from the 
plasma-vacuum interface. For moderate values of ka , where k   is the wave number and  a   is 
the width of plasma, appreciable modifications of spectral curves have been observed. By 
including the surface impedance mZ of the pipe–wall, the dispersion relation of the 
electromagnetic surface waves becomes a function of the dispersive properties of the wall. 
Investigating the surface impedance shows no observable effect on the real part of the surface 
wave spectra, but it introduces an imaginary part into the frequencyω . The corresponding peak 
values have been obtained for various representative situations. When coupled to an external 
driver such as particle beams, surface wave fields can be excited, causing beam energy losses, 
and thus affecting the beam dynamics 
Key Words: Electromagnetic Surface Waves, Surface Waves In Plasmas, Resistive Cylindrical 

Pipe. 
 

 
Introduction 

Surface waves (SW’s) are proper modes 
propagating along the interface between two 
media, and are characterized by having 
fields concentrated near the boundary 
interfaces. In order for a surface wave to 
exist, the corresponding wave fields must be 
evanescent in both regions. The presence of 
the bounding walls can alter the plasma 
behavior and then the spectra of waves and 
oscillations existing in such plasmas. Surface 
waves are of importance in laser –produced– 
plasmas fusion research [1, 2] and in all 
industrial applications of guided–wave–
produced plasmas [3]. These plasmas can 
be sharply bounded, inhomogeneous, and 
anisotropic so that they are capable of 
supporting surface waves [4]. 

Being periodic surface charges at 
boundary interfaces, amplitudes of the fields 
associated with SW’s reach their maximum 

values at the bounding surfaces and decay 
in both media by moving far away from the 
interface [5, 3, 6]. Study of electrostatic 
surface waves (ESW) on cylindrical cold 
plasmas was first carried out by Trivelpiece 
and Gould [7]. For semi–infinite plasma with 
planar vacuum boundary, surface waves 
exist with spectra ranging from 2Pωω =  
for plasma-vacuum interface, and 

dP εωω += 1  for plasma–dielectric 

interface, down to 0=ω , where  Pω  is the 

bulk plasma frequency, 221 ωωε PP −=  is 
the cold plasma dielectric constant, 

0∈∈= ddε is the relative dielectric 

constant of bounding dielectric, and 0∈  is 
the permittivity of free space.  

By adopting a plasma kinetic approach, 
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Guernsey investigated the effects of thermal 
motion on the ESW spectra [8]. It has been 
found that ESW are more strongly Landau 
damped than the corresponding bulk mode. 
For sufficiently large k  values, thermal 
effects may be modeled by replacing the 
cold plasma dielectric constant by 

( ) 22221 ωγωε kvthePP +−= , where eγ  is 
the ratio of specific heats for electrons and 

thv  is their average thermal speed. Exact 
treatment of surface waves shows that 

3=eγ  corresponds to the wave spectra 
correction when fluid theory is used for semi–
infinite plasma [8]. It has been shown in 
previous studies that the effect of electron 
thermal motion becomes important only in 
the quasi–static limit of small phase 
velocities of surface waves compared to the 
speed of light [9]. 

Electromagnetic treatment of surface 
waves in plasmas showed that SW’s are 
neither pure longitudinal nor pure transverse 
[10, 11, 12]. Since perturbations in wave 
fields are both longitudinal and transverse, 
surface modes are hybrid modes. Generally, 
they are mixture of both longitudinal space 
charge and transverse electromagnetic 
waves, and only in the frequency domain 
such that ( ) kc <<ωωε  where c is the 
speed of light, the magnetic field component 
of the wave field in a given medium can be 
neglected. This corresponds to the 
electrostatic limit in which SW’s may be 
treated as potential waves [7, 13, 14]. 

In the absence of a steady magnetic field 
there is no interior space charge bunching 
and the waves are surface waves. For a 
homogeneous plasma filling a conducting 
tube and in the presence of an axial dc 
magnetic field, the cases of strong and weak 
magnetic fields Pc ωω > , where cω  is the 

gyro-frequency, and cP ωω >   result in two 
propagating and two non–propagating 
(evanescent) bands corresponding to real 
and imaginary propagation constants, 
respectively [7, 15]. For a cold plasma 
partially filling the conducting tube, and as 
the magnetic field is  reduced to zero, only 
one circularly symmetric mode propagating 
at low frequency will survive with asymptotic 
frequency dP εωω += 1  for short 
wavelengths. 

Theoretical studies of surface waves in 
the presence of plasmas with sharp 
boundaries, neglecting transition layers with 
smooth density increase existing near the 
boundary, are valid to first approximation and 
can explain most properties of surface 
waves, as long as wavelengths of interest 
are much larger than the width of the 
transition layer [16]. Effects of gradients in 
plasma density, contrary to thermal and 
collisional effects which broaden the 
frequency domain of the surface waves, can 
lead to a significant modification of the 
dispersion curve of SW’s by forming a 
maximum in the dispersion curves and 
shifting it down to lower values [3, 10, 16]. 

In the present article, we investigate the 
spectra of electromagnetic surface waves 
(EMSW’s) at the surface of cold, 
unmagnetized and uniform plasma of finite 
width in the presence of a finite resistive wall 
of a cylindrical waveguide. In Sec.2, we 
derive the EMSW dispersion relation as a 
function of the dispersive properties of the 
pipe-wall and discuss some limiting cases 
such as the quasi–static limit of slow velocity 
surface waves and the long wavelength limit. 
In Sec.3, some representative numerical 
examples of the EMSW’s dispersion relation 
will be given for different plasma– waveguide 
parameters. Finally, the main conclusions will 
be presented in Sec.4. 

General Dispersion Relation of EMSW 

Consider a plasma column of width a  
surrounded by vacuum in a conducting 
cylindrical pipe of radius b . The wall of the 
pipe has a large, but finite conductivity ωσ . In 
the presence of a plasma, modes can no 
longer be separated into pure transverse 
magnetic (TM) and transverse electric (TE), 
except for the lowest azimuthal symmetric 
mode [16, 17, 18, 19]. For uniform plasma 
with azimuthal symmetry, we only consider 
transverse magnetic modes such that 

0=zH since transverse electric modes with 

0=zE   do not exist for the azimuthal 
symmetric mode. All other field components 
will be obtained from zE  using the Maxwell’s 
field equations. In frequency domain, we 
have the following Maxwell’s curl equations, 

,EH,HE 0 ∈−=×∇=×∇ ωωµ ii  (2.1) 

where ε0∈=∈  and ε  is the dielectric 
constant of the medium under consideration. 
Due to the azimuthal symmetry, the only 
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nonvanishing field components are zE , rE   

and θH  . For modes propagating along the 

positive z-axis such as ( )tkzie ω− , and upon 
using circular cylindrical coordinates, we 
obtain the following equations, 

( ) ( )2.200
2222 =∈−−′+′′ zzz EkrErEr µω

( )3.2,,
0

22
0

22 zrz E
k

kiEE
k

iH ′
∈−

−=′
∈−

∈
−=

µωµω
ω
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where the prime and double prime stand for 
differentiation with respect to the radial 
coordinate r . The wave equations for pzE  

in the plasma region from 0=r  to ar =  
and for vzE  in the vacuum between a  and 
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The general solutions for zE  in both 
regions are as follows, 
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where 0I  and 0K  are the zero order 
modified Bessel’s functions of first and 
second kinds, respectively. The constants A, 
B and C are to be determined using 
appropriate boundary conditions at the 
plasma–vacuum and vacuum–metallic 
cylinder interfaces. 

To find the unknown constants, we apply 
the continuity of zE  at r = a and at r = b. On 
z the metallic surface r = b, we use the 
impedance (Leontovich) boundary condition 
to account for the finite resistivity of the 
surface [20, 21, 22, 23]. The surface 
impedance of the metallic surface mZ  is [21, 
22], 

( )8.22,1

0 ωσµ
δ

δσ w
s

sw
m

iZ =
−

=  

where wσ  is the wall conductivity and sδ  is 
the skin depth at frequency ω . The 
boundary conditions concerning the 
continuity of zE  at ar =  and the 
impedance boundary condition 

θvmvz HZE = at br =  results in the 
following expression for the longitudinal 
electric field zE , 
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(2.9)

where 0I ′  and 0K ′  are the derivatives with 
respect to the argument. Imposing the 

continuity of 0H  at ar =  results in the 
following dispersion relation, 
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Equation (2.10) is the general dispersion 
relation for the TM electromagnetic surface 
waves on the interface between an axially 
symmetric plasma enclosed by vacuum in a 
resistive cylindrical pipe. Finite extent of 
plasma and bounding conductor in the 
transverse direction, and the finite surface 
impedance of the bounding wall are 

accounted for via a , b  and mZ , 
respectively. 

For a perfectly conducting wall at 
br = such that 0=mZ  and for a cold 

plasma, equation (2.10) reduces into the 
following dispersion relation [7, 14, 15, 16, 
17, 18], 
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With ( ) ( ) ( ) ( )xKxKandxIxI 1010 −=′=′ , 
equation (2.11) can be written as follows, 
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For a cold plasma column in free space 
such that ∞→b , the ratio 

( ) ( )bIbK 0000 ττ  varies with b as 

002 →− be τ . Accordingly, equation (2.12) 

takes on the following form, 
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For slow (electrostatic) wave conditions 
such that the phase velocity φυ  of the 
modes is much less than the speed of light 

,ck <<= ωυφ  eq.(2.13) takes the 

following form for  k== 0ττ [14], 
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Numerical Examples 

The dispersion relation of equation (2.14) 
is plotted in Fig. 1 for Pωω  versus ka .For 
the electrostatic surface waves in a cold 
plasma, and in the absence of the bounding 
conducting surface, typical characteristics of 
slow phase velocity SW’s are observed [7, 
3]. For a fixed plasma width a  and very 
small wave numbers k  the curve starts at 

0=ω , but for large k  values it approaches 
the cutoff frequency of the plasma–vacuum 
interface 2Pωω = . Low and large values 
of ω  for a fixed k correspond, respectively, 
to two different physical situations, namely, 
thin and thick plasmas. The dispersion curve 
is uniquely determined by the product of k  
and a , namely, kax = . 

 
Fig. 1: Spectra of electrostatic SW's according to equation (2.14) for plasma in free space with the pipe 

wall moved to infinity. 
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When the radius of the bounding pipe is 
finite, and for a perfectly conducting wall, 
spectra of SW’s for a cold plasma are 
described by equation (2.11). For the 
azimuthal symmetric mode with only TM 
modes being considered, characteristics of 
the dispersion curve are no longer 
determined by one parameter, as in the 
electrostatic case of equation (2.14). Plasma 
frequency and pipe radius, or the ratio (a/b) 
will affect the evolution of the curve. 
Presence of a good conducting bounding 
surface introduces additional dependence of 
the dispersion curve on the surface 
impedance mZ  of the metallic wall under 
consideration, as can be seen from 

dispersion relation of equation (2.10). 

Possible spectra of surface waves 
resulting from the numerical solutions of the 
nonlinear dispersion relation (2.10), together 
with equation (2.6), are shown in Figs. 2 to 4. 
Fig. 2 shows the real part of ω  versus ka  
for the representative parameters of wall 
conductivity of 6101.1 ×ωσ  S/m (siemens 
per meter), plasma frequency 

300=Pf MHz ( PP fπω 2= ), and inner 
pipe radius 10=b cm for different ratios 

ba . 

 
Fig. 2: Real part of the EMSW spectra according to equation (2.10) for pipe radius 10=b cm, 

conductivity of stainless steel 6101.1 ×=ωσ   S/m, plasma frequency 300=
P

f  MHz, and for plasma 

widths ba 5.0= , ba 7.0= , ba 8.0= , ba 9.0= , and ba 95.0= . 
 

Fig. 3 shows the imaginary part of the 
EMSW spectra according to equation (2.10) 
for pipe radius 10=b  cm, conductivity of 

stainless steel 6101.1 ×=
ω

σ   S/m, plasma 

frequency 300=Pf  MHz with a  values 
from low to high peaked curves ba 5.0= , 

ba 8.0= , ba 9.0= , and ba 95.0= . By 
changing the plasma frequency, the 

imaginary part of the EMSW spectra of 
equation (2.10) is shown in Fig. 4 for 10=b  
cm, plasma width ba 5.0= , wall 
conductivity of  6101.1 ×=ωσ  S/m, plasma 

frequencies Pf  in MHz with values from low 
to high peaked curves, respectively, 200 
MHz, 300 MHz, 2 GHz, and 3 GHz 
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Fig. 3: Imaginary part of the EMSW spectra according to equation (2.10) for pipe radius 10=b cm, 

conductivity of stainless steel 6101.1 ×=ωσ   S/m, plasma frequency 300=Pf  MHz, and for plasma 

widths  ba 5.0= , ba 8.0= , ba 9.0= , and ba 95.0= . 

 

For small ba  values corresponding to 
thin plasma or a plasma surface at large 
distance from the conducting wall of the pipe, 
we observe the same spectra characteristics 
of Fig. 1 of the electrostatic surface wave 
modes for plasma–vacuum interface. By 
bringing the conducting wall closer and 
closer to the surface of the plasma, Fig. 2 
shows for large ka  (or for short 
wavelengths) that all curves converge toward 
the plasma–vacuum cutoff frequency 

2Pωω = . However, for moderate ka  
values, we observe considerable 
modifications of spectra curves, namely, by 
increasing the ratio ba , surface wave 
frequencies shift down with the curves being 
shifted to the right. For small ka  values, the 
dispersion curve gives a non–vanishing 
group velocity of the SW’s indicating a 
transport of energy, while for large k  values 

surface waves become localized oscillations 
with a vanishing group velocity. 

The imaginary part of ω  in Fig. 3 shows 
the opposite behavior, namely, all curves of 
different ba  ratio tend toward zero for large 
ka , and they show peaks that shift slightly to 
the right and become wider by increasing the 
ratio ba . Including the finite, but large 
conductivity of the pipe wall, shows no 
observable effect on the real part of the 
surface wave spectra. Its effect manifests 
itself in introducing an imaginary part which 
has a peak value of 300 MHz for the 
parameters used to produce Fig. 3. For a 
fixed ratio 5.0=ba  and varying plasma 
frequency, Fig. 4 shows that the imaginary 
part of ω  can reach values of few tens of 
kilo Hz. 
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Fig. 4: Imaginary part of the EMSW spectra according to equation (2.10) for pipe radius 10=b cm, 

Plasma width ba 5.0= , conductivity of stainless steel 6101.1 ×=ωσ   S/m, plasma frequency      

=Pf  200 MHz, 300 MHz, 2GHz, and 3GHz. 

The observed characteristics of the 
surface oscillation is lower than that of the 
bulk oscillations Pωω =  because a part of 
the wave field is outside the plasma and the 
effective  force of interaction among the 
plasma particles is weaker [24]. Electric 
charges whose fluctuations give rise to 
surface waves are localized at the plasma–
dielectric interface. In the long wavelength 
limit, these charges interact with each other 
as if they were in a medium with an effective 
dielectric constant ( ) 2dPeff εεε += . The 

condition 0=effε  results in the surface 

wave spectra dP εωω += 1 , where 

1=dε  for vacuum [see Figs. 1 to 4]. 

Conclusions 

We have derived the general dispersion 
relation [equation (2.10)] for the TM 
electromagnetic surface waves on the 
interface separating an axially symmetric 
plasma and vacuum, both enclosed in a 
resistive cylindrical pipe. By assuming finite 
transverse width of a homogeneous cold 
plasma, whether in vacuum or in a resistive 
pipe, the spectra of surface waves resulting 
from the solution of the dispersion relation 
(2.10) have been found in terms 

.,, mP Zandba ω  

For the two equivalents physical 
situations of thin plasma or a conducting wall 
far away from the plasma surface, the 
observed spectra converge towards those of 
electrostatic surface wave modes existing at 
plasma–vacuum interface [see Fig. 1 and 2]. 
By bringing the conducting wall to a finite 
distance from the plasma–vacuum interface, 
large ka  (short wavelengths) are not 
affected and all curves of Fig. 2 converge 
toward the plasma–vacuum cutoff frequency 
( )Pωω 707.0= . On the other hand, for 
moderate values of ka , we observe 
appreciable modifications of spectra curves; 
by increasing the ratio ba , surface wave 
frequencies shift down with the curves being 
shifted to the right. 

For conducting pipe–walls that can be 
represented by a surface impedance mZ , 

and since mZ  is frequency dependent, the 
dispersion relation of waves existing in the 
structure under consideration becomes a 
function of the dispersive properties of the 
wall. Due to the large wall conductivity, the 
small value of surface impedance shows no 
observable effect on the real part of the 
surface wave spectra, and its effect is found 
to introduce an imaginary part of ω  having a 
peak value of 300 Hz [see Fig. 3]. By varying 
the plasma frequency and keeping the ratio 
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ba  fixed at 5.0 , the imaginary part of  ω  is 
found to reach values of few tens of kilo Hz 
[see Fig. 4].  

Including surface wave spectra in 
modeling beam dynamics, especially, in 
beam instability analysis and impedance 
calculations, can improve modeling of 
longitudinal and transverse beam dynamics. 
When coupled to an external driver such as 
particle beams [25, 26, 27, 28, 29, 30], 
surface wave fields may be amplified gaining 
energy at the expense of the beam energy, 
coupled to the beam fields, and finally 
affecting the beam dynamics. Contributions 
from including higher order waveguide 
modes resulting from medium asymmetries 
or off–axis motion of transversally kicked 
beams are at hand and are topics of future 
investigation. 
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Abstract: This work reports the preparation of thin films of amorphous tin nitride (a-Sn:N) by a 
novel implementation of simultaneous ion beam assisted deposition (IBAD) and reactive DC 
magnetron sputtering of a metal tin target in pure nitrogen plasma. The work also reports the 
optical characterization and determination of the optical constants of a-Sn: N thin film material. 
The refractive index n varies only slightly over the spectral range of 400-900 nm while the 
extinction coefficient k displays a gradual but significant increase starting at ~470nm. We have 
estimated the optical energy gap, Eopt, to be 2.32 ± 0.047eV deduced from the transmittance 
measurements. Other important optical characteristics, such as the high frequency dielectric 
constant ε∞, the average oscillator’s wavelength λο, the average oscillator strength Ѕο, tangent 
loss (tan δ) and the optical conductivity σ, are also determined. Determination and interpretation 
of some of the optical properties are based on the single oscillator model proposed by Wemple 
and DiDominico. 
Key Words: Amorphous Materials, Reactive Sputtering, Ion Beam Assisted Deposition 
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Introduction 

Crystalline Tin (IV) Nitride of the form 
Sn3N4, non-stoichiometric SnNx and SnxNy in 
thin film forms have attracted the attention of 
a considerable number of researchers 
because of the potential applications of this 
material and their semi-conducting electro-
chromic properties. These include optical 
storage devices, write-once optical recording 
media, applications in microelectronic 
devices, as materials for optical switching 
devices for solar energy purposes, and 
optical recording media. Sn3N4 is also one of 
the Nitrides of the fourth group of the 
periodic table, which received much interest 
after the findings of the significant physical 
characteristics and the chemical properties 
[1-6].  

Preparation methods of the various 
forms, powder and thin films, of tin nitrides 
varied from chemical procedures [7-9] to 
physical methods including reactive 
sputtering [2, 3, 10-14], reactive ion plating 

[15], chemical vapor deposition [16] and 
plasma enhanced CVD [17]. 

Structural, optical, and electronic 
properties of almost any material, 
particularly thin films, depend essentially on 
the preparation technique. This is also true 
for the various forms of tin nitrides. 

Most of the research works in the 
published literature have concentrated 
mainly on the crystalline forms of tin nitride 
produced by different methods [1-17].  

In a review of the group (IV) nitrides, 
Kroke and Schwarz [18] mentioned that very 
few reports on tin nitride phases appeared in 
the literature. The electrical and optical 
characteristics of non-stoichiometric (SnNx) 
crystalline tin nitride films have been 
examined for solar energy purposes [5, 19]. 
Maruyama and Morishita [12] reported a 
band gap of 1.5 eV for the crystalline SnNx. 
Recent theoretical calculations [20] predict 
that γ-Sn3N4, in the spinel structure, is a 
semiconductor with a direct band gap of 
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1.40 eV and an attractive small electron 
effective mass of 0.17 mo. 

Only a very limited number of research 
papers reported specifically on the 
amorphous tin nitride [21-23]. However, a 
thorough investigation of the optical 
characteristics, namely the refractive index, 
the absorption coefficient, dielectric constant 
and the optical energy gap of this interesting 
material in particular is not available. 

We have prepared and studied the 
optical properties of amorphous tin nitride as 
a part of an ongoing research in the area of 
amorphous metal nitrides [24], and because 
of the need to explore the properties of 
alternative optical materials with potential 
applications. Our contribution to studying 
this type of film material takes a different 
approach in the deposition method, the 
structure form, and the method of 
determining the optical characteristics. Here 
we combine the ion beam assisted 
deposition (IBAD) and reactive DC 
magnetron sputtering for the deposition of 
the films. This novel approach [24] to 
preparation of thin films has produced 
amorphous tin nitride films that are 
compatible with the crystalline tin nitride 
films in some aspects of the optical 
characteristics and stability at room 
temperature conditions. 

The optical constants, n, and k, of thin 
films are fundamental parameters both from 
theoretical and practical points of view. 
These provide essential information on the 
optical energy gap for semiconductors and 
insulators. Furthermore, the refractive index 
is necessary for the design and modeling of 
optical components and optical coatings 
[25]. 

In this work, we place a particular 
emphasis on the optical properties of the 
amorphous a-Sn: N films in comparison with 
the crystalline Sn3N4. For calculating the 
optical constants and thicknesses of a-Sn:N 
thin films from transmittance measurements, 
we have applied the PUMA method and 
software [26], which has proved suitable for 
the purpose of retrieving the optical 
constants from transmittance measurements 
only [25].  

Experimental Details and Preparation 
Conditions 

The tin nitride films were deposited onto 
glass and silicon substrates in an Edwards 
E306 coating system fitted with an Edwards 
sputtering accessory (75 mm Magnetron 

Cathode E093-01-000). An End-Hall ion 
beam source [27] was specifically designed, 
built, and retrofitted to the vacuum chamber 
(in house) in such a way that the ions 
produced would impinge onto the films 
during deposition process. A novel substrate 
holder (Hexa-holder) capable of loading six 
substrates simultaneously was also 
designed and constructed (in house) 
specifically for this work. The holder rotates 
at controlled speeds in a fashion such that 
the substrates always face the sputtering 
target one at a time during deposition. Ions 
from the ion beam source bombarded the 
substrate during deposition. In this way low 
energy ions (<100eV) would impart enough 
energy during the film deposition which 
would enhance the quality of the deposited 
films. This also improved the adhesion of the 
film to the substrate. 

The substrates were thoroughly cleaned 
by first washing in a detergent (Decon5) and 
de-ionized water followed by rinsing in 
alcohol. All cleaning steps were carried out 
in an ultrasonic bath. To insure maximum 
cleaning and to remove oxides and 
contamination, both substrates and 
sputtering target were further bombarded 
with argon ions from the ion beam source for 
several minutes prior to deposition.  

A 1kW DC power supply (MDX 1K 
Magnetron Drive from Advanced Energy, 
USA) delivered the DC power to the water-
cooled tin target. An independent power 
supply (HP 6521A) and a low-tension 
transformer provided the necessary power to 
the ion source during deposition.  

The spacing between the target and 
substrate was always maintained at 5cm. 
Reactive sputtering was carried out at room 
temperature in a glass bell jar vacuum 
chamber. The chamber was backfilled with 
pure nitrogen and maintained at a pressure 
of ~100 mbar during deposition. The power 
applied to the tin target was 100W dc. The 
vacuum chamber was always pumped down 
to better than 10-5 mbar and flushed with 
nitrogen to remove any residual oxygen prior 
to deposition. 

As a routine procedure, we have 
performed the following characterization 
experiments on the as-deposited films. 

X-ray Diffraction (XRD)  

To establish the structure of the films 
whether crystalline or amorphous; X-ray 
diffraction (XRD) measurements were 
carried out using a computer controlled 
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Phillips PW1710 Diffractometer equipped 
with copper tube, for CuKα radiation, and a 
theta compensatory slit assembly. The 
diffractometer was operated under the 
following experimental conditions: a voltage 
of 35 kV, beam current of 40mA, step size of 
0.02 2θ, counting time of 0.01sec/step, 1mm 
receiving slit and a scanning range of 5-100° 
2θ. 

Transmittance Measurements 

Transmittance (%T) of the as deposited 
tin nitride films was measured in a UV-
Visible double-beam spectrophotometer 
over a spectral range of 400-900nm. The 
transmittances of the films were recorded 
with a blank substrate placed in the 
reference beam path. 

Experimental Results and Discussion 

Fig.1 shows a representative X-ray 
diffraction spectrum of the Tin Nitride (SnNx) 
films on glass substrates. The Tin Nitride 
films prepared here clearly do not display 

any well-defined peaks, which are typical of 
crystalline structures. It is clear from the 
figure that the ion beam assisted DC 
magnetron reactive sputtering has produced 
amorphous films. Quantitative estimate of 
the composition from the data is not a 
straightforward conclusion. Therefore, the 
exact atomic ratio of the sputtered SnNx is 
unknown. However, since the films were 
prepared by sputtering from a pure tin target 
in pure nitrogen plasma, and all samples 
were non-metallic, as was deduced from the 
optical transmittance, it was clear that a 
reaction occurred and some sort of SnNx 
was present in the films. Nevertheless, 
Energy Dispersive X-ray analysis (EDX), a 
well known technique used for identifying 
the elemental composition of an area of the 
film and an integrated feature of the 
scanning electron microscope (SEM), 
revealed that x~3 in some of the films. 
Maruymama et al. [12] produced amorphous 
SnNx films at comparable conditions, except 
for the use of IBAD.  
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Fig. 1: A typical XRD pattern (Smoothed) of the a-Sn: N thin films on a glass substrate. The broad peak 
is due to the glass substrate. 

 
 

Fig.2 shows transmittance spectra over a 
wavelength range of 400-900 nm for a 
representative set of films deposited at 
similar preparation conditions of nitrogen 
pressure (~100mbar) and dc power (~100W) 
over various time durations. The tin nitride 
films show almost invariably low optical 
transmittance over the visible range but 

higher transmittance over the near infrared 
range. The spectra exhibit a behavior typical 
of the amorphous thin films where a broad 
absorption is evident compared to sharp 
absorption that usually characterizes 
crystalline materials. The films have a clear 
yellow to brown coloring depending on the 
thickness of films.  
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Fig. 2: Transmittances (%T) of a number of a-Sn: N thin films of different thicknesses (263- 484 nm) 

over the spectral range of interest (400-900 nm). 
 

The Optical Constants: the Refractive 
Index n and Extinction Coefficient k 

Determination of the real part, n, and the 
imaginary part, k of the complex refractive 
index is a challenging task when it comes to 
studying the optical properties of materials. 
The procedure involves complex equations 

and extensive computing. A number of 
approaches and different methods exist for 
determining the optical constants [28-36]. 

The easiest are those, which depend on 
single transmittance measurement [25]. The 
refractive index n and the extinction 
coefficient k as well as the thickness d of the 
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amorphous tin nitride films studied here 
were determined from the transmittance 
data only using Point-wise Unconstrained 
Minimization Approach for the estimation of 
the thickness d and optical constants n and 
k of thin films (PUMA) approach and 
software [26]. It is a procedure and software 

described by Birgin et al [26]. This method 
implements the complex optical equations 
derived and formulated by Heavens [29] and 
Swanepool [31, 32]. The transmission T of a 
thin absorbing film deposited on a thick 
transparent substrate is given by: 

)](/[ 2DxCxBAxT +−=   (1) 
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Where ns is the refractive index of the 

substrate, n and k are the real and imaginary 
parts of the refractive index of the film 
respectively, d is the film thickness, λ is the 
wavelength of the incident light and α is the 
absorption coefficient of the film. 

The substrate is sufficiently thick such 
that the additional interference effects 
resulting from the multiple reflections in the 
substrate are eliminated because they are 
incoherent. 

In PUMA, the experimental transmittance 
obtained for the film is compared with a 
theoretical value. The difference between 
the two values is minimized until a best 
solution is reached for the refractive index n, 
the extinction coefficient k and the film 
thickness d. Thicknesses of the films 

determined from PUMA calculations and 
based on the transmittances of the films 
ranged from 263 to 484 nm. Poelman et al 
[25] have reviewed and tested his method 
independently and shown it to produce 
excellent estimates of optical parameters of 
thin films. 

Fig.3 shows average values of the 
refractive index n and the extinction 
coefficient k as a function of photon energy 
over the spectral range 400-900nm. The 
figure clearly shows that the refractive index 
exhibits only very slight increase over the 
spectral range. The extinction coefficient k 
displays a knee above 2.3eV (below 
540nm). We attribute this change to higher 
dispersion and strong absorption of the tin 
nitride films at that wavelength.  
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Fig. 3: Plots of n and k, the real refractive index and the extinction coefficient respectively, versus 

photon energy of the spectral range of interest (400-900 nm) for the a-Sn: N thin films. 
 

A plot, Fig.4, of a typical absorption 
coefficient α of the tin nitride over the same 
spectral range clearly shows this inflection in 
the absorption. Nevertheless, it is not sharp 

enough to resemble the sharp absorption of 
a crystalline material but consistent with 
amorphous thin film materials. 
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Fig. 4: A typical plot of the absorption coefficient, α, as a function of the photon energy of the spectral 

range of interest (400-900 nm). 
 
 

In order to establish the optical 
transitions involved in the films, a plot of log 
(αhν) against log (1/λ) should yield one 
straight line for a single optical transition. 
However if the plot should produce more 

than one line then this would indicate 
multiple transitions [37].  

Fig.5 shows such a plot, where it 
produced a single line, clearly indicating a 
single optical transition. We will show below 
that this is consistent with indirect transition.  
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Fig. 5: A plot of log (αhv) versus log (1/λ) shows a single line indicating a single optical transition. 

 
 

The Optical Energy Gap Eopt 

The optical energy gap Eopt is another 
important quantity that characterizes 
semiconductors and dielectric materials 
since it has a paramount importance in the 
design and modeling of such materials [25]. 
For the amorphous tin nitride films studied 
here, the optical energy gap was deduced 
from the intercept of the extrapolated linear 
part of the plot of (αhν) 1/ 2 versus the photon 
energy hν as abscissa. This followed from 
the method of Tauc et al [38] where  

( )   constant   1/ 2  ( ) opth h Eα ν ν= −  (2) 

Fig.6 displays plots of (αhν)1/2 versus 
photon energy hν for a number of 
representative a-Sn: N films. The plot is a 
straight line as a best fit of the Tauc’s 
relation above which suggests an indirect 
optical transition. An average value of 
optical energy gap Eopt of 2.320 ± 0.047eV is 
calculated from the intercepts of the 
extrapolated lines with photon energy axis 
for the amorphous tin nitride films. The 
results of Fig.5 support a single optical 

indirect transition. The value of the optical 
energy gap for the amorphous films is 
greater than the optical energy gap of 1.5 eV 
reported for the crystalline tin nitride Sn3N4 
thin films prepared by radio frequency 
reactive sputtering [2, 3]. A recent ab initio 
calculation of the electronic structure and 
spectroscopic properties of spinel γ -Sn3N4 
report that this is a semiconductor with a 
direct band gap of 1.40 eV [20]. 

The higher optical energy gap estimated 
in this work for a-Sn: N is consistent with the 
nature of the amorphous materials 
characterized by the absence of long-range 
order, high resistivity, and presence of 
defects. We believe that the bombardment 
of the films with low energy nitrogen ions 
from the ion source during deposition has 
contributed to the formation of the 
amorphous structure in addition to improving 
the quality, stability at laboratory conditions, 
and homogeneity of the amorphous films. 
Zeng et al [39] reported ion beam induced 
growth of amorphous alloy films of Co-Nb 
system by ion beam assisted deposition.  
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Fig. 6: Plots of (αhν)1/2 versus photon energy, hν, for a-Si:N illustrating the intercepts of the extrapolated 

linear part with the photon energy axis. An average estimate for the optical gap is Eopt = 2.320 ± 
0.047eV for a number of films. 

 

The above result of the optical energy 
gap may be further confirmed based on the 
following relation [40-43]. 

2 2  2
2 opth   h  E~ ( )   ν ε ν −   (3) 

where ε2 (= 2nk) is the imaginary part of the 
dielectric constant.  

A plot of hν(ε2)1/2  versus photon energy 
exhibits a linear relation. This gives the 
optical gap when extrapolated to the energy 
axis. Fig.7 shows such a plot where the 
extrapolated linear part yields an optical 
energy gap of 2.28 eV in excellent 
agreement with the value 2.320 ± 0.047eV 
obtained from the plot in Fig.6. 
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Fig. 7: A plot of hν(ε2)

1/2  versus photon energy, hν, for a-Sn: N illustrates the intercepts of the 
extrapolated linear part with the photon energy axis. An estimate of optical gap is Eopt = 2.28 eV. 

 
 

Analysis of Dispersion of Films 

Dispersion, the frequency dependence or 
energy dependence of the refractive index, 
can be analyzed based on the concept of a 
single oscillator model proposed by Wemple 

and DiDominico [41, 42]. In this model, the 
following relation expresses the energy 
dependence of the refractive index, n as: 

( )     2 2 2 1 /d o on E E E E= + −   (4) 
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where E (=hν), Eo and Ed are the photon 
energy, the oscillator energy and the 
dispersion energy respectively. The 
parameter Ed is a measure of the intensity of 
the interband optical transition. It is 
independent of the optical band gap [44]. 
Fig.8 illustrates a plot of the dispersion 
relation (4) where (n2-1)-1 is plotted versus 
E2 for the a-Sn: N films. Extrapolation of the 
lower energy part of the spectral range 

where the films are more transparent 
displays a linear trend as shown in Fig.8. 
Dispersion energy Ed and oscillator energy 
Eo are estimated from the slope of -0.0077 
and the intercept of 0.273 of the 
extrapolated linear part. We find these 
estimates from the equation of the best 
linear fit to be Ed = 21.81eV and Eo= 5.95 
eV. In addition, we find an estimate for the 
optical dielectric constant ε∞

 = n∞
2 = 4.664. 
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Fig. 8: A plot of the dispersion relation (4) where (n2-1)-1 is plotted versus E2 = (hν) 2 for the a-Sn: N 

films. 
 

The refractive index n, the wavelength λ 
and the lattice dielectric constant εL are 
related through the relation (5), which takes 
into consideration the contribution of the free 
carriers and the lattice vibration modes [44, 
45]:  

n2 = εL- Cλ2     (5) 

where C=(e2 N /4π2c2 εοm*), εL is the lattice 
dielectric constant, e is the electronic 
charge, N is the concentration of the free 
charge carriers, εο is the vacuum permittivity, 
m* is the effective mass of the charge 
carrier, c is the speed of light and λ is the 
photon wavelength.  

Conclusions 

We have prepared thin films of 
amorphous tin nitride by a novel 
implementation of reactive DC magnetron 
sputtering and ion beam assisted deposition 
simultaneously. This technique has 
produced high quality, stable and uniform 
amorphous films. The bombardment of the 
film during deposition with low energy ions 
played a major role in producing the 
amorphous structure through imparting 
energies to the accumulating atoms. The 

XRD patterns of films, Fig.1, clearly support 
this conclusion where the typical sharp 
peaks of crystalline structures are absent. 
Amorphous and crystalline tin nitrides both 
have similar yellow coloring for thinner films 
and dark brown for thicker films. The 
refractive index varied only slightly over the 
wavelength range of interest, 400-900 nm. 
The films are not highly absorptive over the 
visible part of the same spectral range. 

A distinct difference between the 
amorphous and the crystalline tin nitrides is 
the invariably higher optical energy gap 
determined for the amorphous films of 2.320 
± 0.047eV compared with the inconsistent 
values, 1.4-1.5 eV, for the crystalline films. 
The amorphous films have shown stability 
and have sustained normal lab and room 
temperature conditions for very long periods. 
Based on the optical properties presented in 
this work we believe that amorphous tin 
nitride may have potential applications as a 
decorative material, UV absorber and to a 
lesser extent as a hard coating. 
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Abstract: The magnetic properties of the alloy system Fe3-xMnxSi have been studied by 
measuring magnetization for samples with x = 0, 0.1, 0.25, 0.5, and by thermal scanning 
techniques for samples with x = 0, 0.1. The results reveal that the system is ferromagnetic in this 
composition range. Zero field cooling and field cooling magnetization measurements indicate a 
similar magnetic ordering and magnetic anisotropy in all samples. The saturation magnetization 
for the annealed samples was higher than that for “as prepared” samples. This is attributed to the 
reduction of magnetic domain boundaries rather than to improving magnetic order as a result of 
annealing. Further, TC values determined from thermal DSC measurements are in good 
agreement with previously reported results based on magnetic measurements. 
Keywords: Heusler Alloys, Magnetization, Magnetic Order. 
 

 
Introduction 

The unit cell of the Fe3-xMnxSi alloys 
consists of four interpenetrating f.c.c 
sublattices A, B, C, and D, with origins 
displaced along the body diagonal at the 
points A (0,0,0), B (1/4,1/4,1/4), C 
(1/2,1/2,1/2) and D (3/4, 3/4, 3/4). Fe3Si 
crystallizes in the DO3 structure with the A, 
B, and C sites occupied by Fe and the D site 
by Si [1, 2]. 

The magnetic behavior of the alloy Fe3-

xMnxSi exhibits ferromagnetism at low Mn 
concentration (x<0.75), and shows a 
complex magnetic structure at higher values 
of x [1]. As Mn is introduced into the alloy, it 
preferentially occupies the B site for x< 0.75, 
and then begins to occupy the A, C sites as 
x increases. It has been found also that 
nearest neighbor interactions dominate at 
low Mn concentration [3]. 

This system has attracted the interest of 
many researchers [1-12] since it shows a 
variety of magnetic phases as x is increased 
up to 3.0. It is ferromagnetic below x=0.75, 

and shows spin glass behavior for 0.75< x 
<1.2. 

The substitution of Mn for Fe in these 
pseudo-binary alloys has been studied using 
various techniques. Fe Mössbauer 
spectroscopy (MS) was used to study the 
dependence of the average hyperfine fields 
at the different sites on Mn concentration [2-
4, 7, 8, 12]. Magnetic and crystallograghic 
properties have also been studied by X-ray 
and neutron diffraction techniques, together 
with magnetization, resistivity, and 
magnetostriction measurements [1,9]. 
Ferromagnetic resonance studies have also 
been made on this system [5,6]. The above 
results show that the Mn substitution 
reduces the magnetic exchange energy, 
thus leading to a reduction in the critical 
(Curie or Neel) temperature.  

In this work we present the results of 
magnetization measurements using the 
Supercoducting Quantum Interference 
Device (SQUID), and the dependence of 
magnetization on the temperature under 
zero field cooling and field cooling conditions 
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on the as prepared and annealed alloys. 
Also, thermal measurements using 
Differential Scanning Calorimetry (DSC) is 
used to determine the Curie temperature for 
some of the samples under investigation. 
This work is part of an ambitious project, 
intended to carry a thorough investigation of 
the system by studying a series of samples 
with different Mn concentrations using MS 
and X-ray techniques. 

Experimental 
Appropriate proportions of high purity 

metals (better than 99.9%) were melted in 
an argon arc furnace, forming a series of the 
alloy buttons. The buttons were flipped and 
remelted several times in order to insure 
homogeneity. The mass of each button was 
measured and compared with the total mass 
of the initial powders; mass losses of 1% or 
less were found, which indicates that the 
achieved concentrations are consistent with 
the desired ones. The alloy buttons were 
then crushed into fine powders, part of which 
was used to prepare the “as prepared” 
samples. The “annealed samples” were 
prepared by annealing parts of the powders 
under vacuum in quartz tubes for two weeks 
at 800 °C and then left to cool to room 
temperature. 

Magnetization measurements were 
performed using a superconducting 
Quantum Interference Device (SQUID) 
Magnetometer, at the Department of 
Physics, Kansas State University, USA. 
Measurements were made in the 
temperature range from 10 K to 400 K in an 
applied magnetic field up to 5.5 Tesla. To 
reduce demagnetization, the powders were 
placed in cylindrical sample holders. 

For thermal DSC measurements, 25-40 
mg of the powder were placed in a crucible 
beside an inert reference and subjected to 
the same temperature program. The 
temperature was scanned from 100 °C to 
600 °C. The magnetic phase transition could 
be exothermic or endothermic, which 

produces a signal in the DSC scan, from 
which the critical transition temperature is 
determined.  

Results and Discussion 

Fig. 1 shows the Zero Field Cooled (ZFC) 
and the Field Cooled (FC) magnetization 
curves for the two samples Fe3Si and Fe2.75 
Mn0.25Si. The ZFC curves were obtained by 
cooling the sample from Room Temperature 
(RT) down to 10 K in zero field, and then a 
small field (200 Oe) is applied and the 
magnetization is measured as the sample is 
warmed up to 400 K. This procedure will 
have a maximum effect on the magnetic 
domains with the least magnetic anisotropy, 
and will produce a net magnetization in the 
direction of the applied field. 

The FC curves were measured by first 
cooling the sample down to 10 K in the 
presence of the small applied field (200 Oe) 
and then measuring the magnetization as 
the sample is warmed up to 400 K. Cooling 
down the sample in a 200 Oe field is 
sufficient to have more alignment of 
magnetic domains at 10 K. So we expect to 
observe larger magnetization in the FC 
process than in ZFC case. 

The curves (Fig. 1) show almost constant 
magnetization as the temperature increases, 
indicating ferromagnetic order. The 
difference in magnetization between the 
ZFC and the FC processes is small and 
similar for the samples under investigation, 
indicating similar magnetic anisotropy in this 
composition range. The observed 
ferromagnetic behavior is consistent with the 
results of other workers using magnetization 
[1,9] and MS [4,7,8,12] measurements. Fig.1 
also reveals a reduction in the magnetization 
upon replacement of Fe by Mn, which 
indicates a lower magnetic moment per 
formula unit. These findings are consistent 
with the observed decrease in the average 
hyperfine field with increasing Mn 
concentration as obtained from Mössbauer 
spectra [8,12]. 
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Fig. 1: ZFC and FC magnetization curves for the samples Fe3Si and Fe2.75Mn0.25Si. The solid line is a 

guide for the eye. 
 

The spontaneous magnetization at 10 K 
was found to be higher for FC process than 
for ZFC. This indicates that the partial 
alignment of the moments due to the 
application of the 200 Oe field in the FC 
process is responsible for the difference in 
magnetization M [M(FC) – M(ZFC) > 0]. This 
difference becomes smaller as T increases 
due to the slight increase in M in the ZFC 
process, and the saturated value of M in the 
FC process. The increase in M in the ZFC 
process is associated with progressively 
increasing the freedom for the orientation of 
the magnetic moments in the direction of the 
applied field due to the progressive 
unblocking of the frozen random state at 10 
K. Ideally, the ZFC and FC curves would 
meet at 400 K. However, due to the 
irreversibility of the magnetic properties 
upon cooling and heating, a small difference 

in M is observed at 400 K. It is obvious also 
that M does not decrease with increasing 
temperature, indicating that the temperature 
range of the measurements is way below TC.  

The saturation magnetization, M's for the 
annealed samples is higher than that for the 
as prepared ones at a given temperature 
(Fig.2). This result could be attributed to 
either the improvement of magnetic order, or 
the reduction in the magnetic domain 
boundaries as a result of annealing. 
However, MS data [8] do not show any 
appreciable difference in the hyperfine field 
distributions for the two sets of samples. 
Due to the fact that MS is sensitive to local 
atomic environments, but not to domain 
structure, it is more likely that the effect of 
annealing results in the reduction of domain 
boundaries rather than decreasing the 
magnetic disorder.  

Fc (Fe3Si) ZFC (Fe3Si) FC (Fe2.75Mn0.25Si) ZFC (Fe2.75Mn0.25Si) 
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Fig. 2: Magnetic isothermal curves (M vs H) at 300 K for annealed Fe3Si, as prepared Fe3Si, annealed 

Fe2.9Mn0.1Si, and as prepared Fe2.9Mn0.1Si. 
 

Also, Fig.3 shows the magnetization 
curves for the annealed samples at 300 K 
and at 10 K. The figure shows that the 
difference in Ms between RT and 10 K for a 
given sample is small (~6%). This small 
change in Ms is due to the fact that the 
measurements were made far below the 

Curie temperature, TC (RT ≤ 0.5 Tc). Fig.3 
also shows a reduction in the saturation 
magnetization with increasing x, consistent 
with the reduction of the magnetic moment 
per formula unit upon replacement of Fe by 
Mn. 

 
Fig. 3: Magnetic isothermal curves (M vs H) for as prepared Fe3Si at 10 K, annealed Fe2.75Mn0.25Si at 10 

K, annealed Fe2.75Mn0.25Si at 300 K, as prepered Fe2.5Mn0.5Si at 300 K. 

Fe3Si(ann)  Fe3Si(ap) Fe2.9Mn0.1Si(ann) Fe2.9Mn0.1Si(ap) 

Fe3Si (ap) Fe2.75Mn0.25Si (ann) Fe2.75Mn0.25  (ann) Fe2.5Mn0.5Si (ap) 
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Differential scanning calorimetry (DSC) 

measurements were performed for the two 
samples Fe3Si and Fe2.9 Mn0.1Si. The Curie 
temperature for these samples deduced 
from the measurements were 849 K and 794 
K, respectively. It was reported in reference 
[1] that TC for the system under investigation 

decreases almost linearly as x increases up 
to 0.9. Fig.4 shows that our values for TC 
determined from the DSC measurements 
are consistent with the linear drop of TC with 
increasing x up to 0.9. Our results are also in 
good agreement with previous results 
[1,3,10, 11]. 

 
Fig. 4: Variation of the Curie temperature TC with composition x (this work for x= 0.0 and 0.1, and other 

values are from reference [1]). The solid line is a guide for the eye. 
 
 

Conclusions 

Thermal magnetization curves for 
samples of Fe3Si and Fe2.75 Mn0.25Si have 
shown difference in M between the ZFC and 
the FC processes. The magnetization 
measured in the ZFC process increase 
slightly with increasing the temperature due 
to the progressive unblocking of the 
magnetic moments, while that measured in 
the FC process remains almost constant 
with increasing temperature.  

The saturation magnetization at a given 
temperature is found higher for the annealed 
sample than for the as prepared one. This is 
attributed to the reduction of the magnetic 
domain boundaries rather than the 

improvement of magnetic order as a result of 
annealing. 

The Curie temperature TC was 
determined for the samples with x = 0 and 
0.1 using DSC measurements. Our results 
are consistent with previous results obtained 
from magnetization measurements. 
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Abstract: Results on structural and magnetic studies of Ba0.5Sr0.5(ZnTi)xFe12-2xO19 (where x = 
0.2 to 0.6) ferromagnetic powders prepared by mechanical milling are presented. The obtained 
X-ray diffraction patterns of Zn-Ti substituted (BaSr)0.5M samples showed Magnetoplumbite 
phase formation for all substituted mixtures; no other secondary phases were detected. Scanning 
electron microscope analyses reveled that all processed samples possess particle size much 
below 1 µm and may exhibit promising magnetic and dielectric properties. Magnetic 
measurements showed that the intrinsic coercivity, Hci, and remanent magnetization, Mr, 
decreased as the substitution took place, while the saturation magnetization, Ms, remained 
almost constant (diminution ~ 9%). Hci, decreased from 389.92 down to 171.88 k A/m that 
represents a 56% drop, whilst Mr registered a fall of ~ 17%. 
Key Words: Magnetic Studies, Mössbauer Spectroscopy, Ba-Sr-Hexaferrites, Ball Milling. 
 

 
Introduction 

Intensive work have been done to modify 
the magnetic parameters of barium or 
strontium hexaferrite by substitution of Fe3+ 
ions with other cations or cation 
combinations such as Co-Ti, Zn-Sn, Co-Sn, 
Ni-Zr, Co-Mo and so on [1-3]. Several 
methods have been used to modify the 
structural and magnetic properties of M-type 
ferrites [1, 3, 4]. The magnetic properties of 
substituted Ba1-xSrxFe12O19, where Ba2+ 
gradually substitutes Sr2+ ions, have been 
studied and reported by other researchers 
[5-7]. These studies show that 
Ba0.5Sr0.5Fe12O19 sample possesses higher 
Curie temperature, TC ~ 510 ºC, than that of 
BaFe12O19 (502 °C) sample, which increases 
as Sr concentration increases. In addition, 
electrical characteristics (AC and DC) of the 
BaxSr1–xFe12O19 compound have been 
studied [7]. The largest value for the 
dielectric constant (ε´) corresponds to the x 
= 0.0 sample (εr´»1300) and it decreases, as 

the Ba content increases, to around 100 for 
x = 1.0. Therefore, it seems interesting to 
investigate more cationic combination in this 
ferrite system [8]. Previous studies have 
shown that Zn-Ti cationic mixture produces 
materials with suitable characteristics for 
high-density magnetic recording [9, 10]. 

This paper reports structural and 
magnetic properties of the Zn-Ti substituted 
(BaSr)0.5M -type hexaferrite, prepared by 
high energy milling. 

Experiment 

To synthesize Ba0.5Sr0.5(ZnTi)xFe12-2xO19; 
BaCO3, SrCO3, Fe2O3, ZnO, and TiO2 (ACS 
reagent ~ 98% of purity, Aldrich Co.) were 
used as starting materials. The raw 
materials were charged in a Segvari Attritor 
mill together with several 9-mm steel balls. 
The powders were milled during 24 hours in 
air with an angular velocity of 400 rpm and 
250 ml of benzene to avoid agglomeration at 
the mill bottom. The as-milled powders were 
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annealed at 1050 ºC with a soaking time of 
1.5 h. 

To determine the crystalline structure of 
the prepared specimens, X-ray diffraction 
and Mössbauer spectroscopy studies were 
performed in an X' Pert Philips 
diffractometer using Cu-Kα radiation and a 
Mössbauer spectrometer with γ-ray source 
of 57Co embedded in a rhodium matrix, 
respectively. The magnetic properties at 
room temperature were measured uzing a 
Lake Shore 430 vibrating sample 
magnetometer and applying an external 
magnetic field up to 954. 9 kA/m. The 
temperature dependence of the magnetic 
susceptibility, χ(T) was obtained using the 
bridge method in an alternating magnetic 
field of 421 A/m and 920 Hz. Finally, to 
obtain information on both morphology and 

particle size, the (BaSr)0.5M doped samples 
were observed employing a Philips XL 30 
scanning electron microscope (SEM). 

Results and Discussions 

The X-ray diffraction patterns of Zn-Ti 
substituted (BaSr)0.5M samples, obtained at 
different sample preparation stages, are 
shown in Fig.1. The patterns of all samples 
(as-milled) after milling for 24 hours show 
broadened diffraction peaks corresponding 
to Fe2O3 hematite phase. Magnetoplumbite 
phase was formed for all substituted 
samples (x = 0 to 0.6) after being annealed 
at 1050 ºC; no other secondary phases were 
detected, at least within the errors inherent 
to this technique. 

 
Fig. 1: X-ray diffraction patterns for all prepared samples. 

 
Room temperature Mössbauer spectra 

for Ba0.5Sr0.5(ZnTi)xFe12-2xO19 samples with x 
= 0.0, 0.2, 0.4 and 0.6 are shown in Fig.2. 
These measurements revealed that at low 
substitutions, Ti4+ ions substitute Fe3+ ions 

on the 4f2 octahedral site, and the Zn2+ ions 
substitute them on the tetrahedral 4f1 site. At 
higher concentrations other iron positions 
are replaced also, like 2a octahedral sites by 
Ti4+ ions and 2b positions by Zn2+ ions [10]. 
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Fig. 2: Mössbauer spectra of Zn-Ti substituted (BaSr)0.5M ferrites. 

 
The results of the temperature 

dependence of the initial susceptibility of 
Ba0.5Sr0.5(ZnTi)xM ferrites is shown in Fig.3. 
It can be observed, that at room temperature 
the susceptibility, χ, increases with the 
substitution level. These curves can be also 
used as quality test for some preparation 
techniques. From the sample with x = 0.0 it 
could be concluded that no other secondary 
phase was nucleated for all synthesized 
mixtures. On the other hand, Hopkinson 
peak appears near Curie point TC and falls 
from a relatively high value to near zero. 
This drop provides a possibility of 
homogeneity in sample chemical 
composition. This peak value also gives 
information about quantity percentage of the 
ordered single-phase structure with particles 
smaller than 1µm. In addition, x = 0.0 
sample exhibits a curve that roughly 
approaches the theoretical behavior of 
hexaferrite initial magnetic susceptibility as a 
function of temperature. Besides, it could be 
concluded that TC for all substituted samples 
were almost not affected by the increase in 
x, (diminution ~2%). 

The magnetic properties behavior of Zn-
Ti-substituted (BaSr)0.5M obtained by 
vibrating sample magnetometry is shown in 
Fig.4. Both, the intrinsic coercivity, Hci, and 
the remanent magnetization, Mr, decreased 
as the substitution took place, while the 
saturation magnetization, Ms, remained 
almost constant (diminution ~ 9%). Hci, 
decreased from 389.92 down to 171.88 
kA/m, which represents a 56% drop, whilst 
Mr registered a fall of ~ 17%. The fast 
reduction of Hci is related to the reduction of 
the magnetocrystalline anisotropy field, Ha, 
which has been attributed to the cation 
preference for the bipyramidal site, 2b and 
octahedral site 4f2, which possess the 
largest contribution to Ha in BaM. On the 
other hand, the small diminution of Ms and 
Mr can also be explained by the gradual 
break down of the magnetic ordering, due to 
the disappearance of some super exchange 
interactions when the iron ions are 
substituted for other diamagnetic or 
paramagnetic cations. 
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Fig. 3: Temperature dependence of the magnetic susceptibility of Ba0.5Sr0.5(ZnTi)xFe12-2xO19. 
 
 

In Fig.5 the micrographs taken by SEM 
for the pure (BaSr)0.5M ferrite and x = 0.6 
substituted ferrite are shown. It can be seen 
that all particles of the samples are nearly  

hexagonal platelet in shape and have a wide 
spread in particle size. However, it is clear 
that the particle size is much below 1 µm,  

 
 

Fig. 4: Magnetic properties behavior of all synthesized samples as the substitution level increased. 
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Fig. 5: SEM micrographs show particle size and morphology for samples Ba0.5Sr0.5(ZnTi)xFe12-2xO19.    

a) x = 0, b) x = 0.6.

 

Conclusions 

This work has shown that it was possible 
to synthesize Ba0.5Sr0.5M hexaferrite 
substituted with Zn2+ - Ti4+ ions by 
mechanical milling. The magnetic ordering 
was reduced somewhat (~2%) for all levels 
of substitution. Changing the substitution 
ratio x, the coercivity could be easily 
controlled without a significant reduction of 
Ms. Magnetic susceptibility measurements 
have shown that with the increase of x, χ at 
room temperature increases, which is 
believed to have a relation with the 
disappearance of some superexchange 
interactions. The micrographs of Fig. 5 
indicate that the particle size of the samples 
is much below 1 µm. The studied samples 
may exhibit promising magnetic and 
dielectric properties. 
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Abstract: The partial substitution effects on the structure and electrical properties of the high 
temperature Bi2-x Tlx Ba2-y Sry Ca2 Cu3 O10+δ superconducting compounds have been 
investigated with x=0.00, 0.05, 0.10, 0.20 and y= 0.0, 0.1, 0.2, 0.3. X-ray diffraction studies 
showed that the structure was tetragonal with a=b=5.43Å, c=34.13Å  for x=0, y=0. The 
structure almost remained tetragonal for all x values with y=0, and the c-parameter increased 
only for x=0.05 and then a decrease in the c-parameter with increasing x value was observed. 
On the other hand, for x=0 and y= 0.1, 0.2, 0.3 the structure was tetragonal with a slight 
decrease in the lattice parameters with increasing y. There was an observed change to 
orthorhombic phase with increasing both x and y at the same time.  
The critical temperature was very sensitive to the thallium content x, in the absence of 
strontium, as it increased to 128K for small x but decreased noticeably with increasing x value. 
A similar behavior was observed for Sr content. However a large enhancement in the critical 
temperature was observed in the presence of lower concentrations of both thallium and 
strontium. Finally, the increase in the volume of the lattice or the oxygen content is associated  
with higher critical temperature values. 
Key Words: HTSC, Partial Substitution, Crystal Structure, BSCCO, TBCCO. 
 

 
Introduction  

The discovery of superconductivity above 
77K in Bi-Sr-Cu-O compound has been 
reported in [1,2]. The discovery of the high 
temperature superconducting system, Tl-Ba-
Cu-O, was initially overshadowed by the 
discovery of the Bi-Ca-Sr-Cu-O system 
[3,4,5]. Extensive studies by several groups 
were carried out to study the structural, 
electrical, and magnetic properties of the Bi-
based or Tl-based superconducting systems 
[6-12]. Some other workers studied the 
effects of doping these compounds with 
certain elements.[13-20]. However, many 
scientists concentrated on the Bi-based 
superconducting system since Tl is 
poisonous and needs special careful 
treatment. It was reported that doping the 
superconducting phases Tl2Ba2CaCu2O8 (Tl-

2212) and Tl2Ba2Ca2Cu3O10 (Tl-2223) with 
Pb or Li improved only their critical currents, 
and when the superconducting phases 
Bi2Sr2CaCu2Ox (Bi-2212) and 
Bi2Sr2Ca2Cu3Ox (Bi-2223) were doped with 
Pb or Li, their critical temperatures and 
critical currents were improved [19-22]. It 
was also reported that the addition of 
specific small amounts of boron (B) to Tl-
based superconductors increased the 
superconducting phase Tl-2223 and 
improved the critical temperature of the 
samples, while higher amounts of B 
eliminated Tl-2223 phase and reduced the 
Tl-2212 phase [23]. Furthermore, it was 
reported that fluorine addition to Tl-based 
compounds affected their properties 
drastically [24]. 
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Very few researchers worked on systems 
containing both Bi and Tl elements at the 
same time [21,22]. Epitaxial films of Tl-Bi-Sr-
Ba-Ca-Cu-O were prepared using laser 
ablation and showed critical temperatures 
between 106-110K and critical currents at 
77K of about 105 A/cm2. Due to their high 
superconducting transition temperatures and 
high irreversible magnetic fields, Tl-based 
and Bi-based superconductors are very 
promising materials for making magnetic 
tapes above 77K.  

This work aims at studying further 
superconducting samples containing both Bi 
and Tl. We have doped Bi2Ba2Ca2Cu3O10 
(Bi-2223 phase) with different amounts of Tl 
and Sr. The effect of this partial substitution 
of Tl and Sr on the structure and the 
electrical properties of the superconducting 
system Bi2-x Tlx Ba2-y Sry Ca2 Cu3 O10+δ, with 
x=0, 0.05, 0.1, 0.2, and y= 0, 0.1, 0.2, 0.3 
will be investigated in this paper. 

Experimental Technique  

The solid state reaction technique was 
used to prepare the superconducting 
samples Bi2-xTlxBa2-SryCa2Cu3O10+δ from 
appropriate amounts of the high purity 
oxides Bi2O3, Tl2O3, BaCO3, CaCO3, 
Sr(NO3)2, and CuO as starting materials. 
The high purity powders were mixed well 
and loaded in an alumina crucible which was 
then placed in a furnace. The temperature of 
the furnace was raised to 850 oC at a rate of 
120 oC/hr. This material was sintered at 850 
oC for 12 hrs then cooled down at a rate of 
30 oC/hr in air to room temperature. The 
same heating process was repeated but with 
a flow of oxygen. The resulting material was 
then ground and pressed into 1gm pellets of 
approximately 12mm diameter and 1.2mm 
thickness. Fig.1 shows the annealing 
process carried on these pressed pellets in 
oxygen environment. 

 

 
Fig. 1: Annealing process of pressed pellets in O2 

 
Standard four-probe-method was used to 

measure the resistivity (ρ) versus 
temperature (T). For each sample, we 
plotted resistivity (ρ) versus temperature (T) 
and the critical temperature (Tc) was 
determined. We have used the 50% rule to 
find Tc and not the onset value nor the Tc 
value for zero resistance. The oxygen 
content in each sample was measured by 
using iodometric titration method. Detailed 
experimental work for the determination of 
(Tc) and the oxygen content are described in 
references [12,15]. 

X-ray diffraction patterns for the Bi2-

xTlxBa2-SryCa2Cu3O10+δ samples at room 
temperature were obtained using Phillips X-
ray diffractometer with CuKα source and 

λ=1.5418 Å. Using these patterns and a 
computer program the lattice parameters 
were then calculated. 

Results and Discussion 

Using the X-ray data obtained, the 
structures of Bi2-x Tlx Ba2-y Sry Ca2 Cu3 O10+δ, 
high temperature superconducting samples 
prepared at 8500C were studied. The 
structural calculations of the lattice 
parameters were carried with the help of a 
computer program written in BASIC. Fig.2 
shows x-ray diffraction pattern of the Bi-2223 
phase (x=0, y=0). It shows the existence of a 
single tetragonal phase with lattice 
parameters a=b=5.43Å and c=34.13Å. 

8500

C  
8500

C
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Fig (2): X – ray diffraction pattern of Bi2 Ba2 Ca2 Cu3 O10+δ high temperature superconductor 

 
 Figures (3), (4), and (5) show x-ray 

diffraction patterns for the values: i) y=0 
and x=0.05, 0.1, 0.2, ii) x=0, and y=0.1, 
0.2, 0.3, iii) x=0.05 and y=0.1, 0.2, 0.3 
respectively. From Fig.3, it was noticed 
that peak intensity decreases with 
increasing the value of the Tl content and 
small peaks like (0024) disappeared. In 
Table I we present the calculated values of 
lattice parameters. It is noticed that when 
no Sr is added and when Tl is partially 
substituted for Bi, with x =0.05, 0.1, the 
structure of the samples remained 
tetragonal with a slight increase in the c-
parameter with decreasing x-values. The 
maximum increase in the c-parameter was 
up to 34.81Å for x=0.05. On the other 
hand, when x=0.2, the structure changed 
from tetragonal to orthorhombic phase with 
lattice parameters a=5.40 Å, b=5.21 Å, 
c=30.13 Å. 

Fig.4 shows the x-ray pattern for the 
samples when only Sr is substituted for Ba 

with y=0.1, 0.2, 0.3 and x=0. The structure 
for samples with all y values remained 
tetragonal. It is noticed that there was a 
slight shift in the original peaks associated 
with the slight increase in the c-parameter. 
The maximum value calculated for the c-
parameter was when y=0.1 and the lattice 
parameters were a=b≈5.40Å and 
c=34.72Å.  

From Fig.5 and Table I, the structure of 
the samples changed in a different manner 
when Tl is substituted for Bi together with 
Sr substituted for Ba. For the samples with 
x=0.05 and y=0.1 the structure was 
tetragonal with a=b=5.46 Å, but for x=0.05 
and y=0.2 or x= 0.05 and y=0.3 new peaks 
appeared which could be due to the 
formation of new phases of CuO and SrO. 
However, when x=0.1 and y=0.1 or x=0.2 
and y=0.3, the structure of the samples 
was clearly orthorhombic.  
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Fig (3): X – ray diffraction patterns for Bi2-x Tlx Ba2 Ca2 Cu3 O10+ δ system for                                        

y=0 and: x = 0.05(a), x = 0.1(b), x=0.2(c).  

(a) 

(b) 

(c) 
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Fig (4): X – ray diffraction patterns for Bi2 Ba2-y SryCa2 Cu3 O10+ δ high temperature superconductor for  

x =0, and: y = 0.1(a), y = 0.2(b), y = 0.3(c). 

(a) 

(b) 

(c) 
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Fig (5): X – ray diffraction patterns for Bi2-x Tlx Ba2-y SryCa2 Cu3O10+� system for:                               

a (x = 0.05, y = 0.1), b(x = 0.05, y = 0.2), and c (x = 0.05, y = 0.3). 

(a) 

(b) 

(c) 
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Table I: Lattice parameters of the superconducting system Bi2-xTlxBa2-ySryCa2Cu3O10+δ 

 

Lattice Parameters 
Sample 

a (Å) b (Å) c (Å) 
Bi2Ba2Ca2Cu3O10+δ 5.43 5.43 34.13 
Bi1.95Tl0.05Ba2Ca2Cu3O10+δ 5.43 5.43 34.81 
Bi1.9Tl0.1Ba2Ca2Cu3O10+δ 5.42 5.42 30.18 
Bi1.8Tl0.2Ba2Ca2Cu3O10+δ 5.40 5.21 30.13 
Bi2Ba1.9Sr0.1Ca2Cu3O10+δ 5.44 5.44 34.72 
Bi2Ba1.8Sr0.2Ca2Cu3O10+δ 5.41 5.41 30.18 
Bi2Ba1.7Sr0.3Ca2Cu3O10+δ 5.41 5.41 30.01 
Bi1.95Tl0.05Ba1.9Sr0.1Ca2Cu3O10+δ 5.46 5.46 34.88 
Bi1.9Tl0.1Ba1.9Sr0.1Ca2Cu3O10+δ 5.28 5.22 31.18 
Bi1.8Tl0.2Ba1.7Sr0.3Ca2Cu3O10+δ 5.18 5.26 30.18 

 
The measurements of resistivity versus 

temperature for samples with only Tl 
substituted for Bi; x=0.00, 0.05, 0.10, and 
0.20, are shown in Fig.6. It was noticed that 
the critical temperature initially increased 
from 123K to 128K when x was increased 
from 0 to 0.05, and Tc started to decrease 
with increasing the content of the thallium, 
x=0.10 and 0.20. In Fig.7, we show the 
resistivity versus temperature for samples 

with only Sr partially substituted for Ba. Fig.8 
shows resistivity versus temperature when 
both Tl and Sr are added for the smallest 
value of Tl, x=0.05, and with different 
amounts of Sr, y=0.1, 0.2, and 0.3. Figures 
(7) and (8) show a clear drop in the critical 
temperature with increasing the Sr. The 
values of the critical temperatures, Tc, 
determined from the Figures (6), (7), and (8) 
are summarized in table II. 

 
Fig (6): The resistivity versus temperature for the Bi2-x Tlx Ba2 Ca2 Cu3 O10+� superconductors with         

x = 0, 0.05, 0.1, 0.2. 
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Fig (7): The resistivity versus temperature for Bi2 Ba2-y Sry Ca2 Cu3 O10+� high temperature 

superconductor with y = 0.1, 0.2, 0.3. 

 
Fig (8): The resistivity versus temperature for Bi2-x Tlx Ba2-y Sry Ca2 Cu3 O10+ δ for                                    

x = 0.05 and y = 0.1, 0.2, 0.3. 

 

Table II: Critical temperatures measured and Oxygen contents for the superconducting 
system Bi2-xTlxBa2-ySryCa2Cu3O10+δ 

 

Sample Critical 
temperature Tc(oK) 

Oxygen content 
10+δ 

Bi2Ba2Ca2 Cu3O10+δ 123 10.22 
Bi1.95Tl0.05Ba2Ca2 Cu3O10+δ 128 10.28 
Bi1.9Tl0.1Ba2Ca2 Cu3O10+δ 108 10.21 
Bi1.8Tl0.2Ba2Ca2 Cu3O10+δ 100 10.18 
Bi2Ba1.9Sr0.1Ca2 Cu3O10+δ 125 10.26 
Bi2Ba1.8Sr0.2Ca2 Cu3O10+δ 120 10.18 
Bi2Ba1.7Sr0.3Ca2 Cu3O10+δ 110 10.14 
Bi1.95Tl0.05Ba1.9Sr0.1Ca2 Cu3O10+δ 140 10.38 
Bi1.9Tl0.1Ba1.9Sr0.1Ca2 Cu3O10+δ 112 10.26 
Bi1.8Tl0.2Ba1.7Sr0.3Ca2 Cu3O10+δ 95 10.21 
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It was observed that the critical 
temperature was enhanced drastically for 
small amounts of Tl and Sr and decreased 
significantly with increasing Sr content. The 
decrease in Tc values could be attributed to 
the change in structure from tetragonal to 
orthorhombic phase. The increase in Tc 
could mean that there was an increase in 
the mobility of electrons in the b-direction of 
Cu-O plane. Finally it is noticed that 
increasing the volume of the lattice cell, 
which could be caused by growth of a larger 
number of Cu-O layers in the unit cell, can 
lead to an increase in Tc. 

The oxygen content in each sample was 
measured by using iodometric titration 
method and results are shown in Table II. It 
is noticed, from Table II, that higher critical 
temperatures are associated with higher 
values of oxygen content and the increase in 
the oxygen content might affect the 
electronic behavior by shifting the Fermi 
level. 

Conclusion 

The partial substitution effects on the 
structure & electrical properties of Bi2-x Tlx 
Ba2-y Sry Ca2 Cu3 O10+δ superconducting 
compounds have been investigated. X-ray 
diffraction studies showed that the structure 
is tetragonal with a=b=5.43Å, c=34.13Å for 

x=0, y=0. The structure almost remained 
tetragonal for all x values when no Sr was 
added. The c-parameter increased only for 
x=0.05 and then a decrease in the c-
parameter with increasing x value was 
observed. On the other hand, for x=0 and y= 
0.1, 0.2, 0.3 the structure was tetragonal 
with a slight decrease in the lattice 
parameters with increasing y. There was an 
observed change of structure to 
orthorhombic with increasing the content of 
both Tl and Sr resulting in a drop in Tc.  

The critical temperature was very 
sensitive to the Tl content in the absence of 
Sr since it increased to 128K but deceased 
noticeably with increasing x value. A similar 
behavior was observed for Sr content. 
However a large enhancement in the critical 
temperature was observed in the presence 
of lower concentrations of both Tl and Sr. 
Finally it is noticed that the increase in the 
volume of the lattice, which could be caused 
by growth of a larger number of Cu-O layers 
in the unit cell, and the increase of the 
oxygen content are associated with higher 
critical temperatures.  
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Abstract: Clearness index (k) and atmospheric turbidity over Zarqa have been calculated using 
solar data obtained by a GS1 Dome Solarimeter for the period from 25th of June 2001 to 18th of 
May 2002.  The clearness index found to be highly scattered and never exceeded 0.8. Several 
attempts were made in order to find a correlation between the clearness index and turbidity with 
measurable meteorological parameters such as air temperature, relative humidity, and 
atmospheric pressure. No correlations were found. However, when the clearness index was 
plotted against the daily temperature range (∆T), an exponential trend that is best described by 
the formula k=0.13(∆T)0.52 was found. This result enabled us to modify traditional formula used 
in obtaining atmospheric turbidity through replacing the clearness index part by 0.13(∆T)0.52 in 
order to provide a mean to calculate atmospheric turbidity based on the daily temperature range. 
Key Words: Clearness Index, Atmosphere, Turbidity, Air Pollution, Air Temperature, Daily 

Temperature Range. 
 

 
Introduction 

Atmospheric turbidity (Tl), is a 
dimensionless measure of the opacity of a 
vertical column of the atmosphere (Zakey, 
2004). It is of great importance to research 
community including atmospheric scientists 
and solar energy researchers. Tl is useful for 
understanding many physical characteristics 
of the structure and properties of the 
atmosphere (Macris, 1959). However, 
quantifying atmospheric turbidity is costly 
due to expensive instrumentation used for 
this purpose (Togrul and Togrul, 2002). This 
justifies the extensive efforts that have been 
spent in order to come up with empirical 
formula that links the atmospheric turbidity 
with readily measured meteorological 
parameters such as air temperature and 
water vapor content (Togrul and Togrul, 
2002; Lin et al., 2005; Molineaux et al., 
1995; Gueymard, 1998; Ineichen and Perez, 
2002). 

The clearness index (k) is defined as the 
attenuation of solar radiation by the 
atmosphere. Its value ranges from zero to 
one. The clearness index is affected by air 
pollution in both urban and rural areas. 
Therefore, it may serve as an indicator for 
air quality and air pollution by fine particles 
particularly for upper atmospheric layers 
such as the stratosphere (Zakey, 2004). 

Zarqa is a growing industrial city with a 
population of around one million people. 
Zarqa hosts more than 35% of the Jordanian 
industrial activities including an oil refinery, a 
thermal power plant, steel factories, a pipe 
factory, a cement factory, a fertilizers 
factory, a wastewater treatment plant, as 
well as several other small industrial 
facilities. A total of 2400 industrial activities 
are registered in Zarqa Industrial Chamber. 
Phosphate mines and Ar-Rusaifeh landfill 
are other sources of air pollution in Zarqa. 
Motor vehicles make up additional sources 
of air pollution. Emissions from the oil 



Article  Hamasha, et.al 

 54

refinery, the power plant, and diesel trucks 
contain fine particulates as sulfate and 
volatile organic compounds (VOCs), which 
are known to be good light scatterers 
(Seinfeld and Pandis, 2006). As a result of 
such concentrated anthropogenic activities, 
the air quality in Zarqa has been 
deteriorating and the clearness index is not 
likely to be close to 1.0 under normal 
conditions. 

This paper aims at (1) calculating k and 
Tl over Zarqa using solar data and (2) 
developing an empirical formula that could 
be used in determining k and Tl from readily 
measured meteorological parameters. 

Instrumentation 

Meteorological data is obtained using a 
GS1 Dome Solarimeter through Delta-T 
Logger Devices (LtD, United Kingdom) for 
the period from 25th of June 2001 to 18th of 

May 2002. The filter of the Solarimeter is a 
blackened thermopile with a glass-covering 
dome. The dome acts as a filter letting-
through solar radiation. The instrument's 
sensor has a flat spectral response in the 
range between 0.3 and 3.0 µm. The 
sensitivity of the solarimeter is 19.88x10-6 at 
20oC and 500 W/m2 and it operates in the 
temperature range –40 to 80oC.  

Theoretical Computations  

Solar radiation incident outside the 
Earth's atmosphere is called extraterrestrial 
radiation. On average, the extraterrestrial 
irradiance is 1367 W/m2. This value varies 
within ±3% as the Earth orbits the sun. The 
cumulative extraterrestrial solar beam 
irradiance on a horizontal surface over 
twenty four hours (Ho) in joules per square 
meter (J/m2), is calculated using the 
following formula (Togrul and Togrul, 2002):
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where,: 

Isc: the extraterrestrial solar irradiance 
outside the Earth’s atmosphere (1367 
W/m2) 

N: Julian day of the year. It is a continuous 
count of days since December 31 of the 
previous year. For example, January 1 is 
the Julian day 1, February 1 is the Julian 
day 32, and December 31 is the Julian 
day 366 for the leap year. 

φ: latitude (32.2◦ North for Zarqa) 

δ: declination angle in degrees, which is 
equal to 

δ = 23.45π / 180 * sin (2π * (284 + N) / 365) 

ωs= arccos(-tan(φ)tan(δ)) is the hour angle of 
sunset,  

The following formula is used to compute 

air mass (m) at any zenith angle (θz) , 
(Kasten and Young, 1989): 

]0799596505720[cos251013 63641.)θ.(.θ.

P
m

zz

−−+
=         (2) 

where: 

P: atmospheric pressure in millibar 

θz: Zenith angle in degrees calculated from 
the formula: 

cosθz = sin(φ)sin(δ)+ cos(φ)cos(δ)cos(ω) 

The clearness index (k) is calculated 
using the following formula (Jallo and 
Barakat, 2003): 

oH
Hk =      (3) 

where H is the measured daily solar 
irradiance at the ground surface. The 
clearness index was found experimentally to 
depend on the daily temperature range (∆T) 
such that (Togrul and Togrul, 2002): 

( )BTAk ∆=     (4) 

where A and B are constants determined 
from data fitting. 
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According to Molineaux et al.(1995), Linke turbidity is calculated from the formula:

)ln(
))log(0656.0124.0(

1

H
oH

mmlT
−

=       (5) 

The term ln(Ho/H) in equation 5 is nothing but -ln(k), therefore equation 4 will lead to the 
following expression: 

)ln()ln())(ln()ln( TBABTA
H

oH
∆−−=∆−=      (6) 

Substituting equation 6 in equation 5 leads to the following formula: 

))ln()(ln(
))log(0656.0124.0(

TBA
mmlT ∆+

−
−=

α
      (7) 

Where α is a fitting parameter, which is crucial in improving data fitting in order to mimic 
actual data points. 

 
Results and Discussion 

Fig.1 shows the calculated daily 
clearness index. The clearness index is very 
scattered and ranges from zero to 0.8. The 
index is likely affected by the two potential 
air pollution sources; the oil refinery and the 
thermal power plant. Measurements took 

place at the Hashemite University campus, 
which is located downwind from these 
sources. Even if the wind direction is 
reversed the clearness index would not be 
expected to be significantly different since 
the wind would carry fugitive dust as it 
passes over the desert. 
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Fig. 1: Clearness index over Zarqa. 

 
Clearness index is plotted against 

measured meteorological parameters 
including air temperature, wind speed, 
relative humidity, and atmospheric pressure, 
(Figures 2-5). No correlations were found 
between clearness index and the examined 
parameters. Moreover, as Fig.6 shows, the 
variation of the clearness index is in phase 

with the daily temperature range. In Fig.7 the 
clearness index was plotted against the 
temperature range. A power relation was 
found to best fit the data. This result is 
supported by the finding of Jallo and Barakat 
(2003). The constants A and B were found 
to be 0.13 and 0.52, respectively. 
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Fig. 2: Clearness index versus air temperature. 
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Fig. 3: Clearness index versus wind speed. 
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Fig. 4: Clearness index versus relative humidity. 
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Fig. 5: Clearness index versus atmospheric pressure. 
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Fig. 6: Daily temperature range and clearness index over Zarqa during winter. The clearness index is 

multiplied by 10 in order to help visualizing its trend and how it matches the daily temperature variation. 

 
Based on the values of the constants A 

and B obtained from Fig.7, the revised 
formula of Linke Turbidity (equations 7) can 

be rewritten as a function of the temperature 
range as follows: 

y = 0.1292x0.5227

R2 = 0.4782
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Fig. 7: The relation between the clearness index and daily temperature range.

))ln(5227.0)1292.0(ln(
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α
 …… (8) 

 
Fig.8 presents the calculated Tl using 

equation 5. The figure shows that Tl is less 
than 10 for most of the days with few 
exceptions. We have also used equation 8 

to calculate Linke Turbidity based on the 
temperature range and compared the results 
with the values obtained based on equation 
5 using solar data (Fig.9).  
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Fig. 8: Linke turbidity over Zarqa calculated based on the formula modified by Molineaux et al., (1995).  
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Fig. 9: Correlation between turbidity as calculated using meteorological data and turbidity as calculated 

using solar data. α that gave the best fit is 6. 
 

As can be learned from Fig.9, Linke 
turbidity calculated using daily temperature 
range (solid line) matches its values 
obtained by applying traditional formula 
(dotted line).It is evident that the two 
techniques yield similar values. The root 
mean square value (R2 = 0.83) indicates a 
strong correlation between modelled and 
actual values of the turbidity.  
Summary and Conclusions 

Clearness index and atmospheric 
turbidity are of great importance to a broad 
range of atmospheric and solar energy 
experts. However, quantifying them is not an 
easy task due to costly instrumentation 
needed for obtaining solar data. In this 
research, several attempts were made in 
order to come up with correlations that may 

relate the clearness index and atmospheric 
turbidity with meteorological parameters 
routinely measured in traditional weather 
stations such as air temperature, 
atmospheric pressure, wind speed, and 
relative humidity. No significant correlations 
were observed. In addition, the clearness 
index was plotted against the daily 
temperature range and it was evident that 
there is an exponential relation of the form 
k=0.13(∆T)0.52 between the two parameters. 
The power law dependence of the clearness 
index on the daily temperature range 
enabled us to modify the traditional formula 
used in obtaining atmospheric turbidity. The 
new modified formula for the atmospheric 
turbidity is based on the daily temperature 
range which is routinely measured 
throughout the world at low cost. 
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E-mail: nabil.ayoub@gju.edu.jo  

  مروان سليمان الموسى

 .الأردن، الكرك، مؤته، جامعة الفيزياءقسم 
E-mail: mmousa@mutah.edu.jo  

   سامي حسين محمود

 .الأردن، إربد، اليرموكجامعة ، الفيزياءقسم 
E-mail: mahmoods@yu.edu.jo  

   ضياء الدين محمود عرفه

 .، الأردنعمان ، الأردنيةجامعة ال، الفيزياءقسم 
E-mail: darafah@ju.edu.jo  

  نهاد عبد الرؤوف يوسف

 .الأردنإربد، ، اليرموك، جامعة الفيزياءقسم 
E-mail: nihad.yusuf@gju.edu.jo  

  د خليفةجميل محمو

  .، الأردنعمان ، الأردنيةجامعة ال، الفيزياءقسم 

E-mail: jkalifa@ju.edu.jo 
  

  .أحمد صالح: المحرر اللغوي
  .مجدي الشناق: سكرتير التحرير

  

  -: البحوث إلى العنوان التالي ترسل
  ابراهيم عثمان أبو الجرايشالأستاذ الدكتور 

  الفيزياءرئيس تحرير المجلة الأردنية في 
  ة البحث العلمي والدراسات العليا، جامعة اليرموكدعما

   الأردن-اربد 

  3735 فرعي  00 962 2 7211111 هاتف

Email: jjp@yu.edu.jo  
Website: http://jjp.yu.edu.jo 


