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Abstract: An overview of the magneto-optical and magneto-dielectric effects in magnetic 
fluids is presented encompassing experimental results and different phenomenological models 
used to explain these effects. The role of the different parameters on these effects, are 
discussed. It is suggested that the field induced-mechanical anisotropy produced by 
agglomeration and chain formation in magnetic fluids is the main cause for these magneto-
optical and magneto-dielectric effects in magnetic fluids. 
Keywords: Magneto-optics, Magnetic fluids, Faraday rotation, Faraday ellipticity, 
Transmission, Optical anisotropy, Birefringence, Dichroism, Degree of polarization, 
Polarization effects, Magneto-dielectric effects, Dielectric anisotropy, Chain formation. 
 

 
Introduction 

Under the application of external magnetic 
fields, magnetic fluids, MF's, exhibit a range 
of magneto-effects such as magneto-optical 
and magneto-dielectric effects. 

Magneto-optical effects in magnetic fluids, 
have been investigated by many researchers 
using different experimental techniques as 
well as different theoretical approaches 
because of their promising potential for 
technological and industrial applications as 
well as their academic importance [1-24] 

The work on magneto-optical effects has 
started as early as the middle of nineteenth 
century. Scholten has reviewed the early work 
in magneto-optical effects in colloids and 
showed the importance of these studies in 
obtaining information about the magnetic 
particles and their spatial relations [25].  

The magneto-optical effects to be 
addressed in this review are: Birefringence, 
Dichroism, Faraday rotation, Faraday 
ellipticity, Degree of polarization and the 
transmission of light; as well as magneto-
dielectric anisotropy effect. 

The induced magneto-optical and 
magneto-dielectric effects in magnetic fluids 
are generally believed to be due to either 
field-induced magnetic or mechanical 
anisotropies in the fluid. 

This review is organized as follows: In 
section one the texture in MF's is addressed. 
In section two the magneto-optical effects in 
MF's and their dependence on the various 
parameters (magnetic field, concentration of 
magnetic particles, wavelength of the incident 
electromagnetic waves and temperature) are 
presented. In section three the magneto-
dielectric anisotropy effect in MF's is 
presented. In the last section, numerical 
calculations of the magneto-optical and 
magneto-dielectric effects are presented.  

1- Texture in Magnetic Fluids 
Under the application of external magnetic 

fields, magnetic fluids become textured. This 
texture could be a magnetic texture due to the 
alignment of the permanent dipole moments 
in the field direction, or it could be 
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mechanical one due to the agglomeration of 
particles and chain formation in fluids.  

Colloidal suspensions of ferromagnetic 
particles in magnetically passive liquid 
carriers have been found in different states of 
aggregation depending upon temperature, 
concentration of the magnetic particles and 
external magnetic fields. These systems have 
been observed to form long chains as well as 
large compact clusters. Aggregation and chain 
formation are assumed to be the main cause 
for the appearance of most magneto-optical 
effects in magnetic fluids [5-24]. 

Theoretical studies of chain formation in 
magnetic fluids based on particle-particle 
interaction were first carried out by De 
Gennes and Pincus [26]. The main findings of 
this study can be summarized for the low 
concentration of magnetic particles in 
magnetic fluids as follows: for large external 
magnetic fields the particles tend to form long 
chains along the field direction. In the 
absence of external field short chains still 
exist and behave like rods but randomly 
oriented. Moreover as a chain length becomes 
more than 4 D (D is the diameter of the 
particle) the lowest energy conformation is a 
ring, leading to magnetic flux closure, thus 
the longer chains either break into shorter 
chains or close on it self. Elfimova [33] has 
attempted to establish a theoretical model for 
the fractal-like clusters induced in magnetic 
fluids and concluded that an analytical result 
is rather difficult to obtain.  

For chain formation to be established in a 
magnetic fluid, the magnetic particles must 
relax through the Brownian relaxation 
mechanism, i.e., they should rotate physically 
in the field direction with their magnetic 
moments fixed in their easy axis direction 
with a relaxation time Bτ [37].  

Another competing mechanism is the 
N ele′  relaxation mechanism through which 
the magnetic moments of the particles rotate 
against the anisotropy field and align in the 
field direction in a time Nτ [37]. 

The relaxation mechanism with the 
shortest relaxation time will dominate the 
relaxation process of the particles. Particles, 
relaxing via the N ele′  relaxation mechanism, 
do not contribute to chain formation or to the 
mechanical anisotropy in the sample.  

When the sample is in the frozen state, its 
viscosity is very high and the Brownian 
relaxation time is very large, consequently, 
the particles relax via the N ele′  relaxation 
mechanism. However, when the sample is in 
the liquid state both relaxation mechanisms 
are available for the particles, and some 
particles relax via the Brownian relaxation 
mechanism while the others relax via the 
N ele′  relaxation mechanism depending on 
the volume of the particles and the 
temperature of the sample. As will be shown 
when discussing the temperature dependence 
of magneto-optical effects the onset of the 
Brownian relaxation occurs when the two 
relaxation times become equal (starting from 
the frozen state of the sample). This equality 
occurs for a given volume of the particles 
known as the Shliomis volume SV . The 
Shliomis volume depends in a rather complex 
manner on temperature, viscosity, applied 
magnetic field, concentration and the size and 
shape of the particles. Particles with volumes 
V ≥ SV  relax via the Brownian relaxation 
mechanism and thus contribute to the chain 
formation in the sample. Although the onset 
of the physical orientation of the particles in 
the field direction, and the chain formation is 
determined by the competition between those 
two relaxation mechanisms, the degree of 
orientation of the particles, and chain length 
or number of chains in the sample depend on 
other parameters. Although the temperature 
and the applied field play direct and indirect 
roles in the relaxation times Nτ  and Bτ , they 
play two competing roles once orientation of 
particles and chain formation have started. 
The field plays an orienting role while the 
temperature plays a randomizing role due to 
thermal agitation. At low temperatures the 
orienting role of the field is dominant, but at 
higher temperatures the randomizing role of 
temperature becomes dominant. 

Two more parameters are crucial in the 
chain formation in the samples. The first is 
the interaction of the magnetic moments with 
the field, i.e., the Zeeman interaction which 
favors energy-wise more chains and longer 
chains, and the chain- chain interaction which 
energy-wise favors less number of chains, 
shorter chains and larger separation between 
chains. It is important to mention that this 
chain-chain interaction becomes much 
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stronger once the concentration of the sample 
is increased and may lead to the curling or 
even the closure of some chains. It is also 
important to mention that most experimental 
investigation, based on optical observation, 
on the chain formation in magnetic fluids are 
usually carried out on samples in the low 
concentration regime where chain-chain 
interaction is weak [14,26]. 

It is the interplay of all these parameters 
that determines the “optimum conditions” for 
chain formation in magnetic fluids and, 
consequently all other magneto-optical and 
magneto-dielectric effects. 

It is the complex nature of these 
parameters and even the more complex nature 
of their interplay, we believe, that rendered 
the development of a complete analytical 
theory for chain formation in magnetic fluids 
a formidable task. Therefore one has to rely 
on the available experimental and of Monte-
Carlo simulation results. In most of the 
experimental work on chain formation in 
magnetic fluids, the samples are usually 
contained in a transparent cell placed in a 
magnetic field. The dimension of the cell in 
the field direction plays an important role on 
the length and number of chains formed in the 
sample. For low dimension cells (thin film 
case), a spatial limitation on the chain length 
is imposed resulting in a “premature 
saturation” in the length, well before the 
optimum conditions determined by the above 
discussed competing parameters is reached, 
and the faster formation of new chains. 

Some experimental observations of chain 
formation have been indirect; Haas and 
Adams [5] concluded that chains had formed 
from the diffraction pattern, characteristic of a 
grating, found when light is passed through a 
sample of magnetite-based ferrofluids 
perpendicular to the applied field. Popplewell 
et al [6] have investigated the chain formation 
in magnetic fluid composite thin films and 
have shown both experimentally and by 
Monte Carlo simulation that extensive chain 
formation occurs in relatively weak magnetic 
fields. They have also shown that the chain 
length varies with the concentration according 
to the empirical formula l α C 3l2.  

Detailed experimental study on the field-
induced agglomeration in thin films of water-
based magnetic fluids has been reported by 

Jones and Niedoba [27]. An experimental 
investigation of the chain formation in 
magnetic fluids was also carried out by Yusuf 
[28]. Recently Fang et al. [31] carried out an 
experimental study on the magnetic-field-
induced chain-like assembly structures in 
magnetic fluids. In their work they have 
observed extensive chain formation under the 
application of magnetic fields. Fang et al. 
suggested that the structure takes place in a 
two stage process, aggregation among 
particles to form chains, and aggregation 
among the chains to form linear clusters, 
which are also active in forming the observed 
aligned structures. Furthermore, they have 
also suggested that the chain length is some 
times determined by the physical dimensions 
of the sample [31]. 

Another recent study on chain-like 
aggregates in magnetic fluids was undertaken 
by Pshenichnikova, and Fedorenkob [30] 
using cross-fields measurements. The bias 
field is a direct field while the measuring field 
is an alternating field. Pshenichnikova, and 
Fedorenkob concluded that chain formation 
was absent in highly concentrated samples 
and that short chains existed in diluted 
samples. They have attributed this to the fact 
that, in a concentrated sample, the closed- 
ring structure is more stable than long chains. 
They have also suggested that shielding of the 
magneto- dipole interactions reduces the 
possibility of chain formation. Diluting the 
sample reduces the role of shielding and 
breaks the balance between the attractive 
interactions and the steric-repulsive 
interaction, thus increases the chances of 
chain formation.  

In their work, Jones and Niedoba [27] had 
a drop of undiluted fluid sandwiched between 
two parallel glass cover slips and placed 
normal to the optic axis of a microscope. The 
magnetic field was applied parallel to the axis 
of the microscope, i.e. perpendicular to the 
plane of the thin film sample. In this 
experimental arrangement Jones and Niedoba 
observed the number of chains per unit 
volume, n, and found it to increase rapidly 
with the applied field. The experimental set 
up used by Jones and Niedoba put sever 
limitation on the length of formed chains and 
lead to premature saturation in the chain 
lengths as was suggested by Fang et al [31]. 
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In his work, Yusuf [28] has avoided this 
premature saturation in the chain length by 
increasing the sample length in the field 
direction. The field and concentration 
dependence of chain formation in Fe304 
particle magnetic fluid was investigated. The 
saturation magnetizations of the samples used 
are 5, 10, 15, 20 and 25 kA/m (saturation 
magnetization of bulk Fe3O4 is 485 kA/m). 
Thus these samples are diluted samples. 
Magnetic fields up to 71.6 kA/m are used in 
this work. Fig.1 shows the diffraction pattern 
obtained when light was incident normal to 
the field and the plane of the fluid. The 
diffraction pattern observed is similar to the 
pattern produced by a diffraction grating and 
thus provided indirect evidence on the chain 
formation in the fluid. 

The experimental set-up for observing the 
chain formation in the magnetic fluid is 
shown in Fig.2. 

 
FIG. 1. The diffraction pattern observed by 

shining a laser beam normal to the field and 
plane of the fluid. 

For viewing the chains the magnetic field 
is applied parallel to the plane of the fluid and 
perpendicular to the optical axis of the 
microscope, and for viewing the cross-section 
of the chains the field is applied perpendicular 
to the plane of the fluid and parallel to the 
optical axis of the microscope. 

In Fig.3, An optical micrograph for 15 
kA/m saturation magnetization magnetic fluid 
samples under 33.4 kA/m magnetic field 
showing chain formation is presented, and in 
Fig.4, an optical micrograph for the same 
sample showing the cross-section of the 
chains is presented.  

 

 
FIG. 2. Viewing arrangement of the chains formed 

in magnetic fluids 

The chain length in magnetic fluid with 
saturation magnetization of 15 kA/m sample 
as a function of applied magnetic field is 
shown in Fig.5.  

The results in the figure show that the 
chain length increases sharply at low fields 
reaching ≈ 0.5 mm at relatively weak fields. 
A gradual increase in the chain length is 
observed for intermediate fields and at high 
fields a tendency towards saturation is 
observed. 

 
FIG. 3. An optical micrograph for 15 kA/m 

saturation magnetization magnetic fluid under 
33.4 kA/m magnetic field parallel to the plane 
of the fluid. 

 
FIG. 4. An optical micrograph obtained by 

viewing the sample parallel to an applied 
magnetic field H = 15..9 kA/m 
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In Fig.6 the chain length under the 
application of an intermediate magnetic field 
(33.4 kA/m) is shown as a function of 
concentration (low concentration regime) of 
the magnetic fluid.  

 
FIG. 5. The average chain length in a 15 kA/m 

saturation magnetization sample versus applied 
magnetic field 

 
FIG. 6. The average chain length at H = 33.4 

kA/m versus the saturation magnetization of 
the fluid. 

The results show that the chain length at 
intermediate field, i.e., before saturation, the 
chains length, is linear with saturation 
magnetization. It is worth mentioning that for 
thin samples, the chain length approaches the 
thickness of the sample at very low fields and 
saturates prematurely. Consequently, the 
chain length is not expected to increase any 
further with the field but rather an increase in 
the number of chains is observed. The role of 

texture and chain formation on magneto-
optical effects will be discussed in the 
following sections. The different relationships 
between chain length and concentration 
obtained by different workers may be 
attributed to the dependence of the chain 
length on other parameters such as the field, 
temperature and spatial limitations imposed 
by the cells used in containing the sample 
under investigation[32, 60, 61].  

2- Magneto-Optical Effects in 
Magnetic Fluids 

In this section the magneto-optical effects 
including transmission, Faraday rotation, 
Faraday ellipticity, birefringence and 
dichroism are presented. The role of texture 
and the various parameters on these magneto-
optical effects is discussed.  

2.1- Magneto-Optical Effects and 
Texture in the Fluid  

2.1.1- Linear Birefringence and Dichroism  

Birefringence, n∆ , is defined as the 
difference between two indices of refraction 
one is for an electromagnetic wave linearly 
polarized in a given direction parallel to 
magnetic field direction, ( ||n ), and the other 
for an electromagnetic wave linearly 
polarized in direction perpendicular to the 
magnetic field direction, ( ⊥n ). Dichroism, 

A∆  however is defined as the difference in 
selective absorption between these two 
orthogonal states. 

Birefringence and dichroism have been 
measured by many investigators using 
different techniques [21, 56]  

Recently Kooij et al. [57] has measured 
dichroism and birefringence in magnetite 
magnetic fluids using transmission 
ellipsometry. Using this technique they have 
investigated the spectral dependence of 
birefringence and dichroism and got good 
agreement with previous studies [69]. 

Here, we present some of the experimental 
results relating birefringence to the texture in 
magnetic fluids. 

Davies and Llewellen [11] have observed 
birefringence in a thin film of magnetic fluid 
sandwiched between thin slide covers when it 
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was in the liquid state. However, when the 
magnetic fluid was dried under zero fields, 
birefringence was not observed and by adding 
a drop of liquid carrier to the dried sample, 
birefringence was observed once again.  

Bacri et al. [13] has implanted Fe3O4 
magnetic particles in a gel matrix and applied 
a magnetic field but they observed no 
birefringence.  

Yusuf and co-workers [19] have studied 
birefringence in the temperature range 100-
325 K. Two experimental procedures were 
followed, the first by cooling the sample to 
the low temperature with no field applied. 
Then by applying an external magnetic field, 
the birefringence was measured. The results 
in Fig.7 show that birefringence is absent at 
low temperatures and continues to be absent 
till a specific temperature is reached then a 
weak birefringence is observed. At this 
temperature the fluid is in a slurry state. By 
further increase in the temperature a steep 
increase in the birefringence is observed (the 
fluid has reached its melting temperature) 
reaching a maximum value. Beyond this 
maximum an increase in temperature results 
in the reduction of birefringence. 

The second approach is done by applying 
a magnetic field on the sample starting from 
high temperature and then cooling the sample 
while the field is applied. The results also 
(Fig.7) show that the birefringence increases 
by decreasing the temperature reaching a 
maximum value. Further decrease of 
temperature does not change the value of 
birefringence.  

 
FIG. 7. Birefringence versus temperature, a) 

warming up and b) cooling down.  

Discussion of this behavior is presented in 
the section devoted to the temperature 
dependence of birefringence and dichroism.  

Drying the sample, implanting the 
magnetic particles in a gel matrix or freezing 
the magnetic fluid sample, have the same 
common effect of preventing the physical 
motion of the particles and thus prohibiting 
agglomeration and chain formation in the 
sample. Therefore, the belief that the magneto 
optical anisotropy, i.e, birefringence and 
dichroism, in magnetic fluids are due to the 
field-induced mechanical anisotropy of the 
sample is well established. 

2.1.2- Circular Birefringence and 
Transmission of Light 

Faraday rotation is defined as the rotation 
of the direction of polarization of a plane 
polarized electromagnetic wave around its 
propagation direction. This is usually 
explained in terms of the difference in the 
indices of the two circularly polarized 
components, R- state and L -state. Faraday 
ellipticity, however, is a measure of the 
difference between the amplitudes of these 
two circularly polarized states. 

Faraday rotation, Faraday ellipticity and 
the transmission of light through a magnetic 
fluid were investigated by some workers in 
the field [54-56, 58, 29].  

Taketomi [54] studied the absorption of 
light in thin films of magnetic fluids. 
Taketomi used two different concentrations 
and two different thicknesses. It was shown 
that the absorption increases with 
concentration and thickness.  

Davies et al. [55] has studied the 
transmission of microwaves through magnetic 
fluids and showed that the transmission 
follows a Langevin- type behavior with the 
field similar to the magnetization of the fluid.  

Davies and Llewellen [56] have measured 
Faraday rotation in highly diluted samples of 
Fe3O4 and Co particle magnetic fluid. Again 
their results suggested a Langevin-type 
behavior similar to the magnetization of the 
samples. From their results they concluded 
that Faraday rotation is governed by the 
magnetization of the samples. 
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Rousan et al. [58] has investigated the 
dependence of the transmission of light on the 
applied field and the concentration of the 
sample. In this investigation the propagation 
of light is parallel to the applied field. The 
transmission coefficient R defined as the ratio 
of increase in the intensity of the transmitted 
light at a magnetic field H to the intensity of 
the transmitted light at zero applied fields was 
measured for samples with different 
concentration, and for samples of the same 
concentration but with different surfactant 
contents. Furthermore, the coefficient R was 
measured for the same sample but at two 
different thicknesses. Their results show that 
R follows a Langevin-type behavior i.e., 
increasing almost linearly with the field at 
low fields then gradually at intermediate 
fields tending to saturate at high fields. 
However Swapna et al. [29] in their recent 
study on the transmission of light have used a 
different configuration. In their configuration 
the propagation of light is normal to the 
applied magnetic field. Swapna et al. [26] 
results show that the transmission of light 
decreases with the applied field steeply at low 
fields and then gradually at intermediate 
fields reaching almost a constant value at high 
fields. It is important to mention that the 
results of Swapna et al. [29] and those of 
Rousan et al. [59] are almost mirror image of 
each other about the field axis. Both of these 
two groups attributed the change in the 
transmission to the agglomeration and chain 
formation in the magnetic fluid. Rousan et al. 
suggested that due to the chain formation 
under the application of magnetic fields, the 
scattering cross-sectional area of the particles 
decreases and the sample is arranged 
mechanically allowing for the “channeling” 
of light in a direction parallel to the applied 
field. Therefore, the transmission increases 
with the field. Using similar ideas but 
increasing the scattering cross sections and 
partial “blocking” instead of “channeling” the 
decrease in the transmission observed by 
Swapna et al. [29] may be explained. In their 
work, Rousan et al [58] has measured the 
transmission of light for the same sample at 
two different thicknesses 0.2 and 1 mm. The 
results in Fig.8 show that the transmission 
coefficient R for the thick sample is much 
higher than that for the thin sample. 
Furthermore, they show that R reaches 

saturation in the thin sample while it is still 
increasing appreciably for the thick sample. 

 
FIG. 8. Transmission coefficient versus applied 

field at two different thicknesses. 

 

This behavior is attributed to the 
“premature” saturation of the chains in the 
thin samples.  

The same workers have also measured the 
transmission coefficient in three samples with 
the same particle concentration, same liquid 
carrier but with slightly different surfactant 
contents.  

Their results presented in Fig.9 show that 
the higher the surfactant content in the sample 
is, the lower the transmission coefficient is 
and the faster it approaches saturation.  

These results may be explained as follows: 
decreasing the surfactant content of the 
sample breaks the balance between the 
attractive interactions and the repulsive 
interaction in favor of the attractive ones. 
Thus the possibility of chain formation is 
increased [30] and consequently, the 
transmission is increased.  

The concentration and field dependence of 
Faraday rotation was thoroughly investigated 
by Yusuf and co-workers [58-61] by studying 
samples with saturation magnetization (6-100 
kA/m). 
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FIG. 9. Transmission coefficient (R) versus field 

for different surfactant contents. 

Fig.10 shows Faraday rotation, β  for 
samples with saturation magnetization (6-25 
kA/m) and thickness of 1 mm. The results 
show that β  follows a Langevin-type 
behavior that is increasing sharply with the 
field at low fields and tends to saturate at high 
fields similar to the magnetization of the 
samples. Furthermore the results also show 
that β  increases with the concentration of the 
sample and tends to saturate at higher fields 
for higher concentrations. 

Faraday rotation β  was measured for two 
identical samples but with two different 
thicknesses. The results are presented in 
Fig.11. 

The results show that Faraday rotation in 
the thick sample is larger than that in the thin 
sample and surprisingly it saturates at fields 
for the thicker sample higher than those 
needed to saturate it for the thinner sample. 

Faraday rotation β  was also measured for 
samples of the same concentration but with 
slightly different surfactant contents. The 
results are shown in Fig.12. 

The results show that Faraday rotation 
increases with decreasing surfactant contents 
and saturates at higher fields when the 
surfactant content is decreased as was 
previously explained. 

 
FIG. 10. Faraday rotation versus field for different 

saturation magnetization. 

If Faraday rotation is only governed by the 
magnetization of the sample then the 
saturation will take place at practically the 
same applied field for the same sample 
regardless of the thickness of the sample. The 
difference in the saturation field is attributed 
to the chain formation in the sample. As was 
mentioned above, chain formation may 
prematurely saturate in thin samples due to 
the physical limitation imposed on the 
sample.  

 
FIG. 11. Faraday rotation versus applied field at 

two different thicknesses. 
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FIG. 12. Faraday rotation versus field for different 

surfactant contents. 

As will be shown in the section on the 
temperature dependence of magneto-optical 
effects, a weak Faraday rotation is still 
observed in the frozen magnetic fluid when 
chain formation is physically prohibited. It is 
therefore believed that both magnetization 
and chain formation contribute to the Faraday 
rotation in magnetic fluids; and here we 
attempt to separate these two contributions. 

Usually, for a homogeneous colloidal 
suspension of single domain fine 
ferromagnetic particles, the Faraday rotation 
is given by: 

S
M M

HMCH )()( =β                    (1) 

where )(HMβ  is the Faraday rotation at 
magnetic field H , )(HM  is the 
magnetization of the sample at magnetic field 
H , SM  is the saturation magnetization of 
the sample and C is a constant. 

In order to explain the results presented in 
Figs. (8, 9, 11-12), Yusuf and co-workers 
[60], introduced a new term to the Faraday 
rotation, β  by invoking the Verdet law. This 
term which is due to the chain formation is 
given by: 

)()( HVHlHC =β         (2) 

where )(HCβ  is the Faraday rotation due to 
the chain formation, H  is the ‘local’ field, 

)(Hl  is the chain length at field H  and V is 
the Verdet constant. 

The total Faraday rotation β  is then given 
by: 

)()()( HVHl
M

HMCH
S

+=β                   (3) 

Since both the magnetization of the 
sample and the chain formation for weakly 
interacting system follow a Langevin- type 
behavior, Faraday rotation β  is assumed to 
follow a Langevin- type behavior expressed 
as: 

)()( aHLH Sββ =                    (4) 

where Sβ  is the saturation Faraday 
rotation, and a  is a parameter that is 
saturation magnetization dependent.  

The values of Sβ  are graphically obtained 
by plotting the inverse of β  against the 
inverse of the magnetic field H. By plotting 
the reduced Faraday rotation ( Sββ ) versus 
magnetic field, Yusuf and co-workers [60] 
showed that for a given reduced Faraday 
rotation the magnetic field is higher for higher 
saturation magnetization which implies that 
the parameter a  is lower for higher saturation 
magnetization. Furthermore, they have 
obtained the parameter, a  from the linear 
part of the reduced Faraday rotation curves 
and showed that it is inversely proportional to 
the saturation magnetization. 

In the experimental work of Yusuf and co-
workers, Faraday rotation was measured 
using electromagnetic waves of wavelength (λ 
= 600 nm) which is at least three orders of 
magnitude less than the chain length. 
Consequently, the local field felt by the 
electromagnetic waves is practically constant 
and thus the contribution to Faraday rotation 
due to chain formation particularly at high 
fields is constant. Accordingly, Faraday 
rotation β  is written as: 

C
M

HMC
S

′+=
)(β                    (5) 

where C ′  is the maximum contribution of the 
chain formation to the Faraday rotation. 
Plotting β  versus ( SMHM )( ), C ′  is 
obtained for different samples with different 
saturation magnetization and it is found to be 
linear with saturation magnetization. Noting 
that C ′  is a constant multiplied by the chain 
length, it is obtained that the chain length is 
linearly proportional to the saturation 
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magnetization, in agreement with the 
experimental results on chain formation 
obtained by Yusuf [28]. 

2.2- Field and Concentration 
Dependence of Magneto-Optical Effects  

The results on the field dependences of 
magneto-optical effects show that a given 
magneto-optical effect, being birefringence, 
dichroism, transmission, Faraday rotation or 
Faraday ellipticity increases sharply and 
almost linearly with the field at low applied 
fields, then gradually at intermediate fields 
approaching saturation at high fields. The 
degree of polarization, D, of a partially 
polarized light defined as the ratio of the 
intensity of the polarized component to the 
total intensity of light also behaves with the 
field in a similar manner.  

This behavior is assumed to follow a 
Langiven-type behavior at low concentration 
(weak interactions) and a modified Langiven 
behavior at higher concentration of the 
samples (stronger interactions). This behavior 
of magneto-optical effects with the field is 
similar to the behaviors of both magnetization 
and chain formation. This general trend is 
explained in terms of two competing effects, 
the orienting effect (magnetic orientation or 
physical orientation) of the applied field that 
tends to align the particles magnetically or 
physically in the field direction; and the 
randomizing effect due to thermal agitation 
which tends to disrupt the alignment in the 
field direction. 

The concentration dependence of most 
magneto-optical effects was investigated by 
many workers in the field. All experimental 
results show that magneto-optical effects 
increase with the concentration. Furthermore, 
the results show that samples with higher 
concentrations saturate at higher fields. Yusuf 
[78] has investigated the concentration 
dependence of birefringence and dichroism; 
and found that both birefringence and 
dichroism are linear with concentration in the 
range of concentration (low concentration) 
used. These results are consistent with the 
results obtained on chain formation versus 
concentration. Furthermore they are also in 
agreement with the theoretical prediction of 
Fredriq and Houssier [79] for diluted samples. 

For Faraday rotation, Faraday ellipticity, 
the transmission of light and the degree of 
polarization, nothing is found in the literature 
to indicate a linear dependence on the 
concentration of the samples. Furthermore, it 
is not expected to have such a linear 
dependence because both Faraday rotation 
and Faraday ellipticity are affected by the 
magnetization of the sample as well as by the 
chain formation.  

However, although the transmission of 
light is not affected by magnetization and is 
only affected by the chain formation and the 
reduction of geometrical shadowing of the 
particles; and because the reduction of the 
geometrical shadowing may not be linear with 
concentration, the transmission is found not to 
be linear with concentration.  

Although for low concentration samples, 
one expects the degree of polarization to 
increase at least linearly with concentration, 
the results [70] show that the degree of 
polarization at a given applied field is not 
linear with concentration, and most of the 
values lie below the straight line with slope 1. 
This may be explained in terms of the 
depolarization caused by more scattering in 
samples with higher concentrations due to 
much larger numbers of particles.  

2.3- The Wavelength Dependence of 
Magneto-Optical Effects 

The wavelength dependence of most 
magneto-optical effects has been investigated 
by some workers in the field. The wavelength 
dependence for Faraday rotation, Faraday 
ellipticity, birefringence, dichroism and the 
degree of polarization is presented in the next 
subsections.    

2.3.1- Faraday Rotation and Faraday 
Ellipticity 

The wavelength dependence of Faraday 
rotation and Faraday ellipticity was 
theoretically studied by Hui and Stroud [62]. 
Hui and Stroud have presented a theory of 
Faraday rotation and Faraday ellipticity of a 
dilute suspension of small particles embedded 
in a host carrier. They considered the 
dielectric function of the Faraday active 
particles to be a complex, frequency-
dependant tensor and considered the dielectric 
function of the host liquid to be a scalar 
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function. Hui and Stroud used the Maxwell-
Garnet [63] approximation to calculate the 
effective dielectric tensor of the suspension in 
terms of those of the particles and the liquid, 
and the volume fraction of the particles in the 
suspension. From the calculated dielectric 
tensor, they have determined the frequency 
dependence of Faraday rotation and Faraday 
ellipticity of the magnetic fluid. Their 
calculated results for Faraday rotation and 
Faraday ellipticity are presented in Figs.13 
and 14, respectively. 

 
FIG. 13. Faraday rotation versus frequency, 

normalized to plasma frequency, calculated in 
[62]. 

 
FIG. 14. Faraday ellipticity versus frequency, 

normalized to plasma frequency, calculated in 
[62]. 

Experimentally, the wavelength 
dependence of Faraday rotation and Faraday 
ellipticity was investigated by Yusuf and co-
workers [64, 65]. 

The results are presented in Figs.15 and 
16, respectively. As can be seen from the 
Figs.13-16 a good agreement between the 
calculated and measured results is found. 
However, the relative width of the resonance 
in the experimental results is wider than that 
in the calculated results.  

 
FIG. 15. Faraday rotation versus frequency υ 

(experimental). 

This may be attributed to the fact that in 
the calculation, Hui and Stroud have only 
considered mono dispersed spheres of equal 
size. While in reality the dispersed particles 
have shape and size distributions. 
Furthermore, due to the application of an 
external magnetic field agglomeration and 
chain formation are bound to occur in the 
sample. These results seemingly indicate that 
agglomeration and chain formation play a role 
in the Faraday rotation and Faraday ellipticity 
in magnetic fluids. 

2.3.2- Birefringence and Dichroism 

Llewellen [66] has studied the wavelength 
dependence of birefringence and dichroism 
and successfully explained his experimental 
results in terms of Wiener theory [67] only 
after taking into account the absorption of 
light by both the particles and the liquid 
carrier which is equivalent to considering the 
dielectric functions to be complex.  
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FIG. 16. Faraday ellipticity versus frequency ν 

(experimental) 

Yusuf et al. [68] has also investigated the 
wavelength dependence of birefringence and 
dichroism in the range of wavelengths (372.5-
694.3 nm) and in a magnetic field range (0-
500 kA/m). Figs. 17 and 18 show 
birefringence and dichroism versus field 
measured at different wavelengths. 

Figs. 19 and 20 show birefringence and 
dichroism versus the wavelength of the 
electromagnetic waves.  

Kooij et al. [57] using transmission 
ellipsometry has investigated the wavelength 
dependence of birefringence and dichroism 
but for a narrower range of wavelengths. 

Their results are in good agreement with 
the results of Yusuf et al. for the range of 
wavelengths common in both works.  

2.3.3- Degree of Polarization 

Polarization effects in magnetic fluids are 
a consequence of the chain formation in the 
fluid. Since most magneto-optical effects are 
dependent on the polarization state of the 
electromagnetic waves used, it is informative 
to investigate the polarization effects of 
magnetic fluids under the application of 
magnetic fields. The occurrence of chain 
formation in magnetic fluids, though the 
chains are irregular in length and thickness, 
allows for thinking off the sample in terms of 
a wire grid polarizer. Natural (un-polarized) 
electromagnetic waves when transmitted 

through a wire grid emerge partially polarized 
with a given degree of polarization D. 

 
FIG. 17. Birefringence versus measuring field for 

different wavelengths.  

 
FIG. 18. Dichroism versus measuring field for 

different wavelengths 
 

The wavelength dependence of the Degree 
of polarization in magnetic fluids has been 
investigated by Yusuf et al. [70].  
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FIG. 19. Birefringence versus wavelength at two 

measuring field 

 
FIG. 20. Dichroism versus wavelength at two 

measuring field. 

Figs. 21 and 22, show the degree of 
polarization, D, measured at different 
wavelength plotted versus magnetic field for a 
magnetic fluid sample with φ  =1.19 × 10-3. 
The wavelengths λ used in this work ranges 
between 366- 905 nm [68].  

The results show that D increases with 
decreasing wavelength for λ ≥ 488 nm 
exhibiting a peak at λ = 488 nm and then 
decreases with further decrease of wavelength 

 
FIG. 21. Degree of polarization versus measuring 

field for different wavelengths. 

 
FIG. 22. Degree of polarization versus measuring 

field for different wavelengths. 

 
FIG. 23. Degree of polarization measured at 

various fields versus frequency. 
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In Fig.23 the degree of polarization is 
plotted versus frequency. The results show 
that D increases with frequency for 
frequencies ν < 6 x 1014 Hz exhibiting a peak 
at ν = 6 × 1014 Hz, then decreases with higher 
frequencies. The degree of polarization like 
other magneto-optical effects, exhibits a 
resonance peak with frequency. 

Yusuf and coworkers [68] attributed this 
behavior to the variation in the absorption of 
light with electric field vectors parallel and 
perpendicular to the applied magnetic field 
with the frequency of the light used; and to 
the difference in the absorption of these two 
components. For light propagating normal to 
the applied magnetic field, the Zeeman 
interaction results in three lines: a non-shifted 
(ν = νo) line with its electric field parallel to 
the applied magnetic field and two shifted 
lines with their electric fields normal to the 
applied magnetic field and with frequencies   
ν = νo ± ∆ν where ∆ν is the change in 
frequency due to the Zeeman effect. The 
absorption of these lines peaks at their 
perspective frequencies, i.e. at νo and νo ± ∆ν. 
Fig. 24 shows the three Zeeman lines and 
their resonance absorptions. Therefore, 
starting with a frequency ν < νo - ∆ν and by 
increasing the frequency, the first absorption 
line at νo - ∆ν for the first transverse state is 
reached and then the transverse component is 
absorbed more than the longitudinal one 
resulting in partially polarized light. With 
further increase in frequency the second 
absorption line at νo for the longitudinal 
component is reached and then the 
longitudinal component will be absorbed 
more than the transverse component, again 
resulting in partially polarized light. 
However, it is important to note that the 
height of the absorption line for the 
longitudinal component is twice that for the 
transverse component. 

As a result, the degree of polarization 
increases with frequency in the range (νo - ∆ν) 
< ν < νo reaching a peak at νo. Increasing the 
frequency above νo moves the system away 
from the absorption line at ν = νo to third 
absorption line at ν = νo + ∆ν for the second 
transverse component, and consequently the 
degree of polarization decreases. 

 
FIG. 24. Zeeman lines and their resonance 

absorptions.  

Although, the Zeeman effect for one single 
particle, produces partially polarized light, but 
for an ensemble of randomly oriented 
particles one expects to have zero degree of 
polarization as a result of the superposition of 
a very large number of incoherent light waves 
partially polarized with their planes of 
polarization randomly oriented. As the results 
show, the degree of polarization is zero under 
zero applied magnetic fields and consequently 
it is suggested that agglomeration and chain 
formation play an important role in the 
polarization effects in magnetic fluids.  

2.4- The Temperature Dependence of 
Magneto-Optical Effects 

The temperature dependence of magneto-
optical effects was investigated by many 
workers in the field. This dependence and its 
investigation have provided more 
understanding of the origin of magneto-
optical effects. Taketomi et al. [33-35] has 
studied the birefringence in the temperature 
range 290-350 K, well above the melting 
point of the liquid carrier, and found that 
birefringence follows a generalized Curie-
Weiss type behavior associated with positive 
ordering temperatures.  

Yusuf and co-workers [18-21, 41, 42] 
have also investigated the temperature 
dependence of most magneto-optical effects 
in the temperatures range (100-325 K). This 
range started from temperatures well below 



Magneto-Optical and Magneto-Dielectric Anisotropy Effects in Magnetic Fluids 

 15

the melting point of the liquid carrier to 
temperatures well above the melting point of 
the liquid carrier.  

The results of the temperature dependence 
of Faraday rotation and the transmission of 
light are presented in Figs. 25 and 26. The 
results show that below a given temperature 
(T = 125 K), the transmission of light, dose 
not change by applying a magnetic field from 
its value at zero applied field.  

However, the Faraday rotation for these 
temperatures increases linearly with the field. 
Noting that in this temperature range, the 
magnetic fluid is in the frozen state and hence 
the chain formation is physically prohibited, 
again suggests that the transmission of light is 
controlled mainly by the chain formation 
while Faraday rotation has two components 
one is controlled by the magnetization and the 
other is due to the chain formation in the 
fluid. Furthermore, the results show that 
around 150 K the transmission of light starts 
to increase with the applied field and that 
Faraday rotation also starts to increase with 
the field but not linearly. Above this 
temperature, both the transmission and 
Faraday rotation follow Langiven-type 
behavior with the applied field with values 
depending on the temperature at which 
measurements are taken.  

 
FIG. 25. Transmission versus applied magnetic 

field at different temperatures. 

The results on the temperature dependence 
of the transmission of light and Faraday 
rotation are presented in Figs. 27 and 28, 
respectively. The results show that below 150 
K, the change in the transmission of light is 
zero and Faraday rotation is very weak. For 
temperatures just above 150 K both the 
transmission and Faraday rotation increases 
slowly with temperature and around T = 200 
K they both start to increase sharply with 
temperature exhibiting a cusp-like peak at T = 
225 K. Above this temperature both the 
transmission and Faraday rotation decrease 
with temperature following a generalized 
Curie-Weiss type behavior with negative 
ordering temperatures. 

 
FIG. 26. Faraday rotation versus applied magnetic 

field at different temperatures. 

 
FIG. 27. Transmission versus temperature at 

different applied magnetic field. 
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FIG. 28. Faraday rotation versus temperature at 

different applied magnetic field. 

The observation of negative ordering 
temperatures is in agreement with our 
magnetic measurements carried on the same 
samples. They are also in agreement with the 
results of Popplewell et al. [71] obtained for 
magnetization on Fe3O4 magnetic fluid. 
Studies by Soffge and Schmidbauer [72] 
indicated a Curie-Weiss type behavior with 
negative ordering temperatures and have 
shown two regions of linearity; one at low 
temperatures yielding a negative ordering 
temperatures and the other at high 
temperatures yielding a positive ordering 
temperatures.  

The general temperature dependence of 
magneto-optical anisotropy effect, i.e., 
birefringence and dichroism was thoroughly 
investigated by Yusuf and coworkers [18, 19, 
40, and 41] in the temperature range 100-320 
K. Both birefringence and dichroism were 
absent for temperatures lower than ~ 150 K. 
For temperatures just above 150 K both 
birefringence and dichroism are detected and 
with further increase of temperature, sharp 
increase in both was detected reaching a cusp 
like maximum at around ~ 200 K. With 
further increase of temperature both 
birefringence and dichroism decreases with 
temperature.  

Typical results for the birefringence and 
dichroism are shown in Figs. 29 and 30. The 
general temperature dependence of the 

magneto-optical anisotropy effect will be 
addressed and discussed in the next section.  

Here the Curie-Weiss type behavior will 
be discussed in connection with the chain 
formation in the magnetic fluids. 

To explain the Curie-Weiss behavior in 
the magneto-optical effects, Yusuf and co-
workers [19] invoked the dependence of these 
effects on the chain formation and proposed a 
two-dimensional model based on the 
Boltzmann distribution. They have assumed 
that the probability that the magnetic axis of a 
given particle makes an angle θ with the 
applied magnetic field follows a Boltzmann 
distribution, i.e., 

)exp()(
kT
UcP −

=θ        (6) 

where U  is the particle potential energy 
which consists mainly of two contributions, 
namely that is due to the applied field and that 
is due to the dipole-dipole interaction, c  is a 
constant, T  is the absolute temperature and 
k  is the Boltzmann constant. 

 
FIG. 29. Birefringence versus temperature at 

different measuring fields 

The number of particles aligned in a given 
direction is given by the product of the 
probability )(θP  and the total number of 
particles, N  in the sample. Hence the 
effective total chain length, l  in a given 
direction is expressed as follows: 
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)exp(
kT
UdNcl −

=        (7) 

where d is the mean particle diameter.  

The chain lengths, ||l  parallel to the field 

direction and, ⊥l  perpendicular to the field 
direction are of particular importance in 
regard to induced magneto-optical anisotropy 
in magnetic fluids. These two chain lengths 
for the case of negligible dipole- dipole 
interactions i.e. in weak samples are given by: 

kT
HdNcl µexp(|| = )       (8) 

And 

dNcl =⊥         (9) 

 
FIG. 30. Dichroism versus temperature at different 

measuring fields. 

The difference in the chain length in the 
two directions is given by: 

}1){exp( −=
kT
HdNcl µ∆     (10) 

and when Hµ << kT , it is reduced to: 

)(
kT
HdNcl µ∆ =      (11) 

Assuming that the induced birefringence 
n∆  is proportional to l∆ , then, the 

birefringence is, within a constant, given by: 

kT
HdNcn µ∆ =                   (12) 

It is seen from Eq. 12 that the 
birefringence, n∆  for high temperature or 
low fields, follows a Curie type law.  

When the intrinsic dipole-dipole 
interaction is not negligible, Yusuf and co-

workers have treated the problem in an 
analogous way as is usually done in 
magnetism [70]. It is assumed that due to the 
chain formation, an internal field, in addition 
to the externally applied field, is established. 
This field is assumed to be proportional to the 
chain length. Consequently the chain lengths 
parallel and perpendicular to the field 
direction are expressed as: 

)exp(|| kT
lH

dNcl ΙΙαµ +
=     (13) 

and 

)exp(
kT
ldNcl ⊥

⊥ =
α      (14) 

Therefore, l∆  for a weakly interacting 
system and Hµ << kT , is given by: 

)(
kT

lHdNcl ∆αµ∆ +
=      (15) 

Rearrangement of eq. (15) yields the 
following expression: 

)( oTTk
HdNcl

−
=

µ∆                   (16) 

with oT , referred to as ordering temperature, 
is equal to ( kdNc α ), consequently the 
birefringence n∆ ,within a constant, is given 
by: 

)( oTTk
HdNcn

−
=

µ∆         (17) 

and hence the birefringence follows a Curie-
Weiss type behavior. Therefore, it is believed 
that the Curie or Curie-Weiss behavior of the 
magneto-dielectric anisotropy effect in 
magnetic fluids may be explained in terms of 
chain formation in the fluid. Furthermore, 
birefringence n∆  as seen from Eq. 12 and Eq. 
17 is linearly proportional to the total number 
of particles, N  in the sample which is in turn 
proportional to the concentration of the 
sample. Consequently, birefringence is linear 
with concentration.  

The general behavior of the magneto-
optical anisotropy effect with temperature has 
revealed the following basic features [16-
19,29, 30]: As is shown in Figs. 29 and 30, 
magnetic fluids do not exhibit any degree of 
optical anisotropy below a given temperature 
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TS; for T > TS, magnetic fluids start to show 
some optical anisotropy and the degree of this 
optical anisotropy increases with temperature 
reaching a maximum at a temperature Tm; and 
for T > Tm the degree of the optical anisotropy 
decreases with temperature. In addition to 
those basic features it was found that for a 
given concentration of the magnetic fluid both 
TS and Tm decrease with the applied 
measuring field being the lowest for the 
highest field as is shown in Figs. 31 and 32 
[41, 42]. 

 
FIG. 31. Birefringence versus temperature at 

different measuring fields. 

 
FIG. 32. Dichroism versus temperature at different 

measuring fields. 

It is also found that for a given measuring 
field both TS and Tm increase with the 
concentration of the magnetic fluid being the 
highest for the highest concentration as is 
presented in Figs 33 and 36 [41, 42]. 
Furthermore, it has also been shown that Tm 
depends on the carrier used in the magnetic 
fluid [20] such that the lower the viscosity 
and melting point of the carrier are, the lower 
Tm is as is seen in Fig. 35.  

 
FIG. 33. Birefringence versus temperature for 

different volumic fractions. 

 
FIG. 34. Dichroism versus temperature for 

different volumic fractions. 

 
FIG. 35. Birefringence versus temperature at 

measuring field of 7.16 kA/m for different 
liquid carriers. 

These basic features are basically 
explained in terms of two competing effects, 
mainly an orienting effect due to the 
application of the external field and the 
randomizing effect due to thermal agitation. 
Furthermore, as will be shown in the last 
sections of this article, these basic features 
have been successfully obtained using 
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numerical calculations based on these two 
competing effects. 

The orienting effect is achieved through 
either the rotation of the magnetic moments 
of the particles within the particles while the 
particles remain fixed in their configuration 
(Neél relaxation mechanism) or through the 
physical rotation of the particles while the 
magnetic moments are fixed in the easy 
direction of the particles (Brownian relaxation 
mechanism).  

The first mechanism will produce 
magnetic anisotropy but no mechanical 
anisotropy in the sample while the second 
mechanism will produce both mechanical and 
magnetic anisotropy. 

As was stated earlier, the magneto-optical 
anisotropy effect is mainly due to the induced 
mechanical anisotropy caused by the 
agglomeration and chain formation in the 
sample. Consequently, the magneto-optical 
anisotropy effect will appear only when the 
induced mechanical anisotropy is present in 
the sample. Therefore, it is important to 
review the mechanism through which the 
particles will orient themselves with the 
applied field. 

The magnetic moments of the colloidal 
particles in magnetic fluid may reach thermal 
equilibrium via two distinct mechanisms. The 
first is the N ele′  relaxation in which the 
magnetic moments of the particles rotate 
against the existing anisotropy barrier ∆E in a 
time Nτ  given by [36]:  

)exp(]][
2

[ 21

Tk
KV

KV
Tk

K
M

B

Bsb
N αγ

τ =    (18) 

where α  is an attenuation factor, γ  is the 
gyromagnetic ratio, K  is the effective 
anisotropy constant, V  is the magnetic 
volume of the particle, Bk  is the Boltzmann 
constant, sbM  the saturation magnetization of 
bulk material, and T is the absolute 
temperature.  

The second, mechanism is the Brownian 
relaxation in which the particles rotate 
physically so that their easy axes align with 
the field while the magnetic moments are held 
fixed in the direction of the easy axis in a time 

Bτ  given by [36]: 

Tk
sV

B
B

′
=

ητ 3          (19) 

where η  is the viscosity of the magnetic 
fluid, V ′  is the hydrodynamic volume of the 
particle and s  is a geometrical factor ( s  = 1 
for spherical particles). 

The dominant relaxation mechanism is the 
one with the shorter relaxation time. As can 
be seen from Eq. 28 the N ele′ relaxation time 
grows exponentially with the magnetic 
volume, therefore, only small particles may 
relax via the N ele′ relaxation mechanism.  

In magnetic fluids, there is always a size 
distribution of the particles, consequently a 
volume for which BN ττ =  exists. This 
volume is known as the Shliomis volume, sV  
[36, and 37]. 

Only particles with V  > sV  will relax via 
the Brownian mechanism, thus contributing to 
the optical anisotropy. It is, therefore, 
necessary to determine the Shliomis volume, 

sV . This is accomplished by equating the two 
relaxation times and assuming V  = V ′  
yielding the following transcendental relation: 

sbM
qq αγη6)exp(2

3
=

−      (20) 

where )( TkKVq B= . The relation in Eq. 20 
is numerically solved for the Shliomis 
volume, sV . As seen from this equation, the 
viscosity,η , is the determining factor for the 
Shliomis volume at a given temperature and 
therefore it is necessary to state some 
relations related to the viscosity of a magnetic 
fluid. 

It is well established that the viscosity of a 
magnetic fluid varies with the concentration 
of the magnetic particles, the applied field, 
temperature and inter-particle interactions. 
The viscosity of a non-aggregating, highly 
diluted (φ << 0.1) colloidal suspension is 
approximated by the Einstein formula [37]: 

)5.21( φηη += o      (21) 

where oη  is the viscosity of the liquid carrier 
and. φ  is the concentration of the sample. 
For φ ~ 0.1, the viscosity starts to deviate 
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from linearity and for φ  = 0.3 the viscosity 
increases sharply with a pronounced 
nonlinear behavior. 

The exact functional dependence of the 
viscosity on temperature is not well defined, 
but for a qualitative discussion the viscosity 
(may be expressed as [39, 40]: 

oo TT
B
−

=)ln(
η
η  oTT ≈     (22) 

n
o T

B′
=)ln(

η
η   T > oT     (23) 

where B  and B′  are characteristic positive 
constants, oT  is a temperature below the 
melting point of the colloid, and n  is a 
constant, usually taken to be larger than one. 

For a colloidal suspension, Eq. 23 will be 
applied in the liquid region. 

It is relevant to mention that the viscosity 
of magnetic fluids depends not only on the 
applied magnetic field but also on its 
direction [36]. 

It is worth mentioning that at low fields 
the transverse and longitudinal components of 
the magnetization have the same relaxation 
time which is Bτ . For high fields, however, 
the relaxation time for the longitudinal 
component is still equal to Bτ , while that for 
the transverse component ⊥τ is given by [38]: 

p
Bττ

2
=⊥       (24) 

where TkVHMp Bsboµ=  

The magnetic particles in the fluid may 
have intrinsic optical anisotropy due to their 
anisotropic shapes, although the magnetic 
fluid under zero fields will have no optical 
anisotropies due to the random orientation of 
the particles in the fluid. When an external 
magnetic field is applied to the fluid, induced 
optical anisotropy results as a consequence of 
the orientation of the particles and to the field 
induced chain formation.    

The optical anisotropy of a uniaxial single-
domain particle suspended in a nonmagnetic 
liquid carrier under the application of an 
external magnetic field was treated by 
Hartmann and Mende [16, 17] and Scholten 

[14, 15]. In a carrier liquid with isotropic, real 
refractive index no this optical anisotropy is 
given by [14-17] 

),()~~(2),(~ qpgg
n

HTn ba
o

Φκε∆ −=     (25)  

where ag~  and bg~  are the complex 
polarizabilities of the magnetic particles, 
which are usually given as: 
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where pn~ is the anisotropic refractive index of 

the particle, and iN  is the demagnetization 
coefficient which depends only on the axial 
ratio ( ba ) of the particle. ),( qpΦ , is an 
orientation function usually expressed as a 
product of two functions, i.e. 

)()(),( pfqqp ξΦ =      (27) 

where )(qξ  represents the coupling between 
the magnetic moment of the particle and its 
easy axis and is usually expressed as: 

2
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)()exp((

4
3)(

21
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−
=
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qIqq

q
qξ    (28) 

where  

∫=
q

o

dxxqI )exp()( 2      (29) 

The function f (p) is given by: 

])(31[)(
p

pLpf −=      (30) 

where )( pL  is the Langevin function, and 
TkVHMp Bsboµ= . 

The birefringence, n∆  and dichroism, 
A∆ , are obtained from the real and imaginary 

parts of the optical anisotropy, n~∆ , i.e., 

),()~~Re(2 qpgg
n

n ba
o

Φκε∆ −=     (31) 

And 

),()~~Im(2 qpgg
n

A ba
o

Φκε∆ −=                 (32) 
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When the particle size distribution is taken 
into consideration, the total birefringence, 

Tn∆ , and total dichroism TA∆  will be given 
by: 

∫
∞

=
sV

T dVVnFn )(∆∆      (33) 

and 

∫
∞

=
sV

T dVVAFA )(∆∆      (34) 

where )(VF  is a suitable particle size 
distribution often taken as a log-normal 
distribution, and sV , is the Shliomis volume 
which is obtained by solving Eq. 20 
numerically. 

The basic features observed for the 
magneto-optical anisotropy effect against 
temperature are explained as follows: For 
temperatures below TS, the magnetic fluid is 
in the frozen state with infinite viscosity and 
hence the particles are blocked against the 
physical rotation resulting in no mechanical 
anisotropy in the sample and consequently the 
absence of the magneto-optical anisotropy. 
When the temperature reaches, ST , (the slurry 
state temperature) some of the particles are 
unblocked and orient themselves in the field 
direction producing some degree of 
mechanical anisotropy and as a result 
magneto-optical anisotropy appears. 
Increasing the temperature near TS results in a 
sharp decrease in the viscosity of the sample 
allowing more particles, in large numbers, to 
be unblocked and orient themselves in the 
field direction and thus an increase not only in 
the number of chains but also in their lengths 
leading to sharp enhancement of the optical 
anisotropy. Further increase of temperature 
still results in reducing the viscosity of the 
sample and thus increases the chances for 
unblocking the particles. But increasing the 
temperature has also another effect that is a 
randomizing effect which results in 
disorienting the particles and thus in reducing 
the optical anisotropy.  

It is the competition between these two 
effects that determines whether the optical 
anisotropy will increase or decrease. For 
temperatures above ST  and below some 

temperature mT the unblocking effect is the 
dominant one and the optical anisotropy 
increases till it reaches a maximum at mT . By 
increasing the temperature above mT  the 
balance is disturbed and the randomizing 
effect becomes more effective though the 
unblocking effect still plays a role but with 
smaller number of particles. As a result the 
optical anisotropy starts to decrease with 
temperature for T > mT .  

Increasing the measuring magnetic field 
increases the magnetic torque exerted on each 
particle in the sample and consequently the 
particle will be able to rotate against a higher 
viscous torque, i.e., at a lower temperature 
than that for a weaker applied field. Hence the 
unblocking of particles starts at a lower 
temperature, and the optimum condition 
(temperature) will be lower. Therefore, the 
temperatures at which the onset and the 
maximum of the optical anisotropy, occur, 
decrease with increasing the applied magnetic 
field. 

Increasing the concentration of sample, 
results in increasing both the viscosity and the 
melting point of the sample. It is obvious that 
increasing the viscosity and melting point of 
the sample results in increasing both ST  and 

mT .  

Using liquid carriers having different 
initial viscosities leads to changing the 
position of both TS and Tm such that the lower 
the initial viscosity is the lower both these 
two temperatures are.  

The arguments that would be used to 
explain the effect of concentration and 
viscosity on the position of ST  and mT  are 
similar to those used to explain the effect of 
the measuring field. 

3-Magneto-Dielectric Anisotropy 
Effects in Magnetic Fluids 

The magneto-dielectric effect in magnetic 
fluids has been investigated by many workers 
both experimentally and theoretically [43-53]. 
The experimental investigations were based 
on impedance measurement techniques where 
the magnetic fluid is placed in a capacitor. 
Measurements of the impedance parameters 
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such as the modulus and phase are carried out 
using a bridge or an RLC meter [43-50]. It is 
known that impedance measurement 
techniques suffer some serious disadvantages 
such as electrode effects, parasitic 
impedances, skin depth and accuracy-related 
problems.  

On the theoretical side, Monte Carlo 
simulations were used to calculate the 
magneto-dielectric effect [51-53]. 

Stroud and co-workers [62] have 
calculated some magneto-optical effects 
(Faraday rotation and Faraday ellipticity) by 
determining the dependence of the off-
diagonal elements of the permittivity tensor 
on field, temperature and frequency. Their 
findings were experimentally verified by 
Yusuf and coworkers [64, 65].  

Using the opposite approach Llewellyn 
[66] has calculated the elements of the skew 
symmetric permittivity tensor of Fe304 
particles from their simultaneous 
measurements of birefringence, dichroism, 
Faraday rotation and Faraday ellipticity in 
Fe304 particle magnetic fluids.  

Yusuf and co-workers [68, 69] have 
calculated the magneto-dielectric anisotropy 
effect in magnetic fluids from the optical 
anisotropy (i.e. birefringence and dichroism) 
measurements. They have investigated the 
field, concentration, Temperature and 
wavelength dependence of the magneto-
dielectric anisotropy effect. Both the real and 
imaginary parts of the dielectric constant seen 
by light polarized parallel or perpendicular to 
the external magnetic field are calculated. 

Determining the magneto-dielectric 
anisotropy effects using optical anisotropy 
measurements has the advantage over the 
conventional method in that it is highly 
accurate and is not affected by electrode 
effects or skin depth and parasitic 
impedances. 

The dielectric constant of a magnetic fluid 
in the absence of an external magnetic field 
exhibits no anisotropy due to the random 
orientation of the particles. Therefore, the 
dielectric constant seen by light with different 
states of polarization is the same. However, 
when a magnetic field is applied, orientation 
of particles and field-induced chain formation 
in the field direction take place leading to two 

different average lengths ||l  in the field 
direction and l^ perpendicular to the field 
direction; consequently the dielectric constant 
will exhibit some degree of anisotropy. 

The magneto-dielectric anisotropy factor 
),( ωHg  is defined as: 
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The value of this factor obtained by 
different investigators was either 1 or 2 
depending on the sample investigated [45, 48, 
49, 50]. Using their magneto-optical 
measurements, Yusuf and coworkers [68, 69] 
have shown that g  = 1 for thin samples (2-
dimensional case) and that g = 2 for thick 
samples (3-dimensional case).  

3.1- Derivation of Fundamental 
Equations 

In general, the dielectric constant of the 
magnetic fluid is complex and is written as: 

εεε ′′−′= i~       (36) 

where ε ′  andε ′′  are the real and imaginary 
parts of the dielectric constant, respectively. 
Furthermore, the index of refraction of the 
fluid is also complex and is written as: 

iknn −=~       (37) 

where n  and k  are the real index of 
refraction and the extinction coefficient, 
respectively.  

Conventionally, the dielectric constant and 
the index of refraction are related by: 

inkknn 2~~ 222 −−==ε     (38) 

When an external magnetic field is 
applied, the dielectric constant ε~  becomes 
anisotropic, thus exhibiting two different 
behaviors for light polarized parallel to the 
magnetic field direction ||

~ε  and to that 
polarized perpendicular to the magnetic field 
⊥ε

~ . Similarly, the index of refraction exhibits 
two indices ||

~n , ⊥n~ , and the extinction 
coefficient also exhibits two values ||k , ⊥k . 

Accordingly, Eq. (38) will be modified 
such that it incorporates this induced 
anisotropy. The modified equations are: 
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||||
2
||

2
|||||||| 2~ kinkni −−=′′−′= εεε    (39) 

and 

⊥⊥⊥⊥⊥⊥⊥ −−=′′−′= kinkni 2~ 22εεε    (40) 

By equating the real and imaginary parts 
in equation (39) and in equation (40), the 
following equations are obtained:  

2
||

2
|||| kn −=′ε                 (41a) 

|||||| 2 kn=′′ε                (41 b) 

and 
22
⊥⊥⊥ −=′ knε                (42 a) 

⊥⊥⊥ =′′ kn2ε                (42 b) 

The distinction between a two dimensional 
(thin) system and a three dimensional (thick) 
system is manifested in the relation joining 

||n , ⊥n  and on ; ||k , ⊥k , and ok ; where on  

and ok  are the index of refraction and 
extinction coefficient of the sample, at zero 
fields, respectively. 

For a two dimensional system Yusuf and 
coworkers [68] used the following relations: 

onnn 2|| =+ ⊥     (43a) 

and 

okkk 2|| =+ ⊥     (43b) 

However for a three dimensional sample 
they [66] used the following equations: 

onnn 32|| =+ ⊥     (44a) 

and 

okkk 32|| =+ ⊥     (44b) 

And by using the definition of 
birefringence and dichroism expressed as: 

⊥−= nnn ||∆     (45a) 

and 

⊥−= kkk ||∆     (45b) 

One gets the two sets of equations, the first 
set is applicable to the two dimensional 
sample and consists of the four following 
equations: 
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while the second set is applicable to the three 
dimensional sample and consists of the 
following equations:  
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The last two sets of equations are the 
fundamental equations for calculating the 
magneto-dielectric anisotropy effect. They 
show that magneto-dielectric effects can be 
determined from optically measured physical 
quantities such as birefringence n∆ , 
dichroism A∆ , the real refractive index on , 
and the extinction coefficient ok  (under zero 
applied fields). It is important to mention that 
these physical quantities can be measured 
with excellent accuracies, e.g. values of n∆  
and k∆  ~ 10-6 can easily be measured. 

The frequency dependence of the index of 
refraction, or the dielectric constant of matter 
(dispersion), is explained in terms of the 
distortion of the internal charge distribution 
under the influence of an applied external 
electric field. This distortion results in 
induced electric dipole moments leading to an 
induced- electric polarization. Considering 
the charge carriers to be elastically bound, the 
electric field of the electromagnetic wave 
provides the driving force of the harmonic 
oscillator. Following standard procedures for 
solving the equation of a forced damped 
oscillator, the dielectric constant is given by: 
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where oε  is the dielectric constant of free 
space, q  the charge of the charge carriers, N  
the number of free charge carriers per unit 
volume, m  the mass of the charge carrier, oω  
the natural frequency of the oscillator, ω  the 
frequency of the electromagnetic wave and γ  
a damping parameter. 

For an elongated particle, the charge 
carriers can oscillate along the easy direction 
much easier than along other directions and 
with larger amplitudes leading to more 
electric polarization in the easy direction. 
Therefore, the contribution to the dielectric 
constant of charge carriers oscillating along 
the easy axis is the dominant one. When a 
magnetic field is applied on the sample, the 
number of charge carriers, N , contributing to 
the dielectric constant becomes direction 
dependant, thus leading to an induced 
anisotropy in the dielectric constant of the 
sample. Consequently, the dielectric constant 
of the sample under an applied magnetic field 
is given by: 
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where xε
~

, yε
~ , and zε

~ are the complex 
dielectric constants seen by the 
electromagnetic waves polarized in the x , y , 
and z  directions respectively; and xN , yN  

and zN  are the number of charge carriers per 
unit volume oscillating in the x , y , and z  
directions respectively. 

In the absence of applied magnetic fields 
the densities of charge carriers oscillating in 
the three directions are equal and thus xN  = 

yN  = zN = (1/3) N , where N  is the density 
of charge carriers in the sample. 

Therefore, xε
~ , yε

~  and zε
~  are all equal to zeε~  

(dielectric constant under zero magnetic 
fields) and given by: 
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When a magnetic field H is applied in the 
z direction, the particles tend to align in the 
field direction with a probability ),( HTP  
given by: 

3
),(21),( qpHTP Φ+

=      (53) 

where ),( qpΦ  is the orientation function 
previously defined. This expression for the 
probability insures that it is (1/3) at zero field 
or very high temperatures and is 1 at very 
high fields or very low temperatures.  

Furthermore, the probability ),( HTP  at a 
given field and given temperature is the same 
for samples of different concentration in the 
low concentration case where particle- 
particle interaction is neglected. The densities 
of charge carriers are then given by: 

),( HTNPN z =      (54) 

2
),(1 HTPNNN yx

−
==     (55) 

By substituting xN  and zN  in Eq. (49) 
and Eq. (51), one gets the following 
expressions for the dielectric constant: 
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And by separating the real and imaginary 
parts in Eq. (56), Eq. (57) one obtains the 
following relations: 
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where )(1 ωf  and )(2 ωf  are given by: 
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The field-induced change in the real 
dielectric constants and that in the imaginary 
dielectric constant are then given by: 
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At a given frequency,ω , both )(1 ωf  and 
)(2 ωf  are constant and consequently, the 

field induced change in the real and 
imaginary parts of dielectric constant (at a 
given measuring field and temperature) in the 
low concentration regime is linear with the 
density number N  and thus is linear with 
concentration. The slope of this linear 
relationship is positive for the change in the 
dielectric constant, (real and imaginary parts) 
for waves polarized in the field direction and 
is negative for the change in the dielectric 
constant, (real and imaginary parts) for those 
polarized normal to the field direction. 
However, for a given sample, the field 
induced change in the real and imaginary 
parts of dielectric constant is field dependent 
since ),( HTP  is field dependent. The change 
in the dielectric constant, (real and imaginary 
parts) for waves polarized in the field 
direction is positive and increases with the 
field while this change for those polarized 
normal to the field direction negative and its 
absolute value increases with the field. 

3.2- Field Dependence of the Dielectric 
Anisotropy 

Using the first set of equations, i.e. Eq.46 
(two-dimensional case) and the data on 
birefringence and dichroism presented in 
reference [68] and the measured values on  
and ok  of the sample, the dielectric constants 

||ε  and ⊥ε  both the real and imaginary parts 
were calculated versus field. The results of 
these calculations are presented in Figs. 36 
and 37. 

The results in Figs. 36 and 37 show that at 
zero fields both ||ε  and ⊥ε  are equal. 
Applying magnetic fields on the sample 
results in a “forking behavior”, i.e., an 
increase in both the real and imaginary parts 
of ||ε  and a decrease in both the real and 

imaginary parts of ⊥ε . This forking effect is 
attributed to the chain formation in the 
direction of applied field. It is important to 
note that at any given applied field the two 
differences ( ||ε  - oε ) and ( oε - ⊥ε ) are equal 
and thus yield the value of 1 for the dielectric 
anisotropy factor g . These results are 
consistent with the theory presented in Eqs. 
66-69.  

Similarly, the change in the dielectric 
constant from the measured values of 
birefringence and dichroism for different 
samples at room temperature and wavelength 
of 633 nm, and the measured values of on  
and ok , was calculated for a three 
dimensional case using Eq. 47. The results are 
presented in Figs. 38 and 39. 

 
FIG. 36. Real parts ||ε ′  and ⊥′ε  of the dielectric 

constant versus applied magnetic field. 
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The results show similar behavior with the 
field to that for the two-dimensional case, but 
with one fundamental difference, that is the 
change in the dielectric constant for waves 
polarized in the field direction is twice the 
change (in absolute value) for waves 
polarized normal to the field direction. 
Therefore, the dielectric anisotropy factor, g , 
is 2 for the three dimensional case. 

 
FIG. 37. Imaginary parts ||ε ′′  and ⊥′′ε  of the 

dielectric constant versus applied magnetic 
field. 

 
FIG. 38. Field induced changes ||ε∆ ′  and ⊥′∆ε  

versus applied magnetic field for different 
concentrations and λ = 633 nm. 

 
FIG. 39. Field induced changes ||ε∆ ′′  and ⊥′′∆ε  

versus applied magnetic field for different 
concentrations and λ = 633 nm. 

3.3- Concentration Dependence of the 
Dielectric Anisotropy 

The concentration dependence of the 
dielectric anisotropy is calculated from the 
measured values of birefringence and 
dichroism for different samples taken at a 
given field and room temperature and 
wavelength of 633 nm; and the measured 
values of on  and ok  of these samples. The 
calculations were for a three dimensional 
sample, i.e. using Eq. 47. 

The results of these calculations for the 
change in the dielectric constant, both real 
and imaginary parts are presented in Fig. 40 
and Fig. 41. 

The results show that the change in the 
dielectric constant (real and imaginary parts) 
for waves polarized in the field direction 
increases linearly with concentration; while 
this change for those polarized normal to the 
field direction decreases linearly with 
concentration.  

Noting that the concentrations of the 
samples used are in the low concentration 
regime, this linearity is in agreement with the 
theory presented in Eqs. 66- 69. Furthermore, 
the results also show that, for all 
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concentrations, the dielectric anisotropy 
factor g  is 2. 

 
FIG. 40. Field induced changes ||ε∆ ′′  and ⊥′′∆ε  

versus concentrations for different applied 
magnetic field and λ = 633 nm 

 
FIG. 41. Field induced changes ||ε∆ ′  and ⊥′∆ε  

versus concentrations for different applied 
magnetic field and λ = 633 nm 

3.4- Temperature Dependence of the 
Dielectric Anisotropy 

The temperature dependence of the 
magneto dielectric anisotropy was calculated 
for a two dimensional case using 
measurements of birefringence and dichroism 
as a function of temperature and the measured 
values of on  and ok . The results of these 
calculations are shown in Figs. 42 and 43. 

 
FIG. 42. Real parts ||ε ′  and ⊥′ε  of the dielectric 

constant versus temperature. 

The results show that before a given 
temperature forking is not observed. Above 
such a temperature a separation between ||ε  

and ⊥ε  for both the real and imaginary parts 
is observed. Furthermore, the results show 
that both the real and imaginary parts of ||ε  

increase with temperature reaching a 
maximum at a given temperature then they 
both decrease for higher temperatures. 

However, both the real and imaginary 
parts of ⊥ε  decrease with temperature 
reaching a minimum at a given temperature 
then both, increase for higher temperatures. 
The results also show that the temperature at 
which ||ε  reaches it maximum is the same 

temperature at which ⊥ε  reaches its 
minimum. Thus the separation is enhanced by 
increasing the temperature till it reaches a 
maximum and by further increase of 
temperature the separation starts to decrease. 

Furthermore, the results also show that at 
any temperature after the separation between 

||ε  and ⊥ε , the two differences ( ||ε - oε ) and 

( oε - ⊥ε ) are equal and thus yield the value 
of 1 for the dielectric anisotropy factor g . 
This behavior of the dielectric anisotropy is 
explained in terms of the two competing 
effects, the orienting effect and the 
randomizing effect. At low temperature when 
the sample is in the frozen state, mechanical 
anisotropy does not exist in the sample 
resulting in the absence of the dielectric 
anisotropy. By increasing the temperature, 



Review Article  Yusuf and Abu-Aljarayesh 

 28

particles are unblocked and are allowed to 
rotate and orient in the field direction. 
Therefore the average projection of these 
particles in the field direction becomes larger 
than in a direction normal to the field. 
Consequently, a sort of mechanical anisotropy 
is present in the sample leading to a 
difference between ||ε  and ⊥ε . Increasing the 
temperature further results in a higher rate of 
unblocking of particles contributing to the 
dielectric anisotropy. This process continues 
till the dielectric anisotropy reaches a 
maximum at a given temperature where the 
condition of alignment and chain formation in 
the field condition is optimum. For higher 
temperature the role of thermal agitation, i.e. 
randomizing effect becomes dominant leading 
to a reduction in the mechanical anisotropy 
and thus to a decrease in the dielectric 
anisotropy. Again it is the balance between 
these two competing effects that determines 
the behavior of the dielectric anisotropy in 
magnetic fluids. 

 
FIG. 43. Imaginary parts ||ε ′′  and ⊥′′ε of the 

dielectric constant versus temperature. 

3.5- Wavelength Dependence of the 
Dielectric Anisotropy 

Measurements of birefringence were 
undertaken using a quartz lamp, and narrow 
band interference filters. Similarly, dichroism 
was measured using the same light source and 
the wavelengths were also selected by narrow 
band interference filters.  

The real part of the refractive index, on  of 
the sample under zero fields (for all 
wavelength used) is determined by measuring 
the Brewster angle. Moreover, the extinction 

coefficient ok  of the samples (for all 
wavelengths) is determined by measuring the 
transmission of light through cells of different 
optical paths filled with the sample. The cells 
are standard cells made of the same glass 
having the same thickness.  

The wavelength and concentration 
dependence of the real part of the index of 
refraction of the magnetic fluids, under zero 
fields, used are shown in Fig. 44 and Fig.45.  

The wavelength and concentration 
dependence of the extinction coefficient, 
under zero fields, of the samples used are 
shown in Fig. 46 and Fig. 47. 

 
FIG. 44. Real index of refraction, on  versus 

wavelength. 

 
FIG. 45. Real index of refraction, on  versus 
concentration 
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FIG. 46. Extinction coefficient, ok versus 

wavelength 

 
FIG. 47. Extinction coefficient, ok  versus 

concentration 

The change in both the real and imaginary 
parts of the dielectric constant was calculated 
from birefringence, dichroism; the real part of 
the index of refraction at zero fields and the 
extinction coefficient of the samples at zero 
fields. 

These calculations were undertaken for a 
three dimensional case. The results of the 
calculations, for the real part are presented in 
Fig. 48; while those for the imaginary part are 
presented in Fig. 49. The results in Fig. 48 
show that the change in the real part of the 
parallel component, ||ε , for all measuring 

fields, increases with wavelength reaching a 
maximum at a given wavelength then starts 
decreasing for longer wavelengths. 
Furthermore, the results also show that the 
change in the real part of the normal 
component, ⊥ε , for all measuring fields, 
decreases with wavelength reaching a 
minimum at a given wavelength then starts 
increasing for longer wavelengths. 

 
FIG. 48. Changes in the real parts, ||ε∆ ′  and ⊥′∆ε  

versus wavelength at different measuring 
fields. 

 
FIG. 49. Changes in the imaginary parts, ||ε∆ ′′  and 

⊥′′∆ε  versus wavelength at different 
measuring fields.  



Review Article  Yusuf and Abu-Aljarayesh 

 30

The results also show that the wavelength, 
at which the change in ||ε  is a maximum, is 
the same wavelength at which the change in 
⊥ε  is a minimum. This result is in agreement 

with the theory. For the imaginary part of the 
dielectric constant, the results show a similar 
behavior to that of the real part. 

Comparing the results on the real and 
imaginary parts shows that, in agreement with 
the theory, the maximum change in the 
imaginary part occurs at a higher wavelength 
than the change in the real part; again, the 
results also show that the dielectric anisotropy 
factor g  is 2.  

The controversial value for the dielectric 
anisotropy factor, ),( ωHg  has been resolved, 
it is shown that this factor takes the value of 1 
for a two dimensional sample and the value of 
two for a three dimensional sample. 

4- Numerical Calculations 

4.1- Magneto-Optical Anisotropy 

4.1.1- Method of Calculations  

The optical anisotropy was numerically 
calculated for magnetic fluids with magnetic 
particles of different uniform sizes, flat-top 
size distribution, log-normal size distribution 
and normal size distribution; all the 
distributions have different mean values and 
standard deviations. For the normal 
distribution the calculations were carried out 
for different concentrations, different 
measuring fields and different liquid carriers.  

The first step in the calculation carried out 
by Yusuf et al [80] is determining the 
Shliomis volume, SV  at a given temperature 
by numerically solving Eq. (20). Although 
Eq. (20) has two roots, the large root is taken 
as the accepted solution since the other root 
yields volumes (~ few Å in diameter) 
physically unacceptable because for these 
small radii the particles prefer the N ele′  
relaxation mechanism. For particles with a 
uniform size, V  the Shliomis volume at a 
given temperature SV , is compared to the size 
of the particles, and if SV  > V, the optical 
anisotropy is put equal to zero. However if 

SV  < V , the parameter q is calculated and 

the integral )(qI  given in Eq. (29) is 
numerically evaluated and consequently the 
function )(qξ  is evaluated. Moreover, for a 
given measuring field, H  the parameter p  is 
calculated at that given temperature and for 
the volume V , and consequently the function 

)( pf  given in Eq. (30) is evaluated. 
Therefore the orientation function ),( qpΦ  is 
evaluated; and the optical anisotropy is then 
obtained by multiplying the orientation 
function by a constant which is proportional 
to the concentration. These calculations are 
repeated for different temperatures up to 350 
K.  

For a particle size distribution the 
Shliomis volume at a given temperature, SV  is 
compared to the distribution and if SV  > 

maxV , where Vmax is the maximum volume 
in the distribution, the optical anisotropy is 
taken to be zero. However if SV  < maxV , then 
particles with volumes SV  < V  < maxV  will 
contribute to the optical anisotropy at this 
given temperature. The range of volumes 
between SV  and maxV  is divided into a 
number of narrow slices; and for each volume 
in this range the optical anisotropy is 
evaluated with the same procedure used in 
calculating the optical anisotropy for particles 
with uniform sizes. The total optical 
anisotropy at this temperature is then obtained 
by integrating numerically over the volume 
range from SV  to maxV  when ( SV  > minV ), 

and from minV  to maxV  when ( SV  < minV ). 

Here minV  is the minimum volume in the 
distribution. The number of slices used in this 
integration procedure was automatically set 
by using a divergence test. Changing the 
temperature will change the Shliomis volume 
and consequently the range of volumes for 
which particles will contribute to the optical 
anisotropy will change. Again the optical 
anisotropy is similarly calculated at different 
temperatures up to 350 K. 

The effect of the applied magnetic field on 
the anisotropy energy, i.e., replacing KV by 
KV[1 + (H/HK) 2 ] where HK is the anisotropy 
field (MsB/2K), has been introduced in the 
Néel relaxation time given in Eq. (18). This 
effect results in increasing the Néel relaxation 
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time and consequently a lower Shliomis 
volume is obtained when solving Eq. (20).  

The effect of concentration on the 
calculations of the optical anisotropy is 
introduced in the variation of viscosity with 
concentration, i.e., the relation in Eq. (21); 
and in the variation of viscosity with 
temperature Eqs. (22, 23) by slightly 
changing the value of oT .  

The effect of the liquid carrier on the 
optical anisotropy has been taken into 
consideration by choosing the proper values 
of the initial viscosity oη  and the melting 
point which in turn affects the value of oT . 

The values of the general constants used in 
the calculations are listed in Table 1.  

TABLE 1. The values of the general constants 
used in the calculations 

The effective 
anisotropy constant K = 5 × 104 J/m 3 

The attenuation factor α = 1 × 10-2 

The gyromagnetic 
ratio γ = 1.7 × 107 S-1 G-1

The saturation 
magnetization MsB = 485 kA/m 

The constant A in Eq. 
(33) A = 396 K 

Re (ğa- ğb) = 0.17 

The birefringence n∆  was calculated for 
single size magnetic particles dispersed in 
kerosene, with volumic fraction,φ  equal to 
0.05. Four different volumes of the particles 
were used (V  = (6, 8, 10, 12, 14) × 10-25 m3). 
The initial viscosity oη  = 5.77 × 10-3 Pa, and 

oT  = 165 K were used in the calculations.  

A flat-top distribution with a mean volume 
meanV  = 10 × 10-25 m3 and half width of 3 × 

10-25 m3 was also used in calculating the 
birefringence n∆  for Fe304 particle magnetic 
fluid with kerosene as a liquid carrier and 
volumic fraction φ  = 0.05.  

The same calculations were also carried 
out for the lognormal and normal distributions 
with the same mean volume used in the flat-
top distribution. The standard deviation, σ, 

was taken 1 × 10-25 m3 for the normal 
distribution and 0.15 for the log-normal 
distribution.  

For normal distribution, the calculations 
were carried out for a given mean volume but 
with different standard deviations. They were 
also carried out for a given standard deviation 
but with different mean volumes.  

The effect of the applied magnetic field on 
the optical anisotropy was investigated by 
using a normal size distribution with meanV  = 
10 × 10-25 m3 and with standard deviation, σ, 
equals 1 × 10-25 m3. The applied magnetic 
field, H  ranged from (8-160 kA/m). In the 
calculations the anisotropy energy KV is 
replaced by KV [1+ (H/HK)2].  

The effect of concentration on the optical 
anisotropy was investigated using the same 
normal size distribution used to study the 
effect of the applied magnetic field. The 
applied magnetic field is 39.8 kA/m. The 
change in viscosity due to the change in 
concentration is accounted for using the 
relation in Eq. (21). The parameter oT  
entering the viscosity through Eqs. (22, 23) is 
changed slightly with concentration. 

In Table 2 is a list of the volumic fraction 
of the particles in the magnetic fluid and the 
corresponding values of oT . 

TABLE 2. The volumic fraction φ  and the 
melting points oT  for kerosene based 
magnetic fluids 

φ  
oT  (K) 

0.025 164 

0.050 166 

0.075 168 

0.100 170 

The effect of the liquid carrier on the 
optical anisotropy is investigated using the 
same normal size distribution used in 
studying the effects of both concentration and 
applied magnetic field on the optical 
anisotropy. The volumic fraction, φ , is 0.05 
and the applied field is 39.8 kA/m. 
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In Table 3 is a list of the different liquid 
carriers used and their corresponding initial 
viscosity oη  and the values of oT . 

TABLE 3. Different carriers and their 
corresponding initial viscosity and melting 
points 

Liquid 
carrier 

Initial viscosity 
oη  (P) × 10-3 

Melting 
point oT  (K) 

Isopar-M 3.5 152 

Kerosene 5.77 164 

Toluene 9.2 169 

Declain 20.0 175 

4.1.2- Results of the Calculations 

The birefringence n∆  for a kerosene 
based magnetic fluid with φ  = 0.05 and 
uniform particle sizes (V = (8, 10, 13) × l0-25 
m3) in a measuring field H  = 39.8 kA/m is 
calculated. The results presented in Fig. 50 
show that n∆  is zero for T less than a given 
temperature ST  and that it suddenly jumps to 
a maximum value at a given temperature ST .  

The results also show that n∆  decreases 
with temperature for T > ST . Moreover, the 
results show that the larger the uniform size 
of the particles is, the lower the temperature 

ST  is and that it ranges from 186-219K. 
Furthermore, ∆n is always zero for V < 6 × 
10-25 m3 in this range of temperatures. This 
behavior is a result of the variation of the 
Shliomis volume with temperature [80-81]. 
Because the optical anisotropy is a 
consequence of the mechanical anisotropy the 
birefringence n∆  will not be observed before 

SV  ≤ V . Once a temperature ST  at which SV  
≤ V  is reached all the particles in the fluid 
will contribute to the optical anisotropy in 
unison and therefore a sudden jump in 
birefringence takes place. For temperatures T 
> ST  thermal agitation is the dominant factor 
and n∆  decreases with temperature in this 
range. Moreover, for small sizes, SV  is 
always greater than these volumes and the 
particles relax via the N ele′  relaxation 
mechanism leading to no birefringence. 

 
FIG. 50. Birefringence, n∆  versus temperature for 

different uniform sizes. 

The birefringence n∆  is calculated for a 
kerosene based magnetic fluid withφ  = 0.05 
and a measuring field H  = 38.9 kA/m for 
different size distributions. These are the flat-
top, the log-normal and the normal 
distributions. In all three distributions the 
mean volume is the same ( meanV  = 10 × 10-25 

m3) and both maxV  and minV  are reasonably 
the same.  

The results of these calculations presented 
in Fig. 51 show that the basic features of 
birefringence are practically not changed by 
changing the type of distribution. 
Furthermore, the results show that the 
magnetic fluid shows no birefringence 
(optical anisotropy) below a temperature ST  
ranging from 182 to 185 K and that it exhibits 
a degree of optical anisotropy for T > ST . The 
results also show that the optical anisotropy 
increases rapidly (but not suddenly) with 
temperature reaching a maximum at a 
temperature mT  = 219, 226 and 240 K for the 
normal, log-normal and the flat-top 
distributions, respectively, then it decreases 
with temperature. This behavior of the optical 
anisotropy with temperature is similar to that 
found experimentally [18-20, 41].  

For a particle size distribution there are 
particles with volumes larger than the mean 
volume of the distribution; consequently the 
temperature at which n∆  appears for a 
distribution is expected to be lower than that 
for a uniform size. Furthermore, not all the 
particles will concurrently contribute to the 
optical anisotropy but rather gradually 
depending on their volumes. Therefore, the 
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rise of n∆  to its maximum value is rapid but 
not sudden. It is clear that the type of 
distribution does not affect the general basic 
features of n∆  and as a result only the 
normal distribution will be used. 

 
FIG. 51. Birefringence, n∆  versus temperature for 

different size distributions. 

The birefringence, n∆  is calculated for 
kerosene based magnetic fluid using a normal 
size distribution of the particles with three 
different mean volumes ((10, 12, 14) × 10-25 
m3) and one standard deviation σ = 1 × 10-25 
m3. The results of the calculations are 
presented in Fig. 52.  

The results in the figure show that the 
larger the mean volume is, the lower both ST  

and mT  are. Furthermore, they also show that 
the larger the mean volume is, the steeper the 
rise of n∆  from zero to its maximum value 
is. A sample with a large mean volume has a 
larger portion of particles with volumes 
greater or equal to the Shliomis volume, just 
after the slurry state, than a sample with 
smaller mean size. Consequently, more 
particles contribute to the optical anisotropy 
and hence the rise from zero anisotropy to its 
maximum value is steeper. Again this 
behavior is consistent with the variation of 

SV  with temperature and its relation to the 
volumes of the particles. 

 
FIG. 52. Birefringence, n∆  calculated for a 

normal size distribution of different mean 
volumes but the same standard deviation.  

The effect of the standard deviation, σ, on 
∆n is also investigated by calculating the 
optical anisotropy using normal distributions 
with the same mean volume but with different 
standard deviations. The results show that for 
a given mean volume, the larger σ is, the 
lower ST  is. Furthermore, they also show that 
the larger σ is the broader the peak is. Having 
a large σ increases maxV  and lowers minV , i. 
e, widens the range of the distribution, and 
therefore the temperature ST  at which 
birefringence, n∆ , appears is lowered. The 
peak is broader due to the more gradual 
conversion of blocked particles, (V  < SV ), to 
unblocked ones, (V  ≥ SV ), which now 
continues over a wider range of temperatures 
due to the widening of the distribution..  

The birefringence n∆  for kerosene based 
magnetic fluid with φ  = 0.05 and a normal 
particle size distribution ( meanV  = 10 × 10-25 
m3, σ = 1 × 10-25 m3) was calculated, for 
applied magnetic fields H  ranging from 39-
400 kA/m. The results of these calculations 
are shown in Fig. 53. 

The results in the figure show, as 
expected, that the higher the measuring field 
is, the higher n∆  is. More importantly the 
results also show that increasing the 
measuring field lowers both ST  and mT . This 
behavior is similar to that observed 
experimentally [18, 41].  
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FIG. 53. Birefringence, n∆  calculated for a 

normal size distribution for different applied 
fields. 

Increasing the applied magnetic field has 
two effects, the first is to increase the 
anisotropy energy leading to an increase in τN 
and thus making the Brownian relaxation 
mechanism more favorable, and the equality 
between the two relaxation times can be 
reached at higher viscosities, i.e., at lower 
temperatures.  

The second effect is to increase the 
magnetic torque exerted on the particles 
which now overcomes a larger viscous 
torque, as a result the particles start to rotate 
and align in the field direction at lower 
temperature. Because the onset of the 
unblocking of particles occurs at a lower 
temperature, the maximum in alignment is 
achieved at lower temperatures for higher 
applied magnetic fields. Therefore, the 
temperatures at which the onset of 
birefringence occurs and at which the 
maximum is reached, are lower for higher 
applied fields. 

The birefringence, n∆  is calculated for 
kerosene based samples having the same 
normal size distribution, ( meanV  = 10 × 10-25 
m3, σ = 1 × 10-25 m3) but with different 
concentration using the same applied 
magnetic field, H  = 39.8 kA/m. The results 
presented in Fig. 54 show, as expected, that 
increasing the concentration increases n∆ . 
More importantly they also show that 
increasing the concentration increases both 

ST  and mT .  

The values of ST  ranges from 184 K for 
φ  = 0.025 to 190 K for φ  = 0.1 while mT  

ranges from 216 K to 225 K. This behavior is 
similar to that observed experimentally [18, 
41].  

Increasing the concentration increases the 
viscosity of the sample and also its melting 
point leading to an increase in the Brownian 
relaxation time and thus the temperature at 
which τN = τB. is increased. Consequently the 
onset of birefringence occurs at higher 
temperatures for higher concentrations, and 
also the temperature at which the maximum 
in birefringence occurs is higher for higher 
concentrations. 

The birefringence n∆  is calculated for 
magnetic fluids of the same concentration but 
with different liquid carriers. Normal particle 
size distribution ( meanV  = 10 × 10-25 m3, σ = 1 
× 10-25 m3) and a measuring magnetic field 
( H  = 39.8 kA/m) are used in these 
calculations. The liquid carriers used and their 
corresponding initial viscosities and melting 
points are listed in Table3. The results of 
these calculations are shown in Fig. 55. 

 
FIG. 54. Birefringence, n∆  calculated for a 

normal size distribution for different 
concentration and an applied field 38.9 kA/m. 

The results in the figure show that the 
lower both the viscosity and the melting point 
of the carrier are, the lower both ST  and mT  
are. The value of ST  ranges from 170 K for 
Isopar-M (Lowest initial viscosity) based 
magnetic fluid to 206 K for Declain (highest 
initial viscosity) based magnetic fluid; while 
Tm ranges from 196 K to 258 K respectively. 
Furthermore, they also show that the lower 

oη  and oT  are the higher the birefringence at 
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a given temperature is. This behavior is 
similar to that observed experimentally [19]. 

 
FIG. 55. Birefringence, n∆  calculated for a 

normal size distribution for magnetic fluids 
with different liquid carriers 

Lowering the initial viscosity of the 
sample reduces the Brownian relaxation time 
at all temperatures and hence allows more 
particles to contribute to the optical 
anisotropy at lower temperatures. 

Furthermore, it also reduces the viscous 
torque thus making the magnetic torque 
capable to rotate the particles in the field 
direction. Hence, the temperature at which the 
onset of the optical anisotropy occurs is 
lowered. Decreasing the melting point of the 
carrier lowers the temperature at which the 
slurry state is reached. Also result both ST  

and mT  are lowered by lowering the initial 
viscosity and melting point of the liquid 
carrier.  

For a low viscosity sample, a larger 
portion of the particles, in comparison to high 
viscosity sample, become unblocked at low 
temperature when the thermal agitation is not 
yet very effective in randomizing the 
particles, therefore, the optical anisotropy for 
low viscosity samples is larger than that for 
high viscosity samples.  

Based on the orientation of the particles in 
the magnetic field direction, that produces 
two different average projection lengths one 
is parallel to the field and the other is normal, 
the magneto-optical anisotropy was 
calculated. It is found that taken into 
consideration the completion between the 
N ele′  relaxation and the Brownian relaxation 

and the role of temperature in randomizing 
the already aligned particles, on the one hand, 
and of changing the viscosity on the other 
hand, is sufficient to produce all the basic 
features of the optical anisotropy that were 
observed experimentally. Therefore, it is 
concluded that the orientation of the particles 
and the chain formation in the fluid is the 
main cause of the magneto-optical anisotropy 
effects in magnetic fluids. 

4.2- Magneto Dielectric Anisotropy 
Effect 

4.2.1- Method of Calculations 

The magneto-dielectric anisotropy effect 
in magnetic fluids was calculated numerically 
by Yusuf and co-workers [81] for two and 
three-dimensional magnetic fluid samples. 
The assumption is that the dielectric constant 
at a given wavelength is proportional to the 
average projection length of the particles in 
the fluid. Based on this assumption, they have 
calculated the dielectric constant, ||ε  for 
electromagnetic waves polarized in the field 
direction, and, ⊥ε  for electromagnetic waves 
polarized normal to the field direction. 

For an ellipsoidal particle with a major 
axis a  and a minor axis b , the average 
projection lengths ||l , parallel to the field and, 

⊥l  perpendicular to the field, for a two 
dimensional system are expressed as: 

)],(1[
2

)],(1[|| qpbqpal ΦΦ −++=    (70) 

and 

)],(1[
2

)},(1[ qpbqpal ΦΦ ++−=⊥    (71) 

where ),( qpΦ  is the orientation function 
given by Eq.27. 

These two equations ensure the boundary 
condition that the average values of ||l , and, 

⊥l , are the same and equal to )
2

2( ba +  at 

zero field where ),( qpΦ  = 0; and those at 
very high fields where ),( qpΦ  = 1 are, ||l  = 

a2  and, ⊥l  = b .  
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For a three-dimensional system with a 
field applied in the z direction the average 
projection lengths are expressed as: 

)),(1(
3

2)),(21(
3

2
|| qpbqpal ΦΦ −++=   (72) 

and 

)),(1(
3

2)),(1(
3

2 qpbqpal ΦΦ ++−=⊥    (73) 

Again the last two equations ensure the 
boundary conditions that ||l , and, ⊥l , are the 

same and equal to )
3

)(2( ba +  at zero field 

where ),( qpΦ  = 0; and that ||l  = 2a and, ⊥l  
= b at very high fields where ),( qpΦ  = 1 

Taking into consideration the particle size 
distribution, the total average projection 
lengths, for a 2D system will be given by: 
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However, for a three-dimensional system, 
the projection lengths are given by: 
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Where minV  and maxV  are the minimum 
and maximum volumes in the distribution, 
respectively, and SV  is the Shliomis volume. 

The total average lengths Tl|| , and, Tl⊥  
were calculated for magnetic fluids with 
magnetic particles of different uniform sizes, 
log-normal, and normal size distributions. 
The first step in the calculation is determining 
the Shliomis volume SV  at a given 
temperature and for a given applied field by 
numerically solving Eq. 20. For particles with 
a uniform size V, the Shliomis volume, SV , at 
a given temperature and for a given applied 
field is compared to the size of the particles, 
and if SV  > V  both Tl|| , and, Tl⊥ , are set 

equal to )
2

2( ba +  for a two-dimensional 

sample, 
3

)(2 ba +  for a three-dimensional 

sample. However if SV  < V , the parameter q 
is calculated and the integral I(q) given in Eq. 
29 is numerically evaluated, and consequently 
the function ξ(q) is evaluated. Moreover, for a 
given measuring field H  and a given 
temperature, the parameter p  is calculated for 
the volume V, and consequently the function 

)( pf  given in Eq. 30 is evaluated. Therefore, 
the orientation function ),( qpΦ  is evaluated, 
and the average projection lengths, ||l  and 
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Tl⊥ , are then obtained from Eqs.74 and 75, 
for the two-dimensional system, and from 
Eqs.76 and 77, for the three-dimensional 
system. By multiplying the average projection 
lengths by a constant (for a given 
wavelength), which is proportional to the 
concentration, the relative dielectric constant 
is obtained. Dividing these quantities by their 
corresponding values at zero fields ( oε  which 

is equal to )
2

2( ba +  multiplied by the same 

constant for 2-D sample and
3

)(2 ba +  

multiplied by the same constant for 3-D 
sample), yields ( ||ε  / oε ) and ( ⊥ε  / oε ). 
These calculations are repeated for different 
temperatures and different applied magnetic 
fields for different single volumes. The axial 
ratio ( ba ) used in these calculations ranged 
from 1.0 to 2.0. 

For a particle size distribution the 
Shliomis volume at a given temperature and 
at a given applied field SV  is compared to the 
distribution and if SV  > maxV  then the 
average lengths Tl|| , and, Tl⊥ , are taken equal 

to that when the applied field is zero ol , 
where l0 is given by: 

∫
+

=
max

min

)()
2

2(
V

V
o dVVFbal     (78) 

for the two-dimensional samples and 

∫
+

=
max

min

)(
3

)(2
V

V
o dVVFbal     (79) 

for the three-dimensional samples. 

However if SV  < maxV , then particles 
with volumes SV  ≤ V  ≤ maxV will orient with 
the field and the values ||l , and, ⊥l , are given 
by Eqs.70 and 71 for the 2-D system, and 
Eqs.72 and 73 for the 3-D system. The range 
of volumes between minV  and maxV  is 
divided into a number of narrow slices, and 
for each volume in this range the values ||l  

and, ⊥l , are evaluated with the same 
procedure used in the case of particles with 
uniform sizes. The total average lengths at a 

given temperature and a given applied field is 
then obtained by numerically integrating over 
the volume range from minV  to maxV  using 
Eqs. 74 and 75 for the 2-D system and Eqs. 
76 and 77 for the 3-D system. Changing the 
temperature or the applied field will change 
the Shliomis volume and consequently the 
range of volumes for which particles will 
orient with the field will change. The relative 
dielectric constants ( ||ε  / oε ) and ( ⊥ε  / oε ) 

are then calculated from ( ||ε  / oε  = ||l  / ol ) 

and ( ⊥ε  / oε  = ⊥l  / ol ). 

The effect of the applied magnetic field on 
the anisotropy energy, i.e., replacing KV by 
KV[1 + (H/HK)2 ] where HK is the anisotropy 
field (Msb/2K), has been introduced in the 
Néel relaxation time given in Eq. (18). This 
effect results in increasing the Néel relaxation 
time and consequently a lower Shliomis 
volume is obtained when solving Eq. (20).  

The effect of concentration on the 
calculation is introduced in the variation of 
viscosity with concentration, i.e., the relation 
in Eq. (21); and in the variation of viscosity 
with temperature Eqs. (22), and (23) by 
slightly changing the value of oT . 

The effect of the liquid carrier on the 
optical anisotropy has been taken into 
consideration by choosing the proper values 
of the initial viscosity oη  and the melting 
point which in turn affects the value of oT . 
The values of the general constants used in 
the calculations are listed in Table 1. 

The reduced dielectric constant was 
calculated for uniform size Fe3O4 magnetic 
particles dispersed in kerosene, with volumic 
fraction ε equal to 0.05. Four different 
volumes of the particles were used (V = 6, 8, 
10, 12, 14 × 10-25 m3). The initial viscosity 

oη  = 5.77 × 10-3 Pa, and oT  = 165 K were 
used in the calculations. Furthermore, the 
reduced dielectric constant for Fe3O4 particle 
magnetic fluid with kerosene as a liquid 
carrier and volumic fraction φ  =0.05 was 
calculated for normal and lognormal 
distributions with particle average volume of 
8 × 10-25 m3, and a standard deviation of 1 × 
10-25 m3 and 0.15, respectively. The effect of 
the liquid carrier on the magneto-dielectric 
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effect is investigated by changing the initial 
viscosity and changing the parameter T0. 

4.2.2- Results of the Calculations 

The magneto-dielectric anisotropy effect 
for uniform size (V = 8 × 10-25 m3) Fe3O4 
particle magnetic fluid (different axial ratios) 
with kerosene as a liquid carrier at a 
temperature T = 300 K versus magnetic field 
is presented in Figs. 56 and 57 for the 2-D 
and 3-D systems, respectively.  

The results in the figures show that both 
( ||ε  / oε ) and ( ⊥ε  / oε ) starts practically 

from 1.0 at very low fields and that ( ||ε  / oε ) 
increases rapidly for intermediate fields and 
tends to saturate at high fields; while ( ⊥ε  / 

oε ) decreases rapidly for intermediate fields 
and levels off at high fields. The rate of 
increase for ( ||ε  / oε ) and the rate of decrease 

for ( ⊥ε  / oε ) are dependent on the axial ratio 
(a/b) being the highest for the highest axial 
ratio. Furthermore, the highest value of ( ||ε  / 

oε ) and the lowest value of ( ⊥ε  / oε ) occurs 
for the highest axial ratio. 

 
FIG. 56. The magneto-dielectric anisotropy effect 

for particles with single volume V = 8 × 10-25 
m3 and different axial ratios versus magnetic 
field (2-D case). 

The results also show that for an axial 
ratio of 1.0, i.e., spherical particles, the 
magneto-dielectric effect is absent. The 
results also show that ),( ωHg  = 1 for the 2-
D system and 2 for the 3-D system. At T = 

300 K, all the particles are unblocked and 
contribute to the mechanical anisotropy and 
hence to the dielectric anisotropy provided 
that some degree of orientation is present. Of 
course, at zero or very low fields the 
orientation function is zero resulting in equal 
average projection lengths ||l , and ⊥l , 
consequently the dielectric anisotropy is not 
observed. When the field becomes 
appreciable, and the orientation of the 
particles starts, a difference in the projection 
lengths ||l  and ⊥l  occurs resulting in the 
appearance of the dielectric anisotropy effect. 
At any given applied magnetic field, the 
higher the axial ratio is, the higher is the 
difference between ||l , and ⊥l , and 
consequently the higher is the dielectric 
anisotropy and also the steeper is the rise in it. 
For spherical particles, when chain formation 
is not taken into consideration, the two 
average lengths ||l  and ⊥l  are equal no matter 
what the applied field is and as a result the 
dielectric anisotropy is always zero. To allow 
for introducing the chain formation inter-
particle interactions should be taken into 
consideration by studying the dynamics of the 
particles inside the fluid. Probably changing 
the axial ratio of the particle is some how 
equivalent to the formation of chains in the 
sample. It should be noted that a high axial 
ratio resembles a long chain. 

 
FIG. 57. The magneto-dielectric anisotropy effect 

for particles with single volume V = 8 × 10-25 
m3 and different axial ratios versus magnetic 
field (3-D case). 
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The effect of increasing the volume of the 
particles or the mean volume in a distribution 
is to increase the absolute difference between 
the two axes. This in turn increases the 
difference between ||l  and ⊥l , leading to an 
increase in the dielectric anisotropy. Such a 
behavior is obtained by calculating the 
dielectric anisotropy for samples of the same 
concentration with normal particle size 
distribution of the same standard deviation 
but with different mean volumes. The results 
of calculations for normal size distribution 
with average volumes of 6, 8, 10, 12, and 14 
× 10-25 m3, axial ratio (a/b) = 1.2 and a 
standard deviation σ = 1 × 10-25 m3 are 
presented in Figs. 58 and 59 for the 2-D and 
3-D cases, respectively.  

 
FIG. 58. The magneto-dielectric anisotropy effect 

for particles with the same axial ratio and 
standard deviation but different mean volumes 
plotted versus magnetic field (2-D case). 

 
FIG. 59. The magneto-dielectric anisotropy effect 

for particles with the same axial ratio and 
standard deviation but different mean volumes 
plotted versus magnetic field (3-D case). 

The results in the figures show that the 
higher the average volume is, the higher the 
magneto-dielectric anisotropy effect is. Also 
the results in the figures show that when the 
average volume is small the magneto-
dielectric anisotropy effect does not appear 
until the field is appreciable. Furthermore, 
again the results show that ),( ωHg  = 1 for 
the 2-D sample and 2 for the 3-D sample. 

The magneto-dielectric anisotropy effect 
for a magnetic fluid with φ  = 0.05 at 
temperature T = 300 K for single volume, 
normal distribution and log-normal 
distribution are presented in Figs. 60 and 61 
for the 2-D and 3-D cases, respectively. 

 
FIG. 60. The magneto-dielectric anisotropy effect 

for particles with single size, normal and log-
normal distribution plotted versus applied field 
(2-D case). 

For both cases the average volume for the 
two distributions is taken equal to the single 
volume (V = 8 × 10-25 m3) but the standard 
deviation is taken 1 × 10-25 and 0.15 m3, for 
the normal and log-normal distributions, 
respectively. For the three size distributions 
the axial ratio is 1.2. The results show that the 
magneto-dielectric anisotropy effect is the 
same for the two distributions and is slightly 
different for the single volume case.  

However, although increasing the axial 
ratio leaves the similarity between the two 
distributions unchanged, the difference 
between them and the single volume case is 
further reduced. Again the results show that 

),( ωHg  = 1 for the 2-D sample and 2 for 
the 3-D sample. 
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FIG. 61. The magneto-dielectric anisotropy effect 

for particles with single size, normal and log-
normal distribution plotted versus applied field 
(3-D case). 

The magneto-dielectric anisotropy effect 
versus temperature in a magnetic fluid with 
uniform, normal, and log- normal size 
distributions, measured at H = 39.8 kA/m is 
presented in Figs. 62 and 63 for the 2-D and 
3-D cases respectively. The average volume 
for both distributions is equal to the single 
volume V = 8 × 10-25 m3 and the axial ratio for 
the three cases is 1.6. The standard deviation 
is 1 × 10-25 and 0.15 m3 for the normal and 
log-normal distributions, respectively.  

The results show that the magneto-
dielectric anisotropy effect is absent below a 
given temperature, ST  and that this 
temperature is different for the different size 
distributions, being the lowest for the normal 
distribution. 

Above such a temperature, “forking” 
between ( ||ε  / oε ) and ( ⊥ε  / oε ) starts, the 
parallel component increases while the 
normal component decreases till the first 
reaches a maximum while the second reaches 
a minimum at a temperature mT . Beyond this 
temperature the parallel component starts to 
decrease with temperature while the normal 
component increase with temperature. 

Furthermore the results also show that the 
increase to the maximum of ( ||ε  / oε ) and the 

decrease to the minimum of ( ⊥ε  / oε ) is 
gradual in the case of the size distributions, 
while it is abrupt in the case of the single size. 

 
FIG. 62. The magneto-dielectric anisotropy 

plotted versus temperature for single, normal, 
and log-normal distributions (2-D case). 

 
FIG. 63. The magneto-dielectric anisotropy 

plotted versus temperature for single, normal, 
and log-normal distributions (3-D case). 

The results also show that the magneto-
dielectric anisotropy effect for the normal or a 
log-normal size distribution are practically 
imposed but still deviate from that for a single 
volume. This behavior with temperature is 
explained in terms of the unblocking of 
particles allowing them to orient physically 
through the Brownian relaxation mechanism 
and also in terms of the two competing 
effects, the orienting effect due to the field 
and the randomizing effect due to thermal 
agitation. Again the results in the figure show 
that ),( ωHg  = 1 for the 2-D sample and 2 
for the 3-D sample. Increasing the 
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temperature to a high enough value where the 
randomizing effect is highly dominant 
resulted in ( ||ε  / oε ) and ( ⊥ε  / oε ) 
converging towards each other as is seen in 
Figs. 64 and 65.  

It is important to note that the temperature 
at which this convergence starts can not be 
used experimentally because it is above the 
boiling point of the liquid carrier. 

The magneto-dielectric anisotropy effect 
for a magnetic fluid, (φ  = 0.05) with normal 
size distributions of an average volume of 8 × 
10-25 m3 and standard deviation of 1 × 10-25 
m3 and an axial ratio of 1.2 at different 
applied magnetic fields versus temperature is 
presented in Figs. 66 and 67 for the 2-D and 
3-D cases, respectively.  

 
FIG. 64. The magneto-dielectric anisotropy 

plotted versus temperature (2-D case). 

 
FIG. 65. The magneto-dielectric anisotropy 

plotted versus temperature (3-D case). 

The results show that the general behavior 
of the magneto-dielectric anisotropy effect 

with temperature for different measuring 
fields is the same and is similar to that 
described above. However, the temperatures 
at which the magneto- dielectric anisotropy 
effect appears and at which it reaches an 
optimum are field dependent being the lowest 
for the highest field; and the dielectric effect 
is higher for higher fields. Increasing the 
applied magnetic field has two effects, the 
first is to increase the anisotropy energy 
leading to an increase in Nτ  and thus making 
the Brownian relaxation mechanism more 
favorable, and the equality between the two 
relaxation times can be reached at higher 
viscosities, i.e., at lower temperatures. 

The second effect is to increase the 
magnetic torque exerted on the particles 
which now overcomes a larger viscous 
torque, as a result the particles start to rotate 
and align in the field direction at lower 
temperature. Because the onset of the 
unblocking of particles occurs at a lower 
temperature, the maximum in alignment is 
achieved at lower temperatures for higher 
applied magnetic fields. Therefore, the 
temperatures at which the onset of the 
dielectric anisotropy occurs and at which the 
maximum is reached, are lower for higher 
measuring fields. 

 
FIG. 66. The magneto-dielectric anisotropy 

plotted versus temperature for different 
measuring fields, (2-D case). 
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FIG. 67. The magneto-dielectric anisotropy 

plotted versus temperature for different 
measuring fields, (3-D case). 

Furthermore, the results show that 
changing the axial ratio of the particles while 
keeping all other parameters the same, 
changes only the magnitude of the effect, but 
does not change the temperature at which the 
effect appears nor at which it is a maximum, 
as can be seen in Fig. 68. 

 
FIG. 68. Magneto-dielectric anisotropy effect 

plotted versus temperature for normal 
distribution with different axial ratios, (3-D 
case). 

The effect of the average volume on the 
temperature variation of the magneto-
dielectric anisotropy effect is presented in 
Fig. 69. 

 
FIG. 69. Magneto-dielectric anisotropy effect 

plotted versus temperature for normal 
distribution with different average sizes, (3-D 
case). 

The results in the figure show that the 
higher the average volume is the higher the 
effect is, and more importantly the lower the 
temperatures at which the onset of the 
dielectric anisotropy and the optimum 
conditions in the effect occur. Furthermore, 
the results also show that the rise to the 
maximum is steeper for higher average 
volumes. Noting that the Shliomis volume 
decreases with temperature around the slurry 
state of the sample and because a sample with 
a high average size will have larger particles 
than samples with lower average size, the 
unblocking of some particles occurs at lower 
temperatures for samples with high average 
size. Therefore, the onset in the dielectric 
anisotropy effect occurs at a lower 
temperature. Furthermore, a larger portion of 
the particles will be unblocked, at a given 
temperature, resulting in a steeper rise to the 
maximum for the samples with high average 
volumes and consequently the maximum is 
reached at a lower temperature.  

The effect of the liquid carrier, i.e., initial 
viscosity and melting point of the carrier on 
the dielectric anisotropy is presented in Fig. 
70. These results are obtained for a normal 
particle size distribution ( meanV  = 10 × 10-25 
m3, σ = 1 × 10-25 m3) and a measuring 
magnetic field (H = 39.8 kA/m). The liquid 
carriers used and their corresponding initial 
viscosities and melting points are listed in 
Table 3.  
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FIG. 70. Magneto-dielectric anisotropy effect 

plotted versus temperature for normal 
distribution and different liquid carriers, (3-D 
case). 

The results in the figure show that the 
lower both the viscosity and the melting point 
of the carrier are, the lower both the 
temperatures at which the onset and the 
maximum in the dielectric anisotropy are. 
Furthermore, they also show that the lower 

oη  and oT  are the higher the dielectric 
anisotropy at a given temperature is.  

Lowering the initial viscosity of the 
sample reduces the Brownian relaxation time 
at all temperatures and hence allows more 
particles to contribute to the dielectric 
anisotropy at lower temperatures. 
Furthermore, it also reduces the viscous 
torque thus making the magnetic torque 
capable of rotating the particles in the field 
direction. Hence, the temperature at which the 
onset of the dielectric anisotropy occurs is 
lowered. Decreasing the melting point of the 
carrier leads to a decrease in the melting point 
of magnetic fluid, consequently, the slurry 
state is reached in a less viscous sample 
before it is reached in a more viscous sample 
and as a result both the temperatures at which 
the onset and the maximum in the dielectric 
anisotropy are lowered by lowering the initial 
viscosity and melting point of the liquid 
carrier. For a low viscosity sample, a larger 
portion of the particles, in comparison to high 
viscosity sample, become unblocked at low 
temperature when the thermal agitation is not 
yet very effective in randomizing the 
particles, therefore, the dielectric anisotropy 
for low viscosity samples is larger than that 

for high viscosity samples. Although, this 
difference persists even at higher 
temperatures, but its value becomes less 
pronounced for higher temperatures. 

Based on the orientation of the elongated 
particles in the magnetic field direction, that 
produces two different average projection 
lengths one is parallel, to the field and the 
other is normal to the field, the magneto-
dielectric anisotropy was calculated. It is 
found that taken into consideration the 
competition between the N ele′  relaxation 
and the Brownian relaxation and the role of 
temperature in randomizing the already 
aligned particles, on the one hand, and of 
changing the viscosity on the other hand, is 
sufficient to produce all the basic features of 
the optical anisotropy that were observed 
experimentally. Therefore, it is concluded that 
the orientation of the particles and the chain 
formation in the fluid is the main cause of the 
magneto-dielectric anisotropy effect in 
magnetic fluids. Furthermore, it is shown that 
the magneto-dielectric anisotropy factor 

),( ωHg  is either 1.0 for 2-D sample or 2.0 
for a 3-D sample. It is therefore suggested 
that dimensionality plays an important role in 
the magneto-dielectric anisotropy effect in 
magnetic fluids; and it is crucial to consider 
the dimensionality of the samples when 
comparing results obtained by different 
workers in the field. 
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Abstract: Natural radioactivity in bottled drinking water marketed in Jordan was measured. 
High purity germanium (HPGe) spectrometer system coupled to a PC was used to analyze the 
obtained gamma-ray spectra. The activity in Bq/l for each of eighteen samples of bottled 
drinking water and one drinking tap water was obtained and corrected for efficiency and 
background. For example, we found that the maximum measured activity of 226Ra was 5.5 
Bq/l. Gross alpha and beta activities were also estimated from the isotopes identified in the 
samples. Concentrations of isotopes and their parent nuclides were calculated in g/l. For 
example, the concentrations were in the range of 0 mg/l to 0.103 mg/l for 40K. The committed 
effective dose due to ingestion of radionuclide from the consumption of bottled waters for 
adults and children were estimated. The range was found to be 1.9 mSv/y for children and 1.7 
mSv/y for adults. No artificial or fission products were detected in any one of the samples. 
Keywords: HPGe, Bottled water, Radioactivity, Concentration, Effective dose. 
 

 
Introduction 

Natural radioactivity is always present in 
the environment. Water, especially ground 
water, is not free of radioactive isotopes from 
naturally decaying series of 235U, 238U, 232Th 
and 40K.  

The local market of Jordan is flooded with 
domestic and imported marketing brands of 
bottled drinking water. Some of which were 
imported from countries with no natural 
resources of natural water except ground 
water. Domestic and imported waters were 
purified using physical and chemical methods 
to remove solid particles, some low Z value 
salts such as NO3, Ca and Mg were also used 
to control the acidity pH of water. UV and 
Cl2 were used to kill the pseudomonas, Ecoli 
and other biological objects such as bacteria, 
fungi,... etc.  

The international regulation for quality 
control with regards to limit values for gross 
alpha and beta radioactivity concentration in 

potable water are 0.5 Bq/l for alpha and 1.0 
Bq/l for beta [1]. These limits are applicable 
in Jordan, too. The kind of treatment applied 
to purify bottled water in Jordan and possibly 
in imported brands does not touch the 
problem of radioactivity, except in the case of 
vaporization of sea water.  

The earth's crust in Jordan is covered by 
sedimentary sequence with some interruption 
of sandstone that contains iron-uranium. The 
upper part of the sequence consists of 
phosphorite beds and limestone that contains 
238U and its daughter products which may be 
dissolved or suspended in water. 
Concentration of 238U in phosphorite beds is 
up to 100 – 200 mg/kg [2]. 

Several authors in different countries 
tackled this problem. Da'vila et al studied 
radioactivity in bottled water in Mexico using 
liquid scintillator and found that (50%) of the 
examined samples exhibited alpha 
radioactivity in excess of the limit value of 
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0.1 Bq/l.[3,4]. Cooper et al. determined the 
activity of some natural radioactive materials 
and came to the same conclusion that some 
bottled mineral water in Australian market 
contain radioactivity in excess of the limits 
recommended by Australian authority [5]. 
Martin Sanchez, et al. determined alpha and 
beta concentration in bottled mineral water 
[6]. Their results showed that some brands 
had high values surpassing the reference level 
established by the Spanish regulatory 
organization. Total activities of the natural 
radionuclides in hot mineral waters in Jordan 
ranged between 0.14 to 34.8 Bq/l [7]. Somlai 
et al. studied the concentration of 226Ra in 
Hungarian bottled water and soft drinks 
produced from bottled water [8]. They found 
that six out of twenty eight cases contain 
226Ra concentration exceeded the 100 mBq/l 
and in one case it reached 3 Bq/l. In case of 
soft drinks they found doses up to 1.4 mSv/y. 
T. Kov'acs and co-workers studied 238U, 226Ra 
and 210Po concentration in bottled mineral 
waters in Hungary [9]. The maximum 
concentration of 226Ra they found was in 
agreement with Somlai et al. [8] and it was 
found to be 2.94 ±7.4% Bq/l. Vesterbacka et 
al. studied natural radioactivity in drinking 
water in private wells in Finland [10]. The 
mean concentrations of 222Rn, 226Ra, 234U, 
238U, 210Pb and 210Po in drilled wells were 
found to be 460, 0.05, 0.35, 0.26, 0.04 and 
0.05 Bq/l, while the maximum activities were 
found to be 8600, 1.3, 12.1, 9.9, 0.54 and 2.0 
Bq/l successively. The concentrations in the 
dug wells were found to be less than that of 
the drilled ones. Age dependent dose 
assessment of 226Rn from bottled water intake 
was studied by M. Bronzovic and G. Marovic 
[11]. They found that the 226Ra concentration 
in samples of Croatian bottled water brands 
range from 6 – 412 mBq/l. Ben Fredj et al. 
used GeLi gamma spectrometer to measure 
the natural radionuclides in eight brands of 
bottled water in Tunisia [12]. In some 
samples, the total activity concentration was 
up to 10 Bq/l. Doses due to ingestion of some 
brands were up to 13.2 mSv/y for babies. 
Fatima et al. used HPGe gamma spectrometer 
to measure natural radioactivity in bottled 
drinking water in Pakistan [13]. The mean 
concentrations of 226Ra, 232Th and 40K were 
found to be 11.3, 5.2, and 140.9 mBq/l, 
respectively. Somlai et al. measured the 222Rn 
concentration of mains water in 120 

settlements in Hungary [14]. The 
concentration was in the range 0 – 24.3 Bq/l. 
They also found that the concentrations in 
mains water were less than those in spring 
water within the same region. Bronzovic et al. 
investigated the effect of 226Ra concentration 
in drinking water in Croatia [15]. They found 
that teenagers (13-17) consume more water 
than other ages; the effective dose was higher 
for this group. Compared to other research 
groups they found a small concentration of 
226Ra. 

In this work, the radiological qualities of 
almost all the brands of bottled drinking 
water that are available in the Jordanian 
markets were tested. HPGe gamma 
spectrometer of high resolution was used. 
This is because most of the daughter products 
of the naturally radioactive series of 235U, 
238U and 232Th are gamma emitters such as 
226Ra, 228Th, 228Ac, 214Pb, 210Pb, 214Bi… etc.  

Experimental Work  
Eighteen brands of bottled drinking water 

marketed in Jordan of domestic and imported 
origins were purchased from the local market. 
All samples were of purified ground water, 
except one sample believed to be evaporated 
from sea water. Each sample had been given 
a coded name. The samples stored for more 
than three months to reach secular 
equilibrium. The storage of the samples was 
only considered to substitute for the radon gas 
escaping during the purification process, 
since the isotopes considered for dose and 
activity calculations were those with short 
half-lives. Furthermore, the Marinelli beakers 
used in our study were completely filled with 
water samples and tightly sealed with no head 
space during both storage and counting. 
Purification methods of ground water carried 
out by producers don't disturb the equilibrium 
of heavy nuclei in the samples. 

Spectral analysis of radionuclide was 
carried out using a direct gamma-ray 
spectrometer with high purity germanium 
detector (HPGe) of high resolution (1.73 keV 
at 1.33 MeV) connected via a spectrum 
master (EG&G) to a multi channel analyzer 
(MCA) installed in a PC computer. The 
spectrometer is shielded against the 
background radiation. A software called 
Gamma Vision was used to accumulate and 
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analyze the data, with the help of a gamma 
library that includes over 300 nuclides and 
about 1900 gamma lines.  

The system was calibrated for energy and 
efficiency using standard sources (Amersham 
Buchler GmbH & Co. KG, Braunschweig, 
Germany) of known energies and activities 
distributed uniformly in multi element 
Marinelli beaker standard (1000 ml in 
volume, with no head space). The standard 
sources contained several isotopes: 54Mn, 
57Co, 88Y, 133Ba and 137Cs which had been 
calibrated and tested by the calibration 
laboratory for measurements of radioactivity 

(Deutscher Kalibrierdienst). To achieve the 
right efficiency calibration curve, the 
activities of these standard isotopes were 
entered into the GammaVision software along 
with their date of manufacture. Water from 
samples was placed in empty Marinelli 
beaker and the spectrum was acquired for 24 
hours. The accumulated activity was 
automatically corrected for background and 
efficiency. Data and spectra were obtained for 
all of the samples. A gamma-ray spectrum 
obtained for one of the samples (HT) is 
shown in Fig.1. 

 
FIG.1. A typical gamma spectrum for one of the samples. 

 
Results and Discussion 
Evaluation of the Measurement Data 

The eighteen samples of bottled water 
were analyzed, and for a comparison purpose, 
another sample taken from a drinking tap 
water (TW) from Irbid was also analyzed. 
The concentration of the parents can be 
calculated using the following relation; if 
secular equilibrium conditions are satisfied, 
then 

pd AA =                                             (1) 

holds for any daughter product, where Ap and 
Ad are the activities of parent and daughter 
nuclei in secular equilibrium. If the secular 
equilibrium does not exist, the calculation of 
concentration of parent will be extremely 
difficult. 

The activity of parent nuclide Ap can be 
resolved from relation 2: 

ddppp NNA λλ ==                       (2) 

where N and λ is the number of particles and 
the decay constant, respectively, of the parent 
(p) and daughter (d) in a given sample. 



Article  Ismail, et al. 

 50

Then we can calculate the concentration of 
the parent from the relation 3: 

v

wp
p A

AN
m p

α
=                         (3) 

where vAα  is Avogadro's number and 
pwA is 

the mass number of the parent nucleus. 

Corrections due to coincidence summing 
were not considered because a standard 
source of the same size and geometry was 
used to carry out the efficiency calibration. 
Random summing was also ignored because 
of the very low count rate and there was no 
pileup or losses from the energy peaks [7].  

Tables (1a) and (1b) summarize the 
measured activities in all samples expressed 
in Bq/l, where we found that the isotopes 
214Pb, 214Bi, 228Ac, 208Tl, 212Pb, 212Bi, and 40K 

were almost present in all samples. Each 
isotope was approximately present in the 
same order for almost all of the samples and 
that indicates that all of the bottled waters are 
coming from similar geological regions. On 
the other hand, the sample of coded-brand TS 
seems to be evaporated from sea water 
because the values of the activities of the 
observed radionuclide were less than the 
minimum detection activity (MDA).  

We calculated the concentration of 
radionuclides expressed in g/l, for all samples 
(Table 2). For example, the calculated 
concentrations of 40 K from the measured 
activities ranged from 0 up to 0.103 × 10-3 g/l. 

Furthermore, we estimated the gross alpha 
and beta radioactivity concentrations (Table 
3) based on the measured activities presented 
in Tables (1a) and (1b). Alpha activity varied 
between 0.29 and 31.46 Bq/l while beta 
activity varied between 0 and 50.14 Bq/l. The 
calculated values far much exceeded the limit 
of 0.1 Bq/l for alpha and 1.0 Bq/l for beta. 
The total activity in drinking tap water TW 
(43.95 ± 7.5 Bq/l) is the third highest in total 
activity just after that of the NB (53.98 ± 4.8 
Bq/l) and HA (53.64 ± 7.0 Bq/l) samples. 
Some of the radionuclides from natural 
radioactive series were not included in the 
estimation of gross beta and alpha emitters 
and the subsequent dose estimation because 
their gamma activities were not detected by 
the HPGe spectrometer (220Rn, 216Po, 210Po, 

218Po, and 222Rn) or their activities were 
below the detection limits (227Th, 223Ra, 
and 219Rn).  

The isotopes 228Th, 235U, 230Th, 226Ra, 
224Ra and 212Bi (with emission rate 36%) were 
considered as alpha emitters, while the beta 
activity in the samples was due to the 
following isotopes: 40K, 210Pb, 234Th, 231Th, 
109Cd, 228Ac, 214Pb, 214Bi, 212Pb, 212Bi (with 
emission rate 64%) and 208Tl. Other isotopes 
of alpha and beta emitters that had been 
identified in our samples by the spectrometer 
were omitted from our consideration because 
either their activities were less than the 
minimum detectable limit or their peaks were 
of bad shapes. 

Dose Calculation  
Radionuclide may reach the 

gastrointestinal tract directly by ingestion or 
indirectly by transfer from the respiratory 
tract. From small intestine (S1) the 
radionuclide can be absorbed to the body 
fluids.  

Tables (A.8.7), (A.9.7), and (A.10.7) in 
ICRP publication 78 give the predicted values 
(Bq/Bq) for ingested Ra, Th and U for the 
first (10) days after ingestion, that is, the 
values (in Bq) of the remained activities after 
10 days of ingestion per each ingested Bq 
[16, 17]. Such tables show that the predicted 
values are very small (ranging from 2.9×10−2 
for Ra down to 1.9×10−4 for U). This means 
that the effective half-lives of the above 
radionuclide and their daughter products are 
small. The committed quantities, because of 
small effective half-lives, are practically 
realized within one year after intake [18]. 

In this work, the effective dose over one 
year was calculated using the following 
relation. 

365×= CAIE                                (4) 

Where I is the daily water consumption in 
l/day, A is the activity/l; C is a dose 
conversion factor in Sv/Bq. Dose conversion 
factors used to calculate the internal radiation 
exposure by ingestion of radionuclide by 
IAEA [19] were considered, see Table (4).  

On average, adults are considered to 
consume two litres of water per day, while 
children are considered to consume only one 
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litre per day. This is a conservative estimation 
in a hot summer in Jordan. The values of the 
effective dose for adults varied from 0.0 to 
3.9 mSv/y with an average value of 1.7 
mSv/y. But, for children, the effective dose 
values varied from 0.0 to 4.4 mSv/y with an 
average value of 1.9 mSv/y. These values are 
greater than the allowed dose contributed 
from water which was estimated to be less 
than 0.1 mSv/y [4]. Table (5) shows the 
annual effective dose calculated from the 
activities of the detected radionuclide only, it 
may slightly underestimate the real intake 
dose because it does not include all 
radionuclide in the natural series. According 
to these results, it seems that the purification 
technique is not efficient at all and it does not 
touch the heavy radionuclide, while the 
evaporation of water appears to be the best 
way for the purification of water in this 
region of the world, this is because the earth’s 
crust in this region is rich in 238U and 232Th 
and their daughters’ isotopes. It is worth 
mentioning that none of the fission products 
such as 137Cs, 134Cs, 90Sr, etc were found in 
our samples, even though these isotopes were 
detected in Jordanian soil [20].  

The uncertainties given in all tables were 
evaluated from the counting uncertainties 
reported along the count rate by the used 
software (GammaVision) as one sigma (one 
standard deviation), which depend on the 

distribution of the peak area of each detected 
radionuclide. The total uncertainties in Table 
(3) were the sum of all uncertainties in the 
activities. 

Conclusion 
In this study, we measured the natural 

radioactivity in eighteen samples of bottled 
drinking water and one sample of tap water 
(TW) by using the HPGe gamma-ray. Also, 
we estimated the gross alpha and beta activity 
values and found that they are very much 
higher than the limit of 0.1 Bq/l for alpha and 
1.0 Bq/l for beta. In addition to that, we 
estimated the annual effective dose for adults 
and children; we found that the average 
values were 1.7 and 1.9 mSv/y for adults and 
children, respectively. These values are 
greater than the allowed dose contributed 
from water which is estimated to be less than 
0.1 mSv/y. Finally, we could say that the 
gamma spectrometry technique may not be an 
efficient one for the estimation of the gross 
alpha and beta or the effective dose because 
some of the daughter products from the 
natural radioactive series could not be 
detected by HPGe spectrometer. Other 
techniques, such as liquid scintillator or 
chemical analysis, may give more accurate 
results. 

References  
[1]WHO, World Health Organization. 

"Guidelines for drinking water quality", 
(Geneva-Switzerland, 2004).  

[2]Smith, B., Powell, J., Bradley, A., Gedeon, 
R. and Armo, H., Mining Environmental 
Management, 3 (1995) 7. 

[3]Dávila Rangel, J.I, López del Rio, H., 
Rodriguez B.L. and Solache-Rios, B.M., J. 
Radioanal. Nucl. Chem. 247(2) (2001) 
425. 

[4]Dávila Rangel, J.I., López del Rio, H., 
Mireles Garcia, F., Quirino Torres, L.L., 
Villalba, M.L, Colmenero Sujo., L. and 
Montero Cabrera, M.E., Appl. Radiat. 
Isotopes, 56 (2002) 931. 

[5]Cooper, M.B., Ralph, B.J. and Wilks, M.J., 
Australian Radiation Laboratory. ARL-
TR-063 (1981).  

[6]Martin Sanchez, A., Rubio Montero, M.P., 
Go’mez Escobar, V. and Jurado Vargas, 
M., Appl. Radiat. Isotopes, 50 (1999) 
1049. 

[7]Saqan, S.A., Kullab, M.K. and Ismail, 
A.M., J. Environmental Radioactivity, 52 
(2001) 99. 

[8]Somlai, J., Horváth, G., Kanyár, B., 
Kovács, T, Bodrogi, E. and Kavási, N., J. 
Environmental Radioactivity, 62(3) (2002) 
235. 

[9]Kovács, T., Bodrogi, E., Dombovari, J., 
Somlai, J., Németh, Cs., Capote, A. and 
Tarján, S., Radiation Protection 
Dosimetry, 108(2) (2004) 175. 

[10]Vesterbacka, P., Makelainen, I. and 
Arvela, H., Radiation Protection 
Dosimetry, 113(2) (2005) 223. 



Article  Ismail, et al. 

 52

[11]Bronzovic, M. and Marovic, G., Health 
Physics, 88(5) (2005) 480.  

[12]Ben Fredj, A., Hizem, N., Chelbi, M. and 
Ghedira, L., Radiation Protection 
Dosimetry, 117(4) (2005) 419. 

[13]Fatima, I., Zaidi, J., Arif, M. and Tahir, 
S., Radiation Protection Dosimetry, 
123(2) (2007) 234. 

[14]Somlai, K., Tokonami, S., Ishikawa, T., 
Vancsura, P., Gaìspaìr, M., Jobbagy, V., 
Somlai, J. and Kovács, T., Radiation 
Measurements, 42 (2007) 491. 

[15]Bronzovic, M., Marovic, G., Vrtar, M. 
and Bituh, T., J. Environmental Science 
and Health Part A, 42 (2007) 817. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[16]ICRP Publication 78. "Individual 
Monitoring for Internal Exposure of 
Workers", (1997). 

[17]Kovács, T., Bodrogi, E., Somlai, J., 
Jobbagy, V., Patak, G. and Németh, Cs., J. 
Radioanalytical and Nuclear Chem. 
258(1) (2003) 191. 

[18]Turner, J.E., "Atoms, Radiation and 
Radiation Protection", 2nd Ed. (John Wiley 
and Sons Ltd, 1995). 

[19]IAEA. "International Basic Safety 
Standards for Protection Against Ionizing 
Radiation and for the Safety of Radiation 
Sources", No. 115 (IAEA, Vienna, 2003). 

[20]Al-Hamarneh, I., Wreikat, A. and 
Toukan, K., J. Environmental 
Radioactivity, 67 (2003) 53. 



Natural Radionuclides in Bottled Drinking Water in Jordan and their Committed Effective Doses 

 53

TABLE 1a. Natural Radioactivity in Bq/l (±1 standard deviation). 
 AA FT GR HA HT HW KR KZ MY NB 

234Th 3.70±0.7   3.85±0.71       
234mPa    15.02±2.20       
231Th    5.70±0.50       
230Th           
226Ra  5.30±1.8  3.52±0.70    4.20±0.90   
214Pb 0.58±0.10 0.79±0.20 1.19±0.20 1.01±0.15 1.15±0.20 1.16±0.20 1.21±0.20 1.10±0.20 1.15±0.20 1.09±0.20
214Bi 2.30±0.11 2.00±0.10 3.00±0.20 2.69±0.13 2.90±0.10 2.90±0.10 3.00±0.20 2.80±0.20 2.90±0.20 2.80±0.20
210Pb  2.20±0.90    1.90±0.80   1.80±0.80  
235U 0.29±0.04  0.50±0.10  0.40±0.10 0.40±0.10 0.30±0.10 0.20±0.10 0.30±0.10 0.30±0.10

228Ac  0.40±0.20 1.70±0.20  1.80±0.20 2.40±0.20 1.50±0.20  1.60±0.20 1.90±0.20
228Th   30.5±4.10    25.2±2.20 16.70±2.30 29.6±3.70 17.9±1.70
224Ra     1.70±0.80 1.60±0.80    1.70±0.80
212Pb 0.44±0.04 0.40±0.10 0.51±0.10 0.44±0.04 0.42±0.10 0.60±0.10 0.60±0.10 0.60±0.10 0.60±0.10 0.50±0.10
212Bi   1.29±0.40  1.06±0.70 1.52±0.70 1.49±0.70 1.52±0.50 1.51±0.70 1.28±0.70
208Tl 0.89±0.10   1.18±0.12  1.90±0.10    1.80±0.10
40K 16.20±2.0   18.1±2.20 25.8±0.80 26.7±1.0    24.7±0.80

109Cd 2.98±0.70   2.13±0.25       
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TABLE 1b. Natural Radioactivity in Bq/l (±1 standard deviation). 
 NQ PD QS RA RE RM TS* TW UA 

234Th  2.68±0.50  3.44±0.65  3.67±0.70  1.69±0.50 2.87±0.52 
234mPa  16.65±2.40        
231Th    4.96±0.70     5.81±0.52 
230Th 25.5±9.50         
226Ra     5.50±1.80    3.77±0.75 
214Pb  0.78±0.12 1.10±0.20 0.80±0.13  0.86±0.13  0.63±0.40 0.61±0.10 
214Bi  2.46±0.12 2.80±0.10 2.25±0.11  2.13±0.10  1.60±0.20 2.63±0.13 
210Pb   2.00±0.80       
235U  0.34±0.04 0.50±0.10 0.33±0.04  0.26±0.03  0.30±0.10  

228Ac   1.60±0.20     1.20±0.30  
228Th   28.6±3.60     12.2±3.20  
224Ra          
212Pb  0.36±0.04 0.50±0.10 0.35±0.03  0.46±0.04  0.47±0.10 0.45±0.04 
212Bi  0.44±0.26 1.29±1.00 0.39±0.17    1.20±0.40  
208Tl  0.91±0.11  0.74±0.09  0.67±0.08  0.20±0.10 1.02±0.11 
40K  7.31±1.00   2.50±1.00 5.73±1.90  24.5±2.20 16.9±2.10 

109Cd  2.33±0.60  2.60±0.60  3.10±0.70   3.14±0.70 
 * The activities of all the identified radionuclides were less than the minimum detectable activity (MDA). 
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TABLE 2. Concentrations of natural radionuclides in g/l. 
 234Th 

×10-15 
234mPa 
×10-19 

231Th 
×10-16 

230Th 
×10-8 

226Ra 
×10-10 

214Pb 
×10-19 

214Bi 
×10-18 

210Pb 
×10-13 

235U 
×10-6 

228Ac 
×10-17 

228Th 
×10-13 

224Ra 
×10-16 

212Pb 
×10-18 

212Bi 
×10-18 

208Tl 
×10-19 

40K 
×10-5 

109Cd 
×10-14 

AA 4.31     4.79 1.41  3.63    8.56  0.83 6.25 3.14 
FT     1.45 6.52 1.23 7.79  0.50   7.78     
GR      9.82 1.85  6.25 2.11 10.05  9.92 2.38    
HA 4.49 5.91 2.90  0.96 8.34 1.66      8.56  1.09 6.99 2.24 
HT      9.49 1.78 7.09 5.00 2.23  2.88 8.17 1.95  9.96  
HW      9.58 1.78 6.38 5.00 2.98  2.71 11.67 2.80 1.76 10.30  
KR      9.99 1.85  3.75 1.86 8.30  11.67 2.75    
KZ     1.15 9.08 1.72  2.50  5.50  11.67 2.80    
MY      9.49 1.78  3.75 1.98 9.75  11.67 2.78    
NB      9.00 1.72  3.75 2.36 5.90 2.88 9.73 2.36 1.67   9.53  
NQ    3.34              
PD 3.13 6.55    6.44 1.51  4.25    7.00 0.81 0.84 2.82 2.45 
QS      9.08 1.72  6.73 6.25 1.98 9.42  9.73 2.38    
RA 4.01  2.52   6.60 1.38  4.13    6.81 0.72 0.69  2.74 
RE     1.50             0.96  
RM 4.28     7.10 1.31  3.25    8.95  0.62 6.07 3.26 
TS*                  
TW 1.92     5.20 0.98  3.75 1.49 4.02  9.14 2.21 0.19 9.46  
UA 3.35  2.96  1.03 5.04 1.62      8.76 0.95  6.52 3.30 

* The activities of all the identified radionuclides were less than the minimum detectable activity (MDA). 
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TABLE 3. Alpha and beta activities in Bq/l (±1 standard deviation) 
Sample Total Activity Total Alpha Total beta 
AA 27.38±3.8 0.29±0.04 27.09±3.76 
FT 11.09±3.3 5.3±1.8 5.79±1.5 
GR 38.69±5.26 31.46±4.34 7.23±0.92 
HA 53.64±7.0 3.52±0.7 50.14±6.3 
HT 35.23±3.0 2.48±1.15 32.75±1.85 
HW 41.08±4.2 2.55±1.15 38.53±3.05 
KR 32.3±3.7 26.04±2.55 6.26±1.15 
KZ 27.12±5.3 21.65±3.9 5.47±1.4 
MY 39.57±5.9 30.55±4.05 9.02±1.85 
NB 53.97±4.8 20.08±2.85 33.89±1.95 
NQ 25.5±9.5 25.5±9.5 0.0 
PD 34.26±5.19 0.50±0.15 33.76±5.04 
QS 38.59±6.1 29.56±4.06 9.03±2.04 
RA 15.83±3.52 0.47±0.10 15.36±3.42 
RE 8.0±2.8 5.5±1.8 2.5±1.0 
RM 26.88±3.68 2.5±1.3 24.38±2.38 
TS < MDA < MDA < MDA 
TW 43.95±7.5 12.93±3.44 31.02±4.06 
UA 37.2±4.97 3.77±0.75 33.43±4.72 

                                                              
                                                                      
TABLE 4. Ingestion: Committed Effective Dose per Unit Intake Via Ingestion (Sv/Bq) For 

Members of the Public. 

Nuclide Physical  
half-life 

Age     
g  ≤  1 a

Age     
1-2 a 

Age     
2-7 a 

Age      
7-12 a 

Age    
12-17a 

Age    
>17 a 

    K-40 1.28 E+09 a 6.2 E-08 4.2 E-08 2.1 E-08  1.3 E-08 7.6 E-09 6.2 E-09
Pb-210 22.3 a 8.4 E-06 3.6 E-06 2.2 E-06  1.9 E-06 1.9 E-06 6.9 E-07
Pb-212 10.6 h 1.5 E-07 6.3 E-08 3.3 E-08  2.0 E-08 1.3 E-08 6.0 E-09
Pb-214 0.447 h 2.7 E-09 1.0 E-09 5.2 E-10  3.1 E-10 2.0 E-10 1.4 E-10
Ra-224 3.66 d 2.7 E-06 6.6 E-07 3.5 E-07  2.6 E-07 2.0 E-07 6.5 E-08
Ra-226 1.60 E+03 a 4.7 E-06 9.6 E-07 6.2 E-07  8.0 E-07 1.5 E-06 2.8 E-07
Ac-228 6.13 h 7.4 E-09 2.8 E-09 1.4 E-09  8.7 E-10 5.3 E-10 4.3 E-10
Th-228 1.91 a 3.7 E-06 3.7 E-07 2.2 E-07  1.5 E-07 9.4 E-08 7.2 E-08
Th-230 7.70 E+04 a 4.1 E-06 4.1 E-07 3.1 E-07  2.4 E-07 2.2 E-07 2.1 E-07
Th-231 1.06 d 3.9 E-09 2.5 E-09 1.2 E-09  7.4 E-10 4.2 E-10 3.4 E-10
Th-234 24.1 d 4.0 E-08 2.5 E-08 1.3 E-08  7.4 E-09 8.0 E-07 7.1 E-07
U-235 7.04 E+08 a 3.5 E-07 1.3 E-07 8.5 E-08  7.1 E-08 7.0 E-08 4.7 E-08
Bi-212 1.01 h 3.2 E-09 1.8 E-09 8.7 E-10  5.0 E-10 3.3 E-10 2.6 E-10
Bi-214 0.332 h 1.4 E-09 7.4 E-10 3.6 E-10  2.1 E-10 1.4 E-10 1.1 E-10
Cd-109 1.27 a 2.1 E-08 9.5 E-09 5.5 E-09  3.5 E-09 2.4 E-09 2.0 E-09
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TABLE 5. Committed effective dose (±1 standard deviation) (mSv/y). 
Age groups in years  

Sample 2-7 7-12 12-17 17> 
AA 0.16239945 0.1305459 0.06286322 0.09896902 
FT 2.97142485 3.0765923 4.42958525 2.193577 
GR 2.47281335 1.68915795 1.06237411 1.62360979 
HA 0. 96605645 1.129935975 1.98619787 0. 81773724 
HT 0.4342332 0.29830063 0.20858655 0.21414112 
HW 1.956693095 1.6123218 1.5224515 1.17153685 
KR 2.04196695 1.39271225 0.8757956 1.3385645 
KZ 2.30594955 2.15090485 2.88083915 1.7463425 
MY 3.84068987 2.882191475 2.27510997 2.4764958 
NB 1.861144855 1.27115557 0.81753795 1.14694826 
NQ 2.885325 2.2338 2.04765 3.90915 
PD 0.08871325 0.0566553 0.037011365 0.05673706 
QS 3.92591445 2.97053936 2.38410043 2.53060705 
RA 0.0387119 0.02527625 0.01860405 0.02675158 
RE 1.2638125 1.6178625 3.018185 1.135515 
RM 0.1581983 0.098696 0.0609696 0.0958782 
TS - - - - 
TW 1.1915863 0.80065305 0.49694239 0.76936014 
UA 1.0108675 1.1979081 2.12127415 0.86246215 
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Abstract: A fast and novel technique was developed to exclude obstacle data from a single 
Computed Tomography Angiography (CTA) data set. The data was minimally processed to 
preserve the majority of the CTA data in its original form, especially the vascular 
information. The technique was based on a newly developed adaptive composite mask which 
used multi-step image processing techniques. Excluding a structure like-bone from CTA data 
can improve several three dimensional (3-D) visualization techniques such as volume 
rendering, shaded surface display, or maximum intensity projection to better render the 
vascular data unveiling any aneurysms or calcifications in a clear manner. This enhancement 
in angiogram visualization is expected to increase the sensitivity of clinical diagnoses. The 
proposed technique demonstrated obstacle free 3-D vessel visualization in ten different CTA 
data sets. 
Keywords: CT angiography, Obstacle data exclusion, Segmentation, Visualization, Bone 
removal. 
 

 
Introduction 

Conventional X-ray angiography is the 
gold standard in terms of diagnostic accuracy, 
but it has risks associated with it [1, 2]. 
Therefore, non-invasive or minimally 
invasive techniques including computed 
tomography (CT) are of interest to 
radiologists evaluating the vascular system. 
In CT, multiple contiguous or partially 
overlapping sections of tissue are 
reconstructed. CT is known to provide 
tomographic high contrast between bony 
structures (i.e. skull) and soft tissue (i.e. 
brain). This high contrast is useful in many 
medical applications. However, visualization 
of blood vessels using conventional CT is 
currently a very difficult task due to the fact 
that CT Hounsfield numbers of vessels and 
their surrounding soft tissues (i.e. brain 
tissues of white and grey matters) are similar. 
In CTA however, the contrast of the vessels 
compared to the surrounding tissue is 
enhanced. This enhancement is due to the use 

of a contrast agent injected before the CT 
scan. Consequently this increases the vessels’ 
X-ray attenuation coefficients leading to an 
increase in the vessels’ CT number (CTN), 
thus enhancing the contrast with surrounding 
tissues [3]. Clinicians are then able to 
visualize vessels in 2-D tomographic views. 
Vessels, however, are 3-D tree-like 
structures, their visualization in 2-D is still a 
very tedious task. 

3-D visualization techniques, like 
maximum intensity projection (MIP), surface 
shaded display (SSD), or volume rendering 
(VR) are known techniques in visualizing 3-
D data [4,5,6,7,8]. However, the high CT 
numbers (CTNs) for bone create a major 
barrier in visualizing blood vessels. In 
addition, excluding these high CTNs cause 
difficulty in retaining vessel filled with 
contrast agent. This is due to the overlapping 
CTN distributions for bone and contrast filled 
vessels. This overlap in the CTN distributions 
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is mainly due to the following two conditions. 
First, part of the vessel CTN distribution falls 
in the bone CTN distribution. Some of this 
can be attributed to the vessel’s calcification 
and should not be ignored. Second, part of the 
bone CTN distribution also falls into the 
vessels CTN distribution. Most of this is due 
to partial volume averaging, where the boney 
volumes do not end abruptly but rather fall in 
a gradual fashion to the background region or 
surrounding tissues. 

Current techniques in CTA employ semi-
automatic editing techniques to eliminate 
bones [9]. The tracing is usually performed in 
two different modes [10]. In exclusive editing 
mode, experts trace regions selected for 
removal where as in the inclusive mode, they 
trace regions selected for inclusion. These 
approaches may introduce distortion of 
information when the connectivity algorithm 
uses a threshold which is too low to exclude 
bones physically touching the vessels [11]. 
Such editing also requires a lot of operator 
time (15 – 30 minutes). In most cases, the 
results are influenced by experience and 
personal bias of individual operators. 
Furthermore, the method was not good at 
depicting aneurysm. 

In an effort to reduce the operator time, 
investigators have developed hybrid semi 
automated editing programs [12]. In these 
techniques, an automated 2-D segmentation 
procedure is performed to produce a set of 
labeled images. Each segment becomes 
associated with a distinct label. The then user 
views a small number of labeled images and 
selects segments of interest by pointing and 
clicking with a mouse. This activity triggers a 
connectivity algorithm that collects related 
segments for inclusion in the edited sections. 
Selected segments are then used as a mask to 
exclude the corresponding voxel values from 
the raw images. This method is 
computationally very intensive and currently 
not suited for clinical practice. 

Another approach proposed in literature 
involves the use of warped matching for 
digital subtraction of data sets corresponding 
to pre- and post-contrast injection [13]. The 
authors have developed a 3-D flexible 
registration procedure which was inspired by 
a 2D technique introduced by Van Tran and 
Sklansky [14, 15]. This method not only 

requires the availability of two data sets 
which increases the radiation dose to the 
patient, but it is computationally too involved 
to be of use in routine clinical practice. 

Currently there is a need for a fast 
segmentation technique which would totally 
remove bone from a single CTA data set 
while preserving vessel information in its 
original form without adding any spurious 
image processing artifacts. The technique 
described here will show the feasibility of 
such a technique. It involves steps necessary 
for bone segmentation and the steps needed to 
speed up the computations using appropriate 
approximations. This paper is a continuation 
to an initial work that was presented at an 
SPIE conference [16]. 

Methods 
The proposed method consists of a few 

steps which lead to total exclusion of 
connected bone from a single CTA data set 
while preserving vessel data information. 
Fig.s 1 and 2 show flow charts of the 
algorithm’s main preparation steps and the 
image processing steps used in the developed 
technique, respectively. 

Image Data Acquisition 
Seven subjects were imaged once in the 

head and three subjects were scanned once in 
the abdomen using the G.E. Helical HiSpeed 
CT Scanner. The CT scanner was set to 140 
KVp and the mAs settings ranged from 180 
to 200 between subjects. The data was 
acquired post to a specified time delay from 
the time of the contrast agent injection. The 
time delay between imaging and injection 
was approximately 15 seconds. Isovue 
contrast agent was used. Its amount ranged 
between subjects from 300 to 370 cc. 

The acquired head data sets consisted of a 
series of CTA images covering the imaged 
volume which included the Circle of Willis 
region, and the abdomen data sets covered the 
kidneys and lungs. Slice thickness was 1 mm 
with 0.5 mm overlap. Between the subjects, 
the field of view ranged from 160 to 220 mm, 
the matrix size along x, y, and z was 
512x512xN where N ranged from 60 to 119 
slices, and the voxel aspect ratio ranged from 
4:4:1 to 2:2:1. 
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FIG. 1. Flowchart illustrating the preparation steps for the developed technique.  The equation number 

shown in each box refers to the equation used in processing the data. 

 
FIG. 2. Flowchart illustrating the connectivity of the main steps for the developed technique. The 

equation number shown in each box refers to the equation used in processing the data. The outputs of 
the dotted line box will feed as two of the three inputs shown in the final stage of Fig. 1. Note also the 
optional t1 and s1 thresholds for optimal results. 
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In this paper, I(x, y, z) will be used to 

represent the original input data of the imaged 
volume and V(x, y, z) will be used to 
represent the final output CTA data. The (x, y, 
z) point represents a voxel location in the 3-D 
data volume and I and V represent the CTN at 
(x, y, z) location. 

Data Down-Sampling 
I(x, y, z) data was down-sampled to a 

lower spatial resolution along x, y, and z. The 
lower resolution data is referred to here with 
a lower case i(x, y, z). I(x, y, z) data was 
down-sampled to an isotropic i(x, y, z) data 
where the i(x, y, z) voxel aspect ratio (VAR) 
was 1:1:1. For instance, if VAR was 4:4:1 in 
I(x, y, z), then a 4x4x1 kernel was used in the 
down-sampling process. Note that the output 
of this kernel was reduced to one voxel in i(x, 
y, z) with a value equal to the maximum CTN 
of the voxels in the kernel. 

Threshold Mask 
To estimate a threshold for bone removal, 

it was necessary to know the CTN 
distribution of other visible tissues in a CTA 
data. The main tissues that could be 
visualized in a CTA data of the head were the 
skull, the brain, vessels, calcifications, and air 
cavities or air surrounding the head. The 
average CTN for these tissues were 1748, 61, 
273, 826, and -954 respectively. These 
numbers were calculated from the acquired 
CTA data sets. For each specific tissue, a 
region of interest (ROI) was drawn in an area 
internal to the tissue. The average CTN value 
of the ROI was then calculated. This 
calculation was repeated on five different 
CTA data sets, and the mean value for these 
calculations was used to indicate the tissue’s 
CTN. A similar technique was done for the 
abdomen data sets. The main visualized 
tissues in the abdomen were cortical bone, 

spongy bone, liver, kidney, vessels, and air. 
The average CTNs for these tissues were 657, 
120, 107, 333, 483 and -954 respectively. 
Note that the skull cortical bone CTN was 
higher than the abdomen cortical bone CTN. 
This is due to the higher density of the 
cortical bone in the skull. Fig. 3 shows CTA 
images of head and abdomen and 
corresponding line profiles drawn on the 
images. 

A threshold mask mth(x, y, z) was 
generated using Eq. 1 on the down-sampled 
data i(x, y, z) with a default t1 = 400. For 
optimal results, however, the threshold value 
t1 ranged from 350- to 500 CTNs and can be 
set and adjusted by the user. The voxels that 
are set in this mask corresponded to voxels 
containing mainly cortical bone in i(x, y, z).  

( ) rzyx ∈ ,,  

where (x, y, z) is a location in the subsampled 
data spacer. 

( )     
 otherwise   0

 t ),,i(        if   1
,,m 1

th


 >

=
zyx

zyx   (1) 

Eq. 1 marks every voxel having a CTN 
higher than t1. Although t1 was high enough 
to mark voxels containing mainly cortical 
bone, some voxels containing calcifications 
in the i(x, y, z) have CTNs high enough to 
also be set in the mth mask. 

Connectivity Mask 
A mco(x, y, z) mask was generated by 

applying a 26-neighbor connectivity 
technique on the mth mask [17]. This step un-
marks voxels that corresponded to non bony 
tissue (i.e. calcifications) and retains marked 
voxels corresponding to connected cortical 
bone in the mth mask as shown in the 
following pseudo-code. 
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FIG. 3.  Illustrates CTA images for the head and abdomen. Fig.s 3A and 3B show a CTA head image and 

the corresponding line profile respectively. Fig.s 3C and 3D show a CTA abdominal image and the 
corresponding line profile respectively. Note the t1 and s1 thresholds used in the technique. 
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Note that the connectivity technique 
requires seeds to grow the connected regions. 
Therefore, multiple seeds were used for this 
step. The coordinates (x, y, z) for these 
multiple seeds were identified using a 
threshold technique with a default (s1) value. 
The default threshold (s1) was equal to 90% 
of the maximum CTN in each data set but it 
may also be set and adjusted by the user. Fig. 
3 shows the relative t1 and s1 CTN values in 
line profiles. Any voxel having a CTN higher 
than s1 was used as a seed in the connectivity 
technique to grow the high CTN bone region. 

Exclusion of High CTN Obstacle Data  
CTA data i2(x, y, z) was generated using 

i(x, y, z) and mco mask as shown in Eq. 2, 

( ) ( ) ( )
( )
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where to is the vessel surrounding tissue mean 
CTN as can be deduced from Fig. 3. In our 
case the t0 value had a CTN of 50. 

Transition Region and Composite 
Mask 

A transition region was generated by 
dilating the connectivity mco mask with B3x3x3 
kernel using its 26-neighbors [18], as shown 
in Eq. 3: 
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Where B represents the kernel and k 
represents its size. Fig. 4 illustrates a mockup 
2-D simulated image for the formation of a 
composite mask. Although, there are different 
techniques to perform dilation [19], the 
approach used to accomplish this dilation task 
is based on the center voxel value of the 
kernel B3x3x3. The kernel marches and shifts 
through the entire mco mask data. If the center 
voxel of the kernel B3x3x3 at one of the shifts 
is equal to 1 in mco, then any neighboring 
voxel (defined by the extent of the kernel) 
with a zero value would be replaced with 2 
(defining the transition region) and any other 
voxels equal to 1 is copied in the composite 
mask. However, if the center voxel of the 
kernel mask was not set (i.e. value = 0), then 
a zero value is copied to the composite mask 

and no other action would be taken and the 
technique would skip and march to the next 
voxel in mco mask.  

Once the dilation process is performed, a 
composite mask is generated and is defined in 
Eq. 4 and demonstrated in Fig. 4: 
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The region of the mcomposite mask that 
contains values equal to two corresponds to 
the transition region of the bone diffused into 
the surrounding tissue. This composite mask 
was used with the adaptive median filter to 
process the bone-vessel and bone-background 
transition regions which will be discussed in 
the next section. 

Filtered Transition Region Obstacle 
Data 

iaf(x, y, z) was generated using Eq.s 2, 3, 4 
and an adaptive median filter. An adaptive 
median filter was applied on i2(x, y, z) data set 
using mcomposite(x, y, z) mask with a 3x3x3 
kernel size as shown in Eq. 5: 
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Note that the adaptive median filter was 
only used where low CTN for bone residue 
exists. Voxel values which had low CTNs for 
bone were replaced by non bone neighboring 
voxel values. Although this step filters the 
data, note that it does not include any new 
values. The median filter then uses lower 
neighboring values to replace the remaining 
obstacle bone data. 

Once the composite mask and the filtered 
data are available, the up-sampling process 
will need to perform and to generate the final 
output CTA data as shown in Fig. 1. 
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B 
FIG. 4.  Illustrates a 2-D mockup example of a dilation technique with a 3x3 kernel outlined in dark lines.  

Fig. 4A shows the mockup bone region. Fig. 4B shows the outcome of the dilation. Regions with 
values of 2, 1, and 0 correspond to the transition region, bone region, and other tissue region 
respectively. 

 
Data Up-Sampling 

iaf(x, y, z) data and mcomposite masks were 
interpolated and up-sampled to the original 
spatial resolution 512x512xN (N is the 
original number of slices) and Iaf and 
Mcomposite were generated respectively. 
Adaptive Trilinear Interpolation using 
mcomposite mask was used to generate Iaf data 

set as shown in Eq. 6 and voxel replication 
was used to produce the high resolution 
composite mask Mcomposite. 
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The Final Output CTA with Total 
Obstacle Exclusion 

The final step in the developed technique 
was to generate the final output V(x, y, z) data 
set using the original high resolution CTA 
data I(x, y, z), composite mask Mcomposite, the 
processed data Iaf(x, y, z), and t0 as shown in 
Equation 7: 
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V(x, y, z) data set contains the original 
vascular data, the processed data, and t0 
which replaced the high CTN for bone. 

Results and Discussion 
Fig. 5 illustrates the outcome of the main 

steps for the developed technique. Fig. 5A 
shows a down-sampled CTA image. The 
outcome of the thresholding step (threshold t1 
= 400) is illustrated by Fig. 5B showing the 
values below the threshold and Fig. 5C 
showing the values above the threshold t1. 
Fig. 5D shows the connected bone region. 
The composite mask showing clearly the 
transition region as a bright line around the 
connected bone region is displayed in Fig. 
5E. Lastly, Fig. 5F shows the outcome of 
implementing the proposed technique using 
the composite mask (Eq. 7). 

The proposed technique was successful in 
excluding bone (obstacle data) from all ten 
acquired CTA data. The 3-D rendered images 
(MIP, SSD, VR) of the pre- and post-
processed data were compared visually and 
assessed by an expert medical physicist. 
Clearly the post-processed rendered images 
outperformed the pre-processed rendered 
images. An example of this performance was 
demonstrated in Fig. 6. It took approximately 

1 minute of CPU time on a low end 
workstation to segment bone, which makes 
the technique clinically feasible as well. 

The 3-D visualization MIP technique 
applied on a pre- and post-processed CTA 
Data is shown in Fig. 6. Note that bone was 
totally removed and a simple MIP would 
provide essential diagnostic information of 
vessels such as the aneurysm and the 
calcifications as shown in Fig.s 6B and 6F. 
Another 3D visualization technique, such as 
surface shaded display, is demonstrated in 
Fig.s 6C and 6D. It performed similarly on 
the processed data in comparison to the 
unprocessed data. 

The developed technique consists of two 
main ideas: the first idea explains the steps 
involved in the segmentation technique and 
the second idea consists of steps that make 
this technique fast and clinically feasible. The 
latter part involves the down-sampling and 
un-sampling steps of the CTA data. 

Threshold and Connectivity Masks 
To mark voxels that are fully filled with 

one specific tissue is an easy task if each 
tissue in an image has a separate distribution 
of CTNs. The difficulty arises when a voxel 
contains more than one tissue. This is referred 
to as a partial volume averaging (PVA). The 
spread of the CT value distribution of a tissue 
increases due to the PVA effect. This is most 
prominent between tissues with high contrast, 
such as the cortical bone and air filled 
cavities.  

To select a threshold for marking a 
specific tissue, it should have a value below 
most of the tissue of interest and above the 
other tissues. The default t1 threshold used in 
Equation 1 (400 CTN) was high enough to 
mark the bone (high CTNs) and to unmark 
air, soft tissue, and enhanced vessels in the 
mth(x, y, z) mask. Unfortunately, some vessels 
and calcification were also marked in mth 
mask because of their high CTNs. 
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FIG. 5A FIG. 5B 

 
FIG. 5C FIG. 5D 

 
FIG. 5E FIG. 5F 

FIG. 5. Output images of different steps of the proposed technique. Fig.s 5A-5F show the original CTA 
image, the threshold image with CT values below bone tissues, the threshold image with CT values 
above bone tissues, connectivity image, the composite mask image, the processed CTA data 
respectively. 
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FIG. 6A FIG. 6B 

        
FIG. 6C FIG. 6D 

         
  FIG. 6E FIG. 6F 

FIG. 6.  Illustrates maximum intensity projection images and surface shaded display images of CTA data. 
Fig.s 6A and 6B show MIP images of unprocessed and processed head CTA data respectively. Fig.s 
6C and 6D show surface shaded display images of unprocessed and processed head CTA data 
respectively. Fig.s 6E and 6F show MIP of unprocessed and processed abdomen CTA data 
respectively. 
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Note that t1 threshold can be adjusted by 
the user for optimal processing. Increasing t1 
beyond the proposed limit (350 – 500 CTN) 
would provide a higher probability of not 
masking vessels or calcifications. This would 
increase the transition region and thus the 
filtered data and the processing time. 
Decreasing t1 beyond the proposed limit 
reduces the transition region and thus the 
filtered data and processing time. This leads 
to a higher probability in removing vessels 
and calcifications. 

Calcifications however, were generally 
located internal to the vessels and were not 
connected to bone. Therefore, the 
connectivity mco mask was used to unmark 
voxels from the mth mask corresponding to 
high CTNs for calcifications in i(x, y, x) and 
to retain marked voxels corresponding to 
bone. Note that connected bone (i.e., 
fragment bone) would not be in the mco mask 
if a single seed was used. Fragmented bone 
was removed however by selecting multiple 
seeds, some of which were within the 
fragmented bone. Selecting multiple seeds 
was easily accomplished by using a high 
threshold (i.e. default threshold was equal to 
90% of the maximum in the data) applied on 
i(x, y, z) data. Voxels containing CTNs higher 
than this high threshold were all bone. Voxels 
containing calcification were still below this 
threshold. 

Note that the s1 threshold can also be 
adjusted by the user for optimal processing. 
Increasing s1 beyond the proposed limit (90% 
of maximum CTN) would provide higher 
accuracy of selecting seeds for the 
connectivity technique. This however would 
lead to the decrease in the number of seeds 
which may lead to non-removal of some 
fragmented bone. Decreasing s1 beyond the 
proposed limit reduces increases the number 
of seeds for the connectivity algorithm. This 
leads to a higher probability in marking seeds 
in the lower CTN region thus removing 
vessels and calcifications. 

For optimal results in excluding bone 
using the proposed technique, the threshold t1 
in the all CTA data sets ranged from 350- to 
500 CTN. This variation was related to the 
PVG effect and to the variation in the CTNs 
for enhanced vessels. This variation is related 
to the variation of the amount of contrast 

agents contained within the vessels. In 
addition, this can be attributed to inter-subject 
bloodstream variability.  

Note that thresholding and connectivity 
still do not guarantee that all bone is marked. 
Voxels with (low CTNs for bone) contained 
partially bone and partially other tissues 
which were not marked in either the mth or 
the mco mask. 

Exclusion of High CTN Obstacle Data 
This step retains the i(x, y, z) CTA data in 

i2(x, y, z) except for high CTNs of bone. High 
CTNs for bone were excluded based on the 
mco mask. Nevertheless, i2(x, y, z) still 
contains partial bone that has CT values 
lower that t1 (Eq. 1). Note that the 
thresholding step generated sharp edges 
between t0 region (where high CTN bone used 
to be) and low CTN bone. These false edges 
are removed by applying an adaptive 
smoothing filter as described later in this 
section. 

Transition Region and Composite 
Mask 

Some voxels containing partial bone still 
have higher CTNs than enhanced vessels, and 
would still provide obstacles in 3D 
visualization. The dilation step expands the 
bone region in the mco mask such that it 
covers voxels with partial bone in i(x, y, z) 
(Eq.s 3 and 4). 

Without the down-sampling step, the 
dilation kernel needs to be larger (i.e. 5x5x5 
or even 7x7x7) to mark the transition region 
in the original data. Because voxels 
containing partial bone in the high resolution 
original data fall off more gradually and 
cover larger voxel area. Although, a larger 
kernel even guarantees more mapping of 
partial bone, the heavy price to pay is the 
processing time which renders a technique 
with the current technology clinically 
challenging. Even though the resolution is 
reduced with down-sampling, but the benefits 
are two-fold. First, the amount of data is 
reduced which means less data to process, 
and second, the dilation kernel is smaller, a 
3x3x3 kernel size is sufficient to mark the 
transition region. The drawback of down-
sampling is that it may cause loss of some 
details or resolution in the transition region. 
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Filtered Transition Region Obstacle 
Data 

An image processing filter (i.e. mean, 
Gaussian, or any other smoothing filter) can 
be used in this step to replace the low CTNs 
for bone voxels. However, a median filter 
provides a more accurate representation or 
replacement. It removes speckles while 
preserving true edges in the data [19,20]. 

For voxels containing multiple tissues, a 
dominant structure (i.e. bone) tends to 
overshadow the other tissues. The role of the 
adaptive median filter here is to use the 
median dominant structure (i.e. soft tissues) 
instead of the dominant structure in the 
replacement process. The existence of partial 
bone in a voxel would give that voxel a high 
CTN, although there might be more volume 
from other tissue in that voxel bone. With the 
use of a median filter, the low CTN for bone 
is replaced with neighboring voxels which 
may be vessels, soft tissue, or air. A median 
filter would cause other tissues to grow into 
the bone transition region instead of having 
the bone grow into the other tissue. 

If this process was performed on the 
original data I(x, y, z) then a larger kernel size 
would be needed to filter out the low CTNs 
for bone. Therefore down-sampling is 
necessary to make this technique feasible for 
clinical use. 

Down-Sampling, Up-Sampling and 
Composite Data 

Down-sampling is done using the 
maximum CTN of the kernel instead of the 
minimum, the mean or any other voxel value 
within the kernel. If the minimum is used in 
the down-sampling process, some high CTNs 
for bone are removed by that process alone, 
but the surrounding voxels would still contain 
low CTNs for bone. The transition region 
next to the high CTN for bone voxels cannot 

be generated which leads to the inability of 
removing the low CNTs for bone. More 
importantly with a minimum value down-
sampling process, if vessels and air are in the 
down-sampling kernel, vessels will be 
replaced with air which would cause a loss of 
some vessel information as well.  

In addition, if the mean value is used in 
the down-sampling process, it would smooth 
the data and would contribute to changing the 
values of the vessels and other structures in 
the CTA data. Using the maximum CTNs in 
the down-sampling process guarantees that 
the high CTNs for bone will be in the low 
resolution data and the transition region can 
be generated to remove the low CTNs for 
bone. In addition, there will be no change to 
vessel information for reasons discussed in 
the previous paragraph. 

Since the original CTA data was not 
isotropic, another advantage to the down-
sampling step in the manner described in this 
paper is the generation of the down-sampled 
isotropic data. This makes the kernels, used in 
filtering the data, have equal weighting for 
filtering which leads to proper and easier 
processing. 

Current CT scanners can produce many 
more slices than processed in this paper. This 
leads to more CT slices to diagnose and 
process which increase the demand to make 
the technique faster. This emphasizes the use 
of the down-sampling idea presented in this 
paper. Displaying cine’ 2-D images or 
volume render a small volume of interest 
(VOI) with a linear transfer functions are 
currently clinically used to display the CTA 
data [21, 22, 23]. Clearly this requires time as 
well as experience in adjusting and 
understanding the transfer function used [24]. 
Fig. 7 shows a MIP rendered image of a small 
VOI of the original data (unprocessed data) 
which took approximately 10 minutes of 
preparation. 
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A B 

FIG. 7. illustrates MIP volume rendered images of the original CTA data.  Fig. 7A is a MIP image of the 
whole original data; and Fig. 7B is a MIP image of a volume of interest roughly shown as a dotted box 
on Fig. 7A 

 
Trilinear interpolation is a costly process 

in terms of time. Nevertheless it was needed 
to interpolate the processed data iaf(x, y, z) 
because of its superior output image quality. 
Voxel replication is a faster process than 
trilinear interpolation but it provides poorer 
output image quality. Voxel replication was 
used with the generated masks because 
interpolating binary data using a trilinear 
technique does not improve the output image 
quality unless the data is changed to have 
more than binary values. Voxel replication of 
the composite mask was a sufficient 
technique to provide overall acceptable image 
quality. 

The interpolation step prepares all the 
needed data sets for the composition of the 
final output data. This data set contains all the 
diagnostic information of vessels and 
calcification without the bone barrier. A 3-D 
Visualization technique can then be used to 
easily display the vascular content of this 
data. Note that the developed technique 
proposed here is to aid radiologists in the 
vessel visualization and diagnosis but by no 
means is intended to replace the original CTA 
data set.  

The developed technique may encounter 
few limitations. This technique may be 
sensitive to the amount of contrast agent 
injected into the patient. Increasing the 
contrast agent may lead to increase the 
vessels CTNs to the level of bone. This may 
lead to the removal of the bone and some of 
the vessels data. In addition, the technique 
may remove high CTN calcifications in 

vessels touching the bone region. However, 
this can be resolved by editing and removing 
any seed that falls in the calcifications region. 
Furthermore, the developed technique 
requires large amount of memory to process 
multiple inputs simultaneously. This demand 
on memory is emphasized with large size data 
set. However, the down-sampling process of 
the data should reduce the amount of memory 
for processing. 

Finally, we hypothesize that our technique 
can be used on CTA data for other regions of 
the body. This is currently under 
investigation. 

Summary 
In this paper we have described a 

technique that is useful in excluding barrier 
structure (i.e. bone) from CTA data to unveil 
important diagnostic vessel information. The 
novel aspects of this technique are its ability 
to retain the vasculature data in pristine form 
and the removal of bone leaving out very 
little residue. We have also described ways to 
expedite processing with very little 
compromise to the image accuracy. We have 
demonstrated the usefulness of the technique 
and its visual accuracy on clinical data 
examples for the Circle of Willis region as 
well as the abdominal region. We argue that 
our bone removal technique would improve 
the diagnostic quality of 3-D visualization 
techniques such as MIP, SSD, and VR. These 
3-D visualization techniques of the output 
data clearly show by visual inspection the 3-
D vessel information.  
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 .يجب أن تكون موجزة وتركز على تفسير النتائج: المناقشة

 .أن يكون وصفا موجزا لأهم ما توصلت إليه الدراسة ولا يزيد عن صفحة مطبوعة واحدةيجب : الاستنتاج

 . في فقرة واحدة تسبق المراجع مباشرةانالشكر والإشارة إلى مصدر المنح والدعم المالي يكتب: عرفانالشكر وال

يـتم اعتمـاد    و. راجع في النص بين قوسين مـربعين      تكتب الم و.  في النص  هاتسلسل مزدوجة ومرقمة حسب     بأسطرجب طباعة المراجع    ي: المراجع
 .Wordlist of  Scientific Reviewersاختصارات الدوريات حسب نظام 

أمـا  . جـب طباعـة كـل جـدول علـى صـفحة منفصـلة مـع عنـوان فـوق الجـدول                     ي و .تعطى الجداول أرقاما متسلسلة يشار إليهـا فـي الـنص          : الجداول
 . فتكتب أسفل الجدول، بحرف فوقي التي يشار إليها،الحواشي التفسيرية

 . بصورة متسلسلة كما وردت في النص،والصور) المخططات(الرسومات البيانية والرسومات ويتم ترقيم الأشكال : الرسوم التوضيحية

 لة، علــى ان تكــون أصــي الأســودوالأبيض بــتقبــل الرســوم التوضــيحية المســتخرجة مــن الحاســوب والصــور الرقميــة ذات النوعيــة الجيــدة      
 لا تحتـاج  بحيـث يجـب تزويـد المجلـة بالرسـومات بحجمهـا الأصـلي       و. المقابـل ب وكل منها على ورقة منفصلة ومعرفة برقمهـا      ،وليست نسخة عنها  

.  وبكثافـة متجانسـة  0.5 عـن  ، وألا تقـل سـماكة الخطـوط   Times New Roman مـن نـوع   8  الحجـم حـروف عـن  وألا تقـل ال ، لاحقـة إلـى معالجـة   
 يجــب أن تتوافــق مــع ،فــي حالــة إرســال الرســومات بصــورة رقميــة و. تنشــر ملونــةسالألــوان مــن الرســومات مــا عــدا تلــك التــي  جــب إزالــة جميــع وي

 للرســومات بــاللون الرمــادي، dpi 600  والأســود الخطيــة،ولرســومات الأبــيض ) dpi Resolution 1200(يز امتطلبــات الحــد الأدنــى مــن التمــ
 بـالحجم الفعلـي الـذي     الرسـوم التوضـيحية  أن ترسـل و، )jpg(زين جميـع ملفـات الرسـومات علـى شـكل      يجب تخ ـو.  للرسومات الملونةdpi 300و

 نســخة ورقيــة أصــلية ذات نوعيــة جيــدة   يجــب أرســال ،)Online(المخطــوط بالبريــد أو عــن طريــق الشــبكة  وســواء أرســل . يظهر فــي المجلــةســ
 .للرسومات التوضيحية

  وتشمل المواد الإضافية أي.إرفاق جميع المواد الإضافية التي يمكن أن تسهل عملية التحكيمتشجع المجلة الباحثين على : مواد إضافية
 .اشتقاقات رياضية مفصلة لا تظهر في المخطوط

علـى البـاحثين تقـديم نسـخة     فبعـد قبـول البحـث للنشـر وإجـراء جميـع التعـديلات المطلوبـة،           : المدمجـة قـراص   الأو) لالمعـدَ  (المنقحالمخطوط  
 تحتوي على المخطوط كاملا مكتوبـا علـى    لكترونيةإنسخة   مزدوجة، وكذلك تقديم     بأسطرسخة أخرى مطابقة للأصلية مطبوعة      أصلية ون 

Microsoft Word for Windows 2000 يجب إرفاق الأشكال الأصلية مع المخطوط النهـائي المعـدل حتـى لـو     و.  منهاستجد أو ما هو
م جميـع الرسـومات التوضـيحية بـالحجم الحقيقـي           د، وتق ـ )jpg(ع ملفـات الرسـومات علـى شـكل          تخـزن جمي ـ  و. لكترونيـا إتم تقديم الأشكال    

، مـدمج يجب إرفاق قائمة ببرامج الحاسوب التـي اسـتعملت فـي كتابـة الـنص، وأسـماء الملفـات علـى قـرص                    و. تظهر به في المجلة   سالذي  
 .  مغلف واقٍويحفظ في. عنوان المقالة، والتاريخو راسلة،، وبالرقم المرجعي للمخطوط للمم القرص بالاسم الأخير للباحثحيث يعلَ

 . المعنية لفهرستها وتلخيصها في جميع الخدمات الدولية  بالإجراءات اللازمةلفيزياءلتقوم المجلة الأردنية : الفهرسة

 حقوق الطبع

  أي جِهَـة أخـرى  لـدى  يُنْشَـر ولـم يُقَـدَّم للنشـر        يُشَكِّل تقديم مخطوط البحث للمجلة اعترافاً صريحاً مـن البـاحثين بـأنّ مخطـوط البحـث لـم                  
ملكـاً لجامعـة اليرمـوك     لتُصـبح   نموذجٍ يَنُصُّ على نقْـل حقـوق الطبـع        أويُشترط على الباحثين ملء     . كانت وبأي صيغة ورقية أو إلكترونية أو غيرها       

ويُمنـع  كمـا   .حقـوق الطبـع مـع النسـخة المُرْسَـلَة للتنقـيح      نموذج نقـل  إالتحرير بتزويـد البـاحثين ب ـ   رئيس ويقوم. قبل الموافقة على نشر المخطوط  
 .دون إذن خَطِّيٍّ مُسْبَق من رئيس التحريرمن إعادة إنتاج أيِّ جزء من الأعمال المنشورة في المجلّة 

 إخلاء المسؤولية

معة أو سياسة اللجنة العليـا للبحـث العلمـي أو    إن ما ورد في هذه المجلة يعبر عن آراء المؤلفين، ولا يعكس بالضرورة آراء هيئة التحرير أو الجا             
ــالي والبحــث العلمــي    ــيم الع ــة أو مســؤوليات عــن اســتعمال المعلومــات         . وزارة التعل ــة أو معنوي ــة أي تبعــات مادي ولا يتحمــل ناشــر المجل

 .المنشورة في المجلة أو سوء استعمالها



 معلومات عامة

عــن اللجنــة العليــا للبحــث العلمــي، وزارة التعلــيم العــالي والبحــث    ة تصــدر ة عالميــة مُحكمــ هــي مجلــة بحــوث علمي ّــللفيزيــاءالمجلــة الأردنيــة 
 وتنشـر البحـوث العلميـة    .ربـد، الأردن إوتقوم بنشر المجلة عمادة البحـث العلمـي والدراسـات العليـا فـي جامعـة اليرمـوك،                  . العلمي، عمان، الأردن  

 Feature، والمقـالات الخاصَّـة   Technical Notesالفنيـة   والملاحظـات  ،Short Communications لمراسـلات القصـيرة  ا  إلـى ، إضـافة الأصـيلة 
Articles ومقالات المراجعة ،Review Articles، نجليزية، باللغتين العربية والإ النظرية والتجريبيةالفيزياء في مجالات. 

 تقديم مخطوط البحث

 : إلى رئيس التحرير، الباحث المسؤول عن المراسلاتجانبلة تغطية من  مُرْفَقَةً برسا،مخطوطالتُرسَل نسخة أصلية وثلاث نسخٍ من 
 ابراهيم أبو الجرايش،. د.أ 
 للفيزياء،رئيس التحرير، المجلة الأردنية  
 ،عمادة البحث العلمي والدراسات العليا 
 .ربد، الأردنإجامعة اليرموك،  
 3735: يفرع / 00 962 2 72 11 111: هاتف  
 00 962 2 72 11 121: فاكس  
 jjp@yu.edu.jo: لكتروني إبريد  

 

 .اتبع التعليمات في موقع المجلة على الشبكة العنكبوتية: إلكترونيًاتقديم المخطوطات 

 

 . من ذوي الاختصـاص والخبـرة  اثنين في الأقلمين حكِّ مُجانب من الفنيةويجري تحكيمُ البحوثِ الأصيلة والمراسلات القصيرة والملاحظات     
تم بــدعوة مــن هيئــة  يــ، فالفيزيائيــة النَشِــطَةالمقــالات الخاصَّــة فــي المجــالات  نشــر مــا أ. وتُشَــجِّع المجلــة البــاحثين علــى اقتــراح أســماء المحكمــين  

 تمهيـداً تقـديم تقريـر واضـح يتّسـم بالدقـة والإيجـاز عـن مجـال البحـث               من كاتـب المقـال الخـاص         ويُطْلَب.  ويُشار إليها كذلك عند النشر     ،التحرير
  أو مُسـتَكتبيها علـى  ، وتُشَـجّع كـاتبي مقـالات المراجعـة    الفيزيائيـة النشـطة سـريعة التغيُّـر     حقـول   وتنشر المجلةُ أيضاً مقالات المراجعة في ال      . للمقال

باللغـة  ) Keywords (دالة وكلمات) Abstract (المكتوب باللغة العربية ملخص   ويُرْفَق مع البحث    . إرسال مقترحٍ من صفحتين إلى رئيس التحرير      
 .الإنجليزية

 ترتيب مخطوط البحث

 × A4 ) 21.6 علـى وجـه واحـد مـن ورق     مـزدوج، بسـطر  و ،Times New Roman نوعـه  12ط ن بب ـيجب أن تتم طباعـة مخطـوط البحـث   
 ويجـري تنظـيم أجـزاء المخطـوط     .منـه  أو مـا اسْـتَجَد   2000روسـوفت وورد  سـم ، باسـتخدام معـالج كلمـات ميك          3.71مـع حواشـي     ) سم 27.9

، المقدّمة، طرق البحث، النتـائج، المناقشـة، الخلاصـة، الشـكر والعرفـان،      )PACS(رموز التصنيف صفحة العنوان، الملخص،   : وفق الترتيب التالي  
 بينمـا  ،غـامق وتُكْتَـب العنـاوين الرئيسـة بخـطٍّ     .  ثَـمَّ الأشـكال والصـور والإيضـاحات    ،ول، قائمة بدليل الأشكال والصور والإيضاحاتالمراجع، الجدا 

 .مائلتُكْتَب العناوين الفرعية بخطٍّ 

 عـن المراسـلات اسـمه مشـارا      ويكتـب الباحـث المسـؤول   . كاملـة تشمل عنوان المقالة، أسماء الباحثين الكاملة وعنـاوين العمـل  و: صفحة العنوان 
 ،المخطــوط) محتـوى ( ويجــب أن يكـون عنــوان المقالـة مــوجزا وواضـحا ومعبــرا عـن فحــوى     .إليـه بنجمـة، والبريــد الإلكترونـي الخــاص بـه    

 .وذلك لأهمية هذا العنوان لأغراض استرجاع المعلومات

هــم مــا توصــل إليــه  أالنتــائج وو فيــه والمــنهج المتبــعلبحــث،  موضــحة هــدف ا،المطلــوب كتابــة فقــرة واحــدة لا تزيــد علــى مــائتي كلمــة : الملخــص
 .الباحثون

 . تعبر عن المحتوى الدقيق للمخطوط لأغراض الفهرسةدالة كلمات 6-4يجب أن يلي الملخص قائمة من : الدالةكلمات ال

PACS:فرة في الموقع ا وهي متو، يجب إرفاق الرموز التصنيفيةhttp://www.aip.org/pacs/pacs06/pacs06-toc.html. 

لا تزيـد المقدمـة عـن    ( مراجعة مكثفـة لمـا نشـر    ن تكونألا ح الهدف من الدراسة وعلاقتها بالأعمال السابقة في المجال،    يجب أن توضّ  : المقدمة
 ). مطبوعة الصفحةصفحة ونصف

ة إجرائهــا بكفــاءة، ولكــن باختصــار  ق موضــحة بتفصــيل كــاف لإتاحــة إعــاد  ائــالطرهــذه يجــب أن تكــون : )النظريــة/ التجريبيــة (طرائــق البحــث 
 . ق المنشورة سابقاائ حتى لا تكون تكرارا للطر،مناسب

 .دون مناقشة تفصيليةمن  مع شرح قليل في النص و،يستحسن عرض النتائج على صورة جداول وأشكال حيثما أمكن: النتائج
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