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Reactor Pressure Vessel Steel Degradation Studied by Mossbauer

and Positron Annihilation Spectroscopy

Jozef Lipka

Department of Nuclear Physics and Technology, Slovak University of Technology,
Ilkovicova 3, 81219 Bratislava, Slovakia. And Slovak Institute of Metrology,
Bratislava, Slovakia.

Received on: 21/5/2009; Accepted on: 28/7/2009

Abstract: The work applies Mdssbauer spectroscopy (MS) and positron annihilation
spectroscopy (PAS) to evaluate the microstructure parameters of materials. These methods
are used for collecting additional characteristics for understanding the degradation
processes in reactor pressure vessel steels. Samples from the Russian 15Kh2MFA and
Sv10KhMFT steels, commercially used at WWER-440 nuclear reactors, were irradiated
near the core at NPP Bohunice (Slovakia) to neutron fluences in the range 7.8x10% m™ to
2.5x10** m™. Systematic changes in the MS and PAS spectra were observed mainly during
the early period of irradiation. These could be due to changes caused by precipitation of
elements like Cu, P or Cr, mainly in carbides, on the surface. The MS results confirm that
the close environment of Fe atoms in the b.c.c. lattice of RPV steels remains almost stable
after initial changes and can be correlated with the ductile-brittle transition temperature
curve from mechanical tests. Positron annihilation lifetime measurements using the Pulsed
Low Energy Positron System (PLEPS) were applied for investigation of defects of
irradiated and thermally treated reactor pressure vessel (RPV) steels. PLEPS results
showed that the changes in the microstructure of the RPV-steel properties caused by
neutron irradiation and post-irradiation thermal treatment can be detected in the surface as
well as the bulk region.

Keywords: Reactor pressure vessel steels; Mossbauer spectroscopy; Positron annihilation;
Neutron irradiation, Neutron embrittlement.

PACS: 81.70.-q, 61.80.Hg, 78.70.B;j

1. Introduction

The degree of embrittlement in a reactor
pressure vessel (RPV) is a complex function
of different parameters such as temperature,
neutron fluence, flux and material chemistry,
ect. [1-9]. Many results on embrittlement
mechanisms have been obtained on a
macroscopic scale and with well proven
macroscopic techniques. However, prediction
and modeling of the property changes would
benefit from knowledge of the evolution of
the irradiation-produced  microstructure.
Therefore, for a good microscopic
understanding of the damage caused by

radiation, = microstructural  investigation
techniques need to be applied. In order to
gain better understanding of the microscopic
mechanisms of irradiation embrittlement,
Mossbauer and positron annihilation spectra
have been collected for a number of selected
steel samples within a Slovak extended
surveillance specimen program. As-received,

thermally treated as well as irradiated
conditions have been considered.
Many additional test methods,

summarised in Ref.[10] have been developed
to unravel the complex microscopic

Corresponding Author: J. Lipka. Email: jozef.lipka@stuba.sk.
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mechanisms responsible for RPV steel
embrittlement. According to our experimental
possibilities and practical experiences, the
Mossbauer spectroscopy (MS) results were
compared mostly with positron annihilation
spectroscopy (PAS) [11-26] and transmission
electron microscopy (TEM) [18, 20, 24, 27,
28].

2. Application of  Maossbauer
Spectroscopy to RPV-steel
Investigation
Mossbauer  spectroscopy (MS) is a

powerful analytical technique because of its
speciality for one atomic species and because
of its extremely high sensitivity to changes in
the atomic configuration in the near vicinity
of the probe isotopes (in this case *’Fe). MS
measures hyperfine interactions and these
provide valuable and often unique
information about the magnetic and electronic
state of the iron species, their chemical
bonding to co-ordinating ligands, the local
crystal symmetry at the iron sites, structural
defects, lattice-dynamical properties, elastic
stresses, etc. [30, 31]. In general, a
Mossbauer  spectrum  shows  different
components if the probe atoms are located at
lattice positions, which are not chemically
equivalent. From the parameters that
characterise a particular Mdssbauer sub-
spectrum it can, for instance, be established
whether the corresponding probe atoms reside
in sites which are not affected by structural
lattice defects, or whether they are located at
defect-correlated positions. In this respect,
however, it is imperative to combine
Mossbauer measurements with other research
methods, which preferably are sensitive to the
nature of the defect properties. Combining the
results of MS and other techniques [32] on
the same samples seems to be a promising
approach for such study.

Differences between Mdssbauer spectra
obtained from different Eastern as well as
Western types of RPV steels were already
discussed in detail [33, 34]. Only few studies,
indicating MS to be a potentially interesting
tool to investigate the microstructural aspects
of irradiation embrittlement of RPV steels,
have been performed so far [29, 31, 33, 34].
The results showed that the distribution
analysis of the spectra makes it possible to
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distinguish between the different steel types.
Small differences in carbon concentrations
between Western base and weld metal are
reflected in the small area fraction of the
cementite doublet for the weld metal.
Differences between Eastern and Western
type RPV steels are reflected in the overall
shape of the derived H)~distribution profile.
The larger fraction of the ‘perturbed’ area for
the Eastern steel, the differences in H,,and &
values and the absence of a carbide doublet
sub-spectrum are all due to the fact that the
overall alloy-element concentration
(especially for Cr and V) for the Eastern
steels is larger than for Western-type steels.
This interpretation was supported also by
results from transmission electron
microscopy and positron-annihilation
measurements [24, 27]. Vanadium carbides
(V,C,) formation was confirmed also using
small angle neutron scattering (SANS) [35,
36]. According to latest knowledge, V is
known as a predominant element to enhance
the tensile properties of material.

3. Application of the PAS
Techniques
Since 1985, positron  annihilation

spectroscopy (PAS) has been repeatedly used
in the study of RPV steels [5, 11-26]. The
positron lifetime (PL) technique is a well-
established method for studying open-volume
type atomic defects and defect-impurity
interactions in metals and alloys. The lifetime
of positrons trapped at radiation-induced
vacancies, vacancy-impurity pairs,
dislocations, microvoids, etc. is longer than
that of free positrons in the perfect region of
the same material. As a result of the presence
of open-volume defects, the average positron
lifetime observed in structural materials is
found to increase with radiation damage [15,
19].

According to previous work it seems to be
generally accepted that in RPV steels
(containing more than 0.1 wt. % of copper),
the copper and phosphorus rich precipitates
play a dominant role in thermal and radiation
embrittlement [2, 4, 37-39]. In case of
Russian-type RPV steels, the formation of
carbides has been proposed as an additional
micro-structural mechanism derived from
comprehensive PAS [11] and transmission
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electron microscopy (TEM) studies [27, 28].
Therefore, the main purpose of the present
investigation was to look for differences
between non-irradiated, annealed, irradiated
and post-irradiation  thermally treated
WWER-440 base and weld RPV materials by
means of the unique pulsed low energy
positron system (PLEPS).

For the interpretation of results from PL
measurements, the standard trapping model
(STM) can be used [40], if the sample is
homogenous. This premise, however, does
not hold for RPV-steels completely. In
inhomogeneous samples, the diffusion of
positrons from the various implantation sites
to the trapping centres has also to be
considered [41, 42]. However, the
mathematical difficulties associated with the
corresponding  diffusion-trapping  model
(DTM) [43], have so far prevented exact
solutions in all but the simplest cases [44,
45]. Thus it was impossible to analyse
quantitatively the very detailed experimental
results obtained with the pulsed positron
beam. The application of improved DTM
combined with the pulsed positron beam
technique is described in detail in [46].

For the first time the pulsed low-energy
positron system (PLEPS) [47, 48] was used
for the investigation of neutron-irradiated
RPV-steels. This system enables the study of
the microstructural changes in the region
from 20 to 550 nm (depth profiling) with
small and very thin (< 50 pum) specimens,
therefore reducing the disturbing “Co
radiation contribution to the lifetime spectra
to a minimum [26]. Such a disturbance is the
limiting factor for the investigation of highly
irradiated RPV specimens with conventional
positron lifetime systems.

Several approaches to tackle the problem
of the ®*Co prompt-peak interference with the
physical part of the positron lifetime spectra
have been considered so far [11, 21, 49, 50].
Besides the PLEPS technique, one of the
other acceptable solutions seems to be a
triple-coincidence method using a **Na-
source [21]. In this case three y-rays — one
with energy of 1274 keV and two with 511
keV — accompany each event of positron
annihilation, while only two y-rays result
from the “’Co decay. However, compared to
conventional two-detector systems, the

requirement of the triple coincidence reduces
drastically the rate of accumulation of
positron lifetime spectra [19, 21] and in
comparison, PLEPS reduces the measuring
time by a factor of 500 and enables in
addition the estimation of the defect
concentration.

The time resolution of PLEPS was about
240 ps FWHM. All lifetime spectra of
irradiated RPV specimens contained about
3x10" events at a peak to background ratio in
the range between 30:1 and 100:1 [26].
irradiation

4. Specimens and

conditions

In the Extended Surveillance Specimen
Program (ESSP) 24 specimens, designed
especially for MS measurement, were
selected and measured in the "as received"
state, before their placement into the core of
the operated nuclear reactor [25, 51]. The
ESSP and specimen preparation are presented
in detail in part | of this complex paper. For
this program and measurement of high-
irradiated ~ RPV-specimens  the  one-
dimensional angular correlation positron-
annihilation spectrometer was developed at
the Department of Nuclear Physics and
Technology of Slovak University of
Technology in Bratislava [52]. Results from
this measurement are reported in detail in
[53]. Beside this, the positron annihilation
lifetime spectra were measured using a pulsed
low energy positron system at the University
of Bundeswehr in Munich (Germany). Both
techniques were upgraded for measurement
of irradiated specimens, where disturbing
%Co contribution was a limiting factor for
measurement in the past. The positron
annihilation results were reported in
preliminary form [26].

Room temperature Mossbauer
spectroscopy measurements were carried out
in transmission geometry on a standard
constant acceleration spectrometer with a
*’Co source in Rh matrix [29]. The absorbers
consisted of 25-40 um thick foils. Due to
higher neutron embrittlement and ageing
sensitivity of WWER 440 (V-230) nuclear
reactors, our study has been focused on the
Russian 15Kh2MFA steel used in this older
WWER-440 reactor type.
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Specimens were measured before their
placement into the irradiation chambers, near
the core of the operated nuclear reactor, and
after 1, 2 and 3 years stay there (neutron
fluency in the range 7.8x10* m™ up to
2.5x10* m?). Taking into account the
enhancement of the irradiation due to the
closer position of the irradiation chambers to

Lipka
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the reactor core (“accelerating” factor of
about 10 at the most loaded position), the
radiation treatment of the specimens after 3
years is equivalent to about 30 years of real
RPV-steel (projected lifetime of RPV). The
chemical composition and the irradiation
conditions of the studied RPV-steel
specimens are shown in Table 1 and Table 2.

TABLE 1. The chemical composition of the RPV-steel specimens [14]. The possible nitrogen
concentration is not given in the steel certificate. Nevertheless, we assume its presence

approximately at the level of carbon.

Chemical composition in wt. %

C Si Mn S P Cr Ni Mo \% As Co Cu
BM 0.13- 0.17- 0.30- max. max. 2.50- max. 0.60- 0.25- max. max. max.
0.18 037 0.60 0.025 0.025 3.00 0.40 0.80 0.35 0.050 0.020 0.150
Unit3 0.14 022 049 0,016 0.013 2,81 0.065 0.615 0.335 0,007 0,009 0.072
Unit4 0.15 0.24 041 0.015 0.015 2.86 0.085 0.7 0.322 0.007 0.007 0.075
WM 0.03- 0.20- 0.55- max. max. 1.10- i 0.40- 0.15- max. max. max.
0.12 0.65 1.30 0.030 0.030 1.60 0.60 030 0.050 0.025 0.120
Unit3 0.042 0.64 1.22 0.015 0.013 1.32 - 044 024 - 0.003 0.10
Unit4 0.031 0.60 1.13 0.015 0.010 1.31 - 0.52 0.19 - 0.006 0.06

TABLE 2. Description of the specimens irradiated at the 3rd unit of NPP Bohunice (Slovakia)

during 1995-1998.

Time of Neutron Fluence Total activit Thickness of
Sample  Material irradiation (£, > 0.5 MeV) (kBq) Y sample
(eff. days) (m?) 4 (um)

ZMNF Base. metgl 0 0 0 60
non-irradiated

ZM1Y Base metal . 280 7 81E23 62 50
1 year irradiated

ZM2Y Base metal ' 578 1.64E24 109 40
2 year irradiated

ZM3Y Base metal . 894 2 54F24 ]9 30
3 year irradiated

ZMNA Sample ZMNF
annealed 1 hour in 0 0 0 60
vacuum at 385°C

ZKNF Welq ' 0 0 0 55
non-irradiated

ZKIY  Weld 280 7.81E23 30 45
1 year irradiated
2 years irradiated

ZK3Y  Weld 894 2.54E24 110 47
3 years irradiated

ZKNA Sample ZKNF
annealed 1 hour in 0 0 0 60

vacuum at 385°C

The temperature during the irradiation was
measured, using melting monitors (special
materials ~ with  well-defined  melting
temperature) placed inside special containers,
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and reached values in the region of 285-298
°C. Neutron monitors measured the level of
the neutron fluence.
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5. Results
5.1. MS Results

Mossbauer spectra, which correspond to
the basic and weld material samples, show
typical behaviour of dilute iron alloys and can
be described with three [23] or four sextets
(this work). The reference MS spectra were
compared with the irradiated state of identical
specimens. These specimens were placed into
operated nuclear reactor in the NPP Bohunice

unit-3 and unit-4 with the aim to perform
identical thermal and radiation treatment of
RPV surveillance specimens as exists in
reality.

The total specific activity of the first batch
of specimens (sample k716 BM-I with the
weight of 25.6 mg) was 3.2 x 10" Bq/g. It is
mostly due to presence of “°Co and **Mn as
presented in Table 3 and Fig. 1.

TABLE 3. Activities of the most detected nuclides in RPV-steel specimen k716 BM-I (25.6

mg).

Nuclide Sb124 Co58 Co60 Cr5l Fe59 J131 Mn54 Na24
Activity [Bq] 6438 1673 160750 22622 47952 37660 544790 143
Error +1x10% +1x10*> +2x10* 43x10> +2x10*> +2x10° +3x10° +1x10°

k716 BM-I

Counts (x 10E5)
N

14 Cr-51

1 Sb-124 Fe-59
2 T
0

L Mn-54

Co-60

—— T
0 250 500

—_—————
750 1000 1250 1500
Energy (keV)

FIG. 1. Gamma spectroscopy spectrum of irradiated RPV-steel specimen 15Kh2MFA (k716-MB-I).

As the most suitable fitting model we used
the four components fit with fixed sextet
No.2, which corresponds to the pure o-iron
with hyperfine field H,, = 33.0 T. MS
parameters as areas under sextets (4,) and
hyperfine fields (/) of RPV-steel
specimens are selected in Tables 4 and 5.
Typical Mossbauer spectra of base metal of
RPV specimens after 1-year stay in operated
nuclear reactor, treated by the neutron fluency
AE, > 0.5 MeV) = 7.8x10” m™ are shown in
Fig. 2. No doublet component (according to
[23] typical for western RPV-steels, assigned
to cementite contribution) was identified in
spectra. This is most probably due to
vanadium presence leading to VC formation
in Russian steels.

The most significant change after neutron
irradiation is observable in areas under first
two components (see Tables 4 and 5). The
degradation mechanism of RPV-steel
specimens owing to  fast  neutron
bombardment is shown as a decrease of the
pure a-iron component presence (fixed in all
analysis at M, = 33.0 T). The significant
decrease (up to 10%) was observed in all
specimens. This decrease was balanced by the
increased H;y; values of the first component,
which can be assigned to the contribution of a
complex of atoms (Cr, Ni, Cu, Mn, ...).
Comparison of results from both units and
between the base and weld material is shown
in Fig. 3A-3D.
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There were clear differences between base
and weld materials, but the behaviour of MS
parameters due to irradiation are similar.
After relatively intensive jumps of values
after the first year of irradiation, these
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changes do not continue due to increased
irradiation treatment and stay almost stable
(base metals) or move slightly back (welds).
It seems that after the first year of irradiation
the effects come to saturation.

TABLE 4. Comparison of RPV-steel specimens in non-irradiated and irradiated state at 3™ unit
NPP Bohunice (abbreviations BM-N stand for: base material - not irradiated, BM-I base
material — irradiated — numbers of years, WM-N weld material - not irradiated, WM-I weld
material — irradiated — numbers of years).

. A] Az AA1+ AAz— A3 A4 H’!ﬂ thz th3 H;yq
Specimen [%] [%] [%] [%] [%] [%] [T] [T] [T] [T]
k716 BM-N = ZMNF 243 35.0 333 7.4 33.8 33.0 30.6 28.5
k716 BM-I-1ly=ZM1Y 31.6 251 7.3 99 373 6.0 337 33.0 30.7 28.6
k723 WM-N = ZKNF 17.2 41.9 341 6.8 33.8 33.0 30.6 28.5
k723 WM-I-1ly=ZK1Y 23.8 34.0 6.6 79 353 69 337 33.0 306 284

2 years
k721 BM-N 27.1 30.7 352 69 33.8 33.0 30.6 283
k721 BM-I-2y=7ZM2Y 31.1 254 4.0 53 369 6.6 33.7 33.0 30.6 28.1
k725 WM-N 20.5 414 30.8 7.3 33.8 33.0 30.7 28.6
k725 WM-I-2y =ZK2Y 21.6 40.7 1.1 0.7 296 8.1 33.6 330 306 285
3 years
k720 BM-N 26.2 32.5 337 7.6 33.8 33.0 30.7 28.6
K720 BM-I-3y =ZM3Y 334 254 7.2 7.1 352 6.0 33.7 33.0 30.6 28.1
k728 WM-N 16.5 424 354 57 33.8 33.0 30.6 283
k728 WM-I-3y =ZK3Y 19.0 40.1 2.5 23 346 6.3 337 33.0 30.6 28.1
Accuracy +0.8 +0.8 +0.8 +0.8 +0.8 +0.8 +0.1 =+0.0 =+0.1 =£0.2

TABLE 5. Comparison of RPV-steel specimens in irradiated and non-irradiated state at 4™ unit

NPP Bohunice.

. A1 Az AA1+ AAz- A3 A4 Hh/'l Hh/z th3 Hh/'4
Specimen (%]  [%]  [%] [%] [%] [%] [T] __[T] [T} [T
k731 BM-N 24.6 333 354 6.7 33.8 33.0 306 283
k731 BM-I-1y 284 28.0 3.8 5.3 360 7.6 337 33.0 306 282
k735 WM-N 18.1 44.0 31.1 6.8 33.7 33.0 30.6 28.7
k735 WM-I-1y 23.0 38.2 4.9 5.8 327 6.1 33.7 330 306 284

2 years
k733 BM-N 27.1 33.0 340 5.9 33.8 33.0 306 283
k733 BM-I-2y 31.7 27.6 4.6 5.4 343 64 33.7 33.0 306 28.2
k739 WM-N 17.2 46.1 29.1 7.7 33.8 33.0 30.7 289
k739 WM-I-2y 204 43.0 3.2 3.1 30.2 6.3 33.6 33.0 306 284
3 years
k734 BM-N 26.1 36.8 31.5 5.7 33.8 33.0 306 284
k734 BM-I-3y 31.1 29.7 5.0 7.1 322 70 33.7 330 30.6 284
k740 WM-N 17.8 449 32.1 5.2 33.8 33.0 306 28.6
k740 WM-N-3y  20.5 425 2.7 2.4 31.7 5.3 337 33.0 306 28.1
Accuracy +0.8 +0.8 0.8 +0.8 +0.8 +0.8 +0.1 +0.0 +£0.1 0.2
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FIG. 2. Comparison of Mossbauer spectra of RPV- base material in non-irradiated and irradiated state.
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FIG. 3(A-D). Changes in areas under hyperfine field lines of first two sextets of Mdssbauer spectra
measured on original irradiated RPV-steels from NPP Bohunice (Slovakia) in frame of extended
surveillance specimen program. Delta Al+ and delta A2- present increase of first and decrease of

second component, respectively.

5.2. PAS Results

According to our previous work and
experiences [13, 23-25] a suitable set of RPV
steel specimens was selected and prepared for

the investigation. In the framework of the
“Extended Surveillance Specimen Program”
[25, 51], several specimens, prepared
originally for Maodssbauer spectroscopy
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measurements [54], and suitable for PLEPS
measurement  because of their size
(10x10x0.05 mm) and polished surfaces,
were selected and measured before and after
their irradiation, near the core of the nuclear
reactor. The chemical composition and the
irradiation conditions of the studied RPV-
steel specimens are shown in Table 1 and
Table 2. Specimens measured by MS and
PAS techniques were identical.

The calculated positron lifetimes for
different types of defects in pure iron and
different carbides in low alloy Cr-Mo-V steel

Lipka

are shown in Table 6. Experimental results
for the mean positron lifetime 7, after various
irradiation treatments are shown in Fig. 4 and
Fig. 5. 7, is plotted versus the mean positron

implantation depth. The characteristic
decrease of 7, with increasing positron
implantation  depth is  typical  for

measurements with a low energy pulsed
positron beam. It is due to the back diffusion
of positrons to the surface and subsequent
trapping at a surface state or in the oxide
layer.

TABLE 6. Calculated positron lifetimes for different types of defects in pure iron and different

carbides in low alloy Cr-Mo-V steel.

Material Positron lifetime (ps)  Reference
Fe-bulk 110 [59]
Fe-dislocations 165 [60]
Fe-monovacancy 175 [59]
Fe-divacancy 197 [60]
Fe-3 vacancy cluster 232 [60]
Fe-4 vacancy cluster 262 [60]
Fe-6 vacancy cluster 304 [60]
VC 99 [61]
V0.86Cro.00MO0g 04F€0.01C 105 [61]
Mo,C 112 [61]
M01,4CI'0_6C 116 [6 1]
Cr;,Cs 107 [61]
CrpCs 112 [61]
Mn26C6 99 [61]
Fe;C 101 [61]
390
370 - © ZMNF
% 228 B o ZM1Y
£ 3104 % a ZM2Y
£ 2007 °, 0 ZM3Y
€ 2704 9§,
o 250 { gAA x ZMNA
§ 2:138 : :!Izia . A
2 190 - gz I3
* 170 X x €868 g8 g
150 ' XXxx x x x x x
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Distance from the surface (nm)

FIG. 4. Comparison of mean lifetimes 7, of different neutron-irradiated 15Kh2MFA (base metal) steel
specimens.
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FIG. 5. Comparison of mean lifetimes 7, of different neutron-irradiated Sv10KhMFT (weld) steel
specimens.

Each lifetime spectrum can be well
analysed by two lifetime components, which
below a depth of about 300 nm remain fairly
constant over the full depth range (see Fig. 6
and Fig. 7). The shorter lifetime 7; of about
170 ps is the dominant steel component (most
likely iron monovacancies or dislocation
lines) with an intensity of about 97% in the
bulk. The longer lifetime 7, with intensity of
about 3% or less and a value of about 400-
500 ps can be assigned to the contribution of
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FIG. 6. Comparison of lifetimes 7, of RPV steel
specimens (base metal) after different neutron

irradiation.

large vacancy clusters. The intensity of this
component is surprisingly much higher (up to
10-12 %) for those specimens, which were
not thermally treated (reference specimens
ZMNF and ZKNF), indicating that large
vacancy clusters are already present in the
material before irradiation. These ZMNF and
ZKNF specimens were annealed for 1 hour in
vacuum at 385 °C and renamed ZMNA and
ZKNA (see Table 2 and Figs. 6, 7).
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FIG. 7. Comparison of lifetimes 7 of RPV steel
specimens (weld) after different neutron
irradiation.
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The interesting results for the irradiated
specimens, in respect to the defect structure
in the bulk, presented in Fig. 6 and Fig. 7, are
the almost constant value of 7; for the weld
alloy as well as the oscillating behaviour of 7
for the base alloy, where the resulting lifetime
indicate that after one year and three years
irradiation obviously only dislocations are
present, whereas after two years of neutron
irradiation a mixture of iron mono- and di-
vancancies is produced. However, in both
base and weld alloys, the concentration of
large vacancy clusters is reduced from about
12 percent before irradiation to 3 percent after
irradiation. It is very likely that in addition,
small irradiation - induced precipitates
(probably carbides) with sizes of about 1 to 2
nm [36] developed, which are not so effective
for trapping positrons.

Decrease of the mean positron lifetime 7,
after annealing of the non-irradiated
specimens (ZMNF and ZKNF) in vacuum at
385 °C for 1 hour was from 200 £+ 3 ps to 161
+ 3 ps in the case of base metal (ZM) and
from 201 £ 3 ps to 170 = 3 ps for weld metal
(ZK) (see Figs. 4-5).

Of particular interest is the concentration
of defects as a function of irradiation dose
and thermal treatment. Generally, this effect
can be obtained from positron studies only if
the bulk lifetime can be resolved from the
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shortest lifetime, attributed to annihilation
from defects. In the present case of saturation
trapping this was impossible. Therefore, from
the individual lifetime spectra we can only
conclude a total trapping rate x larger than
about 10's™.

However, from the variation of the mean
lifetime 7, as a function of positron
implantation energy, we can estimate x even
in the case of saturation trapping. The
problem was fully analysed in [46, 55]. Based
on this theory the total defect concentration
can be estimated as:

K

c, =
K

spec

In Fig. 8 and Fig. 9 results for the
evaluation of x (trapping rate) as obtained by
the procedure described, are presented. For
the specific trapping rate .. the plausible
value 10"°(s") [40] has been assumed.
Because of slight surface oxidation, this
evaluation of x results in a systematic
underestimate. A lower limit of 10 ns™ for x
may by derived within the framework of the
STM since we have observed saturation
trapping at defects.

Annealing experiment in region of (400-550°C/0,5h)
ZM1Y - base metal 1 year irradiated
ZK1Y - weld metal 1 year irradiated

— 40
g
2 30 1
S
¥ 20
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Hp=T.(20+logt)10°

Irradiated RPV-steels after 1, 2 and 3 years in reactor
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FIG. 8. The total trapping rate x versus Hollomon-
Jaffe’s parameter at isochronal annealed (step
25°C) specimens of base (ZM) and weld (ZK)
alloys after 1 year of irradiation in the reactor
(fluency of about 7.8x10* m™). The lower limits

trapping

forx, as derived from saturation
according to the STM, is 10 ns™".
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FIG. 9. The total trapping rate x versus Hollomon-
Jaffe’s parameter at RPV specimens from base
(ZM) and weld (ZK) alloys after 1, 2 and 3 years
residence in reactor irradiation chambers
(neutron fluency in the range from 7.8x10* m™
to 2.5x10** m™). The lower limits forx, as
derived from saturation trapping according to
the STM, is 10 ns™..
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According to the results from our
measurements  performed on different
irradiated RPV-steels, the total trapping rate x
in ns” as well as the total defect concentration
¢y (the same values but in ppm) increases
slightly for both base and weld materials as a
function of the irradiation dose (see Fig. 9).
The weld material (Sv10KhMFT) seems to be
less sensitive to the changes caused by
neutron-irradiation or by post-irradiation heat
treatment than the base  material
(15Kh2MFA) (see Fig. 8). Nevertheless, the
differences in the positron trapping rate x are
not too large. It seems reasonable to relate the
observed trapping rates with the ones which
have been derived for trapping into
precipitated  carbides from  electron
microscopic images [20]. Accordingly, in the
15Kh2MFA the trapping rate into chromium
carbides (Cr;C;, Cry;Cy) is predicted as ¢, =
1.8x10% s and into vanadium carbides as &yc
= 22x10" s' [20]. Thus precipitated
vanadium carbide could indeed account for
the observed trapping rates. But on the other
hand, as shown by calculations [35],
positrons experience a repulsive potential
from carbides embedded in an iron matrix.
Thus only the defects at the iron-carbide
interface could provide an acceptable
trapping site for positrons.

The total trapping rate x and the defect
concentration ¢, are stable or increase slightly
for 15Kh2MFA steel as a function of
Hollomon-Jaffe’s parameter which
determines the influence of annealing
temperature 7[K] and time ¢[s] together [11,
27]. Between 15.5 to 16.5 (corresponding to
the temperature region 400 to 450 °C) the
defect concentration increases. On the other
hand (Fig. 8), in the same range, there is a
marked decrease in the lifetime of defects. A
simple explanation could be the dissolution of
precipitates and defect clusters which would
reduce the average size of the defects, and, by
the same process, would increase the
concentration of the defects.

The annealing effect due to the
temperature of about 290 °C and due to the
neutron irradiation is in competition with the
creation of the new radiation-induced defects.

This finding is supported also by the results
from 1D-ACAR and Mdéssbauer spectroscopy
(MS) measurements performed on identical
specimens [26, 54].

The steel specimens irradiated for one
year were also isochronally annealed for 30
minutes in the temperature range of 400-550
°C in steps of 25 °C. This region was selected
according to previous lifetime measurements
on the same type of unirradiated material
[22]. It was reasonable to start from 400 °C,
because the previous isothermal treatment
(one year at about 290 °C) is comparable with
annealing at 400 °C for 30 minutes. The
measured lifetimes of the annealed but non-
irradiated specimens indicate that the small
vacancy clusters are no longer present but
rather a high density of dislocations remains
in the sample. Via 3D presentations of
PLEPS experimental results, some
differences in near surface and bulk regions
can be better visualized and understood.
There is significant increase of the mean
positron lifetime after first level of
irradiation, but mostly in the surface-near
region. The next long term irradiation at
temperature of about 280 °C induces slight
decrease of this parameter. Positron
annihilation technique is highly effective for
the evaluation of post irradiation heat
treatment. Deep PLEPS study of WWEER
base and weld metals using PLEPS on
neutron fluence level of 7.8x10” m?,
(specimens ZM1Y, ZK1Y). The 2 and 3D
presentation of PLEPS results presenting the
mean lifetime dependence on irradiation of
weld is shown in Fig. 10. Similar behavior of
defects creation due to increased neutron
fluence was measured also for base metal
(presented in other view in Fig. 11). The
effectiveness of the annealing process to
removing of small defects (mono/di-
vacancies or Frenkel pairs) can be followed
via significant decrease of parameter 7; (see
Fig. 12). This figure also shows rapid
increase of mentioned small defects in
Russian type of RPV steels after about 500
°C.
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FIG. 10. The 2D and 3D presentation of PLEPS results (MLT) of irradiated Sv-10KhMFT steel (weld
metal). The first D about 140 nm were neglected due to possible surface defects.
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FIG. 11. The 3D presentation of PLEPS results in form of the MLT dependence on neutron fluence. The
first about 140 nm were neglected due to possible surface defects.

6. Discussion and Conclusions

Conventional TEM has revealed three
kinds of neutron radiation-induced matrix
defects in our surveillance specimen, which
consists of: black dots, small dislocation
loops and fine precipitates, concentrated near
dislocations and low-angle boundaries. Non
irradiated microstructure of base metal is
typical for annealed bainite with coarse
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carbide M;C a M;C; and fine carbide MC.
Weld metal microstructure is created by
acicular and proeutektoid ferrite and the heat
affected zone (HAZ) is created by acicular
mixture martensite, self-tempered martensite
and down bainite. Dislocation structure of
base metal, weld metal and heat affection
zone is locally markedly changed. BM
dislocation structure is created by dislocation
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net, but  also simple  dislocation
configurations, which are probably anchored
by MC carbide [24]. Dislocation structure is
more homogeneous in WM than in BM. No
micro voids were found in any surveillance
specimen investigated by TEM after
irradiation. The weld joint dislocation density
of analyzed steel is after five-year irradiation
in comparison with former exposures
invariable.  Dislocation  substructure is
evidently recovered in base metal after
irradiation, the number of two-dimensional
networks has increased, networks are more
entire as in non-irradiation state. Locations
with upper density account for specific

1

Depth (nm)

t(°C)

1582 1681 1781 1880 1979 2078 2178 2277 2376

180
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description of dislocations configurations too.
Dislocation loops and fine precipitates
density little by little decrease, relaxation,
after the first year irradiation, but density
increases and achieves saturation state after
two, three and five years of irradiation. Their
size increases and their visibility grow with
increasing neutron fluence. Decoration of
original dislocations with radiation-induced
defects is rather general phenomenon in
neutron-irradiated materials. Decoration of
dislocations  with  adefects population

probably plays akey role in irradiation
induced hardening.

FIG. 12. The 2D and 3D presentation of PLEPS results (Taul) of irradiated and annealed Sv-10KhMFT
steel (weld metal) to level of neutron fluence 1.25x10** m™. The first about 140 nm were neglected

due to possible surface defects.

Both vacancy and interstitial point defects
are expected to be mobile in the temperature
range of most operating pressure vessels.
However, they are also expected to interact
with solute atoms. The key interstitial
impurity in Russian RPV steel is Carbon [11,
27]. The partial or complete trapping of self-
interstitial by C solutes will cause
heterogeneous cluster nucleation and a fine
cluster distribution. Further, in steels
containing residual levels of elements such as
copper, which are in super-saturated solution,
radiation-enhanced diffusion will occur at
these temperatures, which leads to the
formation of small clusters, which can again
harden the matrix. Generally, the thermal
treatment together with neutron irradiation
lead to a microstructure consisting of small
clusters (< 5 nm in diameter) which create

obstacles to the free movement of
dislocations thereby producing an increase in
the yield stress, hardness and the ductile-
brittle transition temperature of the material
[8, 36].
Mossbauer
identifies  the

spectroscopy
close environment of
Mossbauer nucleus (Fe). Although, this
method is very suitable for materials
containing Fe, an interpretation of results is
very difficult in complex steels. Using MS, it
is possible to observe changes in hyperfine
fields of atoms in the lattice and according to
these to evaluate the precipitation of some
elements (mainly in the form of carbides
[31]). Their relative areas are close to the
theoretical values calculated from a random
distribution model of impurities in a b.c.c.
structure (5% of 12 elements in total). Results

precisely
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confirmed MS sensitivity to detect also small
differences in chemical composition or
preparation technology of RPV steel samples.
In comparison with Western types of RPV
steels such as A533 C1.1 and A508 C1.3, the
doublet fraction ascribed as Mn and/or Cr-
substituted cementite is completely absent in
15Kh2MFA. Here probably mainly Cr23C6,
Cr7C3 and VC carbides are formed. [34].

Significant differences in MS parameters
between the RPV base and weld materials can
be explained by different chemical
compositions and/or different preparation
technology and were observed also in the past
[29, 31, 34]. The trend in the changes due to
irradiation is almost the same in both
materials. It seems that the expected changes
in material microstructure (precipitation of
elements like Cu or Cr mainly in carbides to
the surface) were performed mainly during
the initial period (1-year stay in irradiation
containers in operating conditions by “speed
factor” of about 10). These results confirm
that the close environment of Fe atoms in the
b.c.c. lattice of RPV steels remains after
initial changes, almost stable and perhaps
could be correlated with the trend of ductile-
brittle transition temperature (DBTT) curve
obtained from mechanical tests or with the
defect density curve obtained from the
transmission electron microscopy studies.
With increased neutron fluence (up to AE, >
0.5 MeV) = 1x10®° m?) the dislocation
density number as well as the average defect

diameter remain stable after an initial
increase of about 20-30% [28].
On the other hand, the isochronal

annealing of 2 selected irradiated specimens
performed at 400, 475 and 520 °C did not
cause return of the MS parameters to the
starting positions. It means that the radiation-
induced changes observable in MS spectra
were not re-annealed in such a complete way
as the re-annealing of point defects observed
by TEM [18, 28].

The PLEPS technique enables the depth
profiling from the surface to a specimen
depth of about 500 nm. Therefore, the micro
structural changes in very small and thin
specimens could be studied. Thanks to this
technique and very small volume of
specimens, the disturbing contribution of “°Co
radiation in the PAS lifetime spectra were
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reduced to a minimum. In our case, identical
specimens were used for PAS and MS study.
Such approach seems to be optimal due to

possible  inhomogenities in  different
specimens  from the same  steels.
Nevertheless, there exist many open

questions and there is aneed for further
investigation. Interpretation of PAS and MS
results is neither easy nor straightforward.
Both techniques are very sensitive to sample
preparation and handling.

It was shown that MS as well PLEPS can
see the formation of solute clusters during
irradiation of RPV steels, resulted in
depletion of Cu and P in the matrix in the first
period of irradiation. Some alloying elements
(for example Ni) can slightly retard this
depletion [56]. After this first period, both
techniques registered no significant changes
connected to increased neutron treatment. In
the contrary, the positron lifetimes decreased
probably due to long-term thermal treatment
on the level of 280 °C. Using PLEPS, the
most effective region (450-470 °C) of thermal
treatment was clearly shown at base as well
as weld metals. Positron annihilation
techniques can be applied for the
development of new types of steels with well-
defined parameters (materials for fusion
reactors, etc.) or by the evaluation of the
effectiveness of post-irradiation thermal
treatments [57]. Application of a scanning
positron microscope in the RPV-steel
investigation would be surely one of the ways
in the future [58].

The results from the present extensive
study of RPV surveillance specimens indicate
that MS and PAS could be useable techniques
for the evaluation of some microstructural
changes in RPV-steels and, in combination
with other spectroscopic methods can
contribute to an increase of NPPs operational
safety and lifetime prediction. However,
neither this method is a magic wand solving
all  substantial questions in  neutron
embrittlement and material ageing. This
investigation will continue also in the next
period and specimens treated in reactor up to
10 years will be studied. Such loaded
specimens will be equivalent to real RPV
steel after more than 50 years of operation
and will be interesting for the RPV lifetime
management.
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Abstract: This work describes the results of measurements on the concentrations of radon
(**Rn) found in seven mineral water samples collected from some natural mineral springs
at seven sites in Nenevah governorate of north region in Iraq. Heat drying method was used
to concentrate the radioactive nuclides in measured samples. Test tubes technique
employed to measure (***Rn) using (CR — 39) plastic nuclear track detectors. The activity
density of (***Rn) ranges from (3.82 PCi /L) to (9.999 PCi / L); while the average value
was (5.8054 PCi/ L). All results were below the maximum contaminant level (MCL) for
(**’Rn) in drinking water as reported by Environmental Protection Agency (EPA).
Keywords: CR-39 plastic nuclear track detectors; Radon -222 concentration levels; MCL.

Introduction

Radiation is a natural part of the
environment in which we live. All people
receive exposure from naturally occurring
radioactivity in soil, water, air and food. The
largest fraction of the natural radiation
exposure we receive comes from a
radioactive gas, radon. Radon (*’Rn) is
emitted from uranium, a naturally occurring
mineral in rocks and soil; thus, radon is
present virtually everywhere in the air over
the earth, but particularly over land, relative
to that over water surface. Thus, low levels of
radon are present in all the air we breathe [1].

Radon concentrations can be measured
either in terms of a volume of air (Bq/m’) or a
volume of water (Bq/L). As well as the
amount of radon in air or water commonly is
reported in terms of activity with units of
(PCi/L) of air or water. An activity of (1
PCi/L) is about equal to the decay of two
atoms of radon per minute in each liter of air
or water [2].

Underground water often moves through
rock containing natural uranium that releases
radon to the water. Water from wells
normally has much higher concentrations of
radon than surface water such as lakes and
streams.

Radon has also been identified as a public-
health concern when present in drinking
water. The World Health Organization
(WHO) suggest that radon causes up to 15%
of lung cancers worldwide [3].

In 1991, Environmental protection
Agency (EPA) proposed a Maximum
Contaminant Level (MCL) for radon of 11
Bg/L (about 300 PCi/L) for radon in drinking

water. In 2000, the law of IAEA is required to
set a new MCL based in part on this report.
The law also directed EPA to set an
alternative MCL (AMCL); an AMCL is the
concentration of radon in water that would
cause an increase of radon in indoor air that is
no greater than the level of radon naturally
present in outdoor air. Limiting public risk

Corresponding Author: R. M. Yousuf. Email: rashed_yousuf@yahoo.com.
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from radon by treating the water alone is not
feasible because radon is also naturally
present in the air. Thus, the AMCL is the tool
that allows (EPA) to limit exposure to radon
in water to a practical level, that is, allowing
no more risk from the radon in water than is
posed by the level of radon naturally present
in outdoor air [1].

Since radon is acknowledged as a cancer-
causing substance, the law directs (EPA) to
set a maximum contaminant level (MCL) for

Yousuf, et al.

radon to restrict the exposure of the public to
the extent that is possible, that is, as close to
zero as 1s feasible.

Experimental Procedure

Water samples (each of two liters) were
collected from seven sites in Nenevah
governorate of north region in Iraq, as shown
in Fig. 1.
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FIG. 1. Sites of study

Test tube technique used to determine
(**Rn) levels in water samples, the
calibration of such technique was discussed
by Barillon et al [4].

Heat drying method employed to
concentrate the radioactive nuclides in water
samples. The powder (residual precipitate)

90

in Nenevah governorate

after drying each water sample was
transferred to a test tube of diameter (2.1 cm),
in order to measure (*Rn) content using
(CR-39) plastic solid state nuclear track
detectors. The area of each detector was one
cm’, see Fig. 2.
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FIG. 2. Test tube technique used in the study.

After an exposure time of 60 days, the
detectors were removed and chemically
etched using a NaOH solution of normality
(6.25 N) at temperature of 70°C with etching
time of 5.5 hr. The alpha tracks per cm’® in
each detector were determined using an
optical microscope.

Results and Discussion

In order to measure (***Rn) concentration
levels in natural mineral spring water, the
surface density of tracks on the employed
detectors (p) measured in (Tr/cm®) unit used
in the following equation [5]:

p=K.CT ()
where,

C = *Rn concentration within the test tube
air, above the sample measured in
(Bg/m’).

T = exposure time.

K = ™ Rn gas diffusion constant [4]. Such
that:

K =lr 2cosd, L
4 R

Tr/cem?.hr )

=1.31x10" :
Bg/m

where,
r = test tube radius = 0.0105 m.
6. = critical angle for CR-39 = 35 degree.

R = range of **’Rn alpha particle in air
=0.0415 m.

The **Rn activity density (Cg,) in the
powder due to water sample in the test tube
was determined according to the following
relation [6]:

_CAWT
! /
where,

J = decay constant for (***Rn) = 7.554x107
(hr').

CR

2

h = distance from the powder surface to the
detector = 0.095 m.

T = exposure time = 60 day = 1440 hr
[ = depth of the powder. (m)
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The activity of (*?Rn) in the water
samples will be calculated in (Bg/L) unit
from the following relation:

Yousuf, et al.

Table 1 shows the results of radon levels
in mineral water samples obtained in this
work. The p refers to the net value of surface
density for tracks on the detector (CR-39),

Ap =Q-Cry V 3) which is equal to the difference between the
where, surface density of tracks due to sample and
) o the surface density of tracks due to
0O = Correction factor dug to original volume background (131 Tr/em?).
of water sample (two liter) = 0.5.
V= Volume of the sample in the test tube
=x 1 (m).
TABLE 1. Results of (***Rn) activity in mineral spring water.
Spring name I(m) p(Tr/em®)  Ag, (Bq/L)  Ag, (PCi/L)
Kibreet(Mosul) 0.018 3900 0.3699 9.9992
Talaafar 0.008 2110 0.2002 5.4098
Al-shoura 0.015 1710 0.1622 4.3843
Al-beedha 0.018 1490 0.1414 3.8202
Al-gorn 0.016 3010 0.2855 7.7173
Hammam al-alil  0.018 1840 0.1746 4.7176
Al-hadhar 0.042 1790 0.1698 4.5894
Mean value 0.2148 5.8054
Because of the relatively small volume of  regulatory problem in that its efficient

water used in homes, the large volume of air
into which the radon is emitted, and the
exchange of indoor air with the ambient
atmosphere, radon in water typically adds
only a small increment to the indoor air
concentration. Specifically, radon at a given
concentration in water adds only about
1/10,000 as much to the air concentration;
that is, typical use of water containing radon
at 10,000 Bq/m’ will on average increase the
air radon concentration by only 1Bg/m®*
There is always radon in indoor air from the
penetration of soil gas into homes, so only
very high concentrations of radon in water
will make an important contribution to the
airborne concentration.

It has been difficult to set a standard for
radon, in the same manner as for to other
radionuclides in drinking water, because of
the absence of authoritative dosimetric
information for radon dissolved in water.
Furthermore, radon presents a unique

transfer from water into indoor air produces a
risk from the inhalation of its decay products.
Thus, it is regulated as a radionuclide in
water, but a major portion of the associated
risk occurs because of its contribution to the
airborne radon concentration [1].

The (EPA) has not established a (MCL)
for radon in drinking water; however, the
proposed (MCL) is (300 PCi/L) [3].

It is clear from Table 1 that all results
were below the maximum contaminant level
(MCL) for radon (*?Rn) gas in drinking
water. As well as, the mean value of (***Rn)
activity in water samples is about ten times
lower than the value of (MCL).

A comparison of the results obtained in
this work is done with reported values for
(*?Rn) levels in water spring samples of
other workers as shown in Table 2.

TABLE 2. Comparison of (***Rn) levels in spring water with results from other workers.

Sample type Country (site) Range (PCi/L) Mean (PCi/L)  References
Cold spring  Jordan (Al-Karak)  3.568 — 14.43 7.32 [7]
Cold spring Jordan (Irbid) 89.19 - 289.2 145.9 [6]
Cold spring ~ Mexico (Mexico) 3.16 - 63.84 25.3 [8]
Iraq (Nenevah) 3.820 — 9.999 5.805 This work
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Radon is a naturally-occurring radioactive
gas that may cause cancer, and may be found
in drinking water and indoor air. Some people
who are exposed to radon in drinking water
may have increased risk of getting cancer
over the course of their lifetime, especially
lung cancer. Radon in soil under homes is the
biggest source of radon in indoor air, and
presents a greater risk of lung cancer than
radon in drinking water. As required by the
Safe Drinking Water Act, EPA has developed
a proposed regulation to reduce radon in
drinking water that has a multimedia
mitigation option to reduce radon in indoor

[3].

Because radon is easily released by
agitation in water, many uses of water release

radon into the indoor air, which contributes to
the total indoor airborne radon concentration.

Since (10,000 PCi/L) in water translates to
about (1 PCi/L) in air, relatively there is no
need to worry about the health risks due to
water- borne radon [1].

Conclusion

All results of this work shows that the
water from the examined sources generally
make only a small contribution to the indoor
airborne radon concentration, so that the risk
posed by radon released from water, is
estimated to be lower than the risks posed by
the other drinking water contaminants that
have been subjected to regulation.
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Abstract: Nanocrystalline BaFe,, , Co Ti O,, with 0 <x <1 were prepared by a simple

method of ball milling. Magnetic and SEM measurements show that the coercive field and
average grain size is decreasing with the increase of Co-Ti substitution. IRM and DCD curves
were measured in order to investigate the role of doping with Co-Ti on the interactions
between particles in BaFe,, , Co Ti O,, samples using the om technique. Interaction

investigation shows that dm for all samples examined is negative, which means interparticle
interactions that assists the reversal mechanisms (demagnetizing like effect).
Keywords: Ball milling, Barium ferrite, Coercive field, Magnetization.

Introduction

Barium hexaferrite with a chemical
formula BaFe,0,, is one of the most

important compositions for perpendicular
magnetic recording. Barium hexaferrite is
suitable for magnetic recording due to its
large saturation magnetization, good chemical
stability, and low switching field distribution.
On the other hand, barium hexaferrite can be
used for high density magnetic recording if its
particle size and its large anisotropy field
were decreased. Because large particle size
and high anisotropy field causes a poor
overwrite modulation [1]. In order to reduce
the anisotropy field and to satisfy the desired
applications, many studies were taken out to
modify the magnetic properties of barium
hexaferrite by the substitution of the Fe’* ions
with cations such as

(Sn*"Ni*" Ni**,Co™ ,Co™,Ti"...) [2:4] or

cations combinations such as (Zn-Sn, Co-Sn
[5, 6], Zn-Ti [7], Co-Ti [2], etc.).

Several techniques can be used to prepare
barium ferrite powders such as the sol-gel
method [8-10], the glass crystallization

method [11], hydrothermal technique [12],
and coprecipitation method [13]. In the
present work ball milling method was used to
synthesize single-phase substituted
nanocrystalline barium hexaferrite powder
(BaFe,, , Co Ti O,,). The advantage of the

above method is its operation simplicity and
handy  experimental  apparatus. The
preparation and investigation of barium
ferrite doped with Co-Ti was reported in
many works [14-17], but none of these works
-to the knowledge of author- used the ball
milling method. So in this work we have
investigated the possibility of doping
hexaferrites with ions such as Co-Ti by the
ball milling route.

The structure of BaFe,,0,, is of the form
RSR*S*, Where R* and S* are obtained from

the blocks R and S, by rotation of 180
around the hexagonal ¢ axis. The ferric ions
are distributed among five crystallographic
sites. Three are octahedral

sites (12k, 4f}y, and 2a) ; one 1s tetrahedral
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site (4fv1) and one trigonal bipyramid
(2b)[18, 19].

Experimental procedures

The starting materials for synthesis of
BaFe, , Co Ti O, (x=0,0.2, 0.4, 0.6, 0.8
and 1.0) were BaCOj; (Aldrich-make), Fe,O;
(Aldrich-make), TiO, (Aldrich-make) and
CoO (Aldrich-make). BaFe,, , Co Ti O,

compound was prepared in a planetary ball-
mill (Fritsch Pulverisette 7) with balls and
vial of hardened steel. The milling
experiment was carried out at 250 rpm for 16
h and the ball to powder ratio was 8:1. The
as-milled powders were annealed in air
atmosphere at 1100°C for 10 h. It should be
noted that XRD analyses of more than 6
samples subjected to different annealing
temperatures from 700°C to 1200°C revealed
that the optimum annealing temperature for
obtaining barium ferrite doped with Co-Ti
was 1100°C. X-ray diffraction (XRD)
analysis was carried out in Philips X'Pert
PRO X-ray diffractometer (PW3040/60) with
CuK, radiation (45 kV, 40 mA). The
obtained XRD data was compared with
standard  patterns of  JCPDS-ICDD
(International Center for Diffraction Data).
The micrographs of the prepared samples
were examined by the direct observation via
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scanning electron microscopy (SEM) with
EDX facilities (model FEI Quanta 600). The
magnetic measurements were carried out
using vibrating sample magnetometer (VSM)
(MicroMag 3900, Princeton Measurements
Corporation), with a maximum applied field
of 795 kA/m. All magnetic measurements
were performed at room temperature.

Results and discussion

Fig. 1 shows XRD patterns of Co and Ti
doped barium ferrites (BaFe,, ,,Co Ti O,,)

with different doping concentration together
with the standard pattern for BaFe,,O,,. The

main diffraction peaks appearing in all XRD
patterns can be indexed with the standard
pattern for M-type hexagonal barium ferrite
(BaFe,0,,) with space group P63/mmc

(JCPDS file no: 043-0002), except a small

peak at 26 = 33" which belongs to Fe,0;. In
Table 1 we summarize the composition
dependence of lattice parameters determined
by X-ray diffraction and average crystallite
size deduced from full width of half
maximum using Scherrer's equation [20].
From these data we may propose that doping
of barium ferrite with Co and Ti leads to an
increase in lattice parameters and a decrease
in average crystallite size.

TABLE 1. Lattice parameters and average crystallite size of BaFe, , Co Ti O, measured by

XRD.
. . Average crystallite
Y a=b(A) c(A) size (D) nm
0 5.892 23.198 76
0.2 5.892 23.183 70
0.4 5.892 23.198 68
0.6 5.892 23.183 70
0.8 5.892 23.198 67
1.0 5.894 23.215 60

Fig. 2 shows the SEM photographs of Co
and Ti doped barium ferrite powder with
doping concentration of 0.0, 0.4 and 0.8. The
grain size for the pure sample (x = 0.0) ranges
from 0.2 pm to 1 um, while for x = 0.8 ranges
from 0.2 pum to 0.6 um. So the average grain
size tends to decrease with the increase of Co
and Ti concentration i.e. Co and Ti doping
results in inhibition of grain growth which
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agrees with previous works [17, 19]. It is
interesting that the particles stick to each
other due to their magnetic attraction. So the
particle  sizes observed from SEM
measurements seem to be larger than those
measured by XRD. Also, the sample seems to
form clusters rather than columns of stacked
platelets, which indicates presence of
negative interactions between particles.
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Fig. 3 shows the measured hysteresis
loops for some of the BaFe, , Co Ti O

samples as a function of applied magnetic
field. The magnetization curve for the non-
substituted sample belongs to hard magnetic
material with high coercive field strength of
334 kA/m. This value of the coercivity is in a
good agreement with the previous reports
such as sol-gel method [18], mechanical

alloying method [1] and ball milling method
[21] of preparing barium ferrite. The effect of
Co-Ti ions on the saturation magnetization
and coercivity of BaFe,, , Co Ti O,, are
shown in Fig. 4. The saturation value of
magnetization was obtained by extrapolating
the magnetization versus 1/Htol / H = 0.

112) (oog  (117)

(200) (108) (114)

Intensity (a.u.)

Bona | 1 S SR S S
Bl | A S R S
R\ N T

BaFe . 2C) -
JCPDS: 043-0002

i317)

|“ - jh L
20 30 40

50 60 70

20 (deg.)
FIG. 1. Standard JCPDS pattern for M-type hexagonal barium ferrite (file no: 043-0002) and XRD
patterns of BaFe,_, Co, Ti O, with different doping concentration.
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FIG. 3. Hysteresis loops for some of the BaFe, , Co Ti O, samples as a function of applied magnetic
field.
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The saturation magnetization for the samples
examined in this work ranges from 64
Am’/kg to 72 Am’/kg, which is higher than
50 Am?/kg reported by Radwan et al. [22],
where they used chemical co-precipitation
method for synthesis of barium ferrite
powder. With increasing x the magnetization
slightly decreases for all samples examined,
which is suitable for applications such as
perpendicular magnetic recording, microwave
devices and material for permanent magnets
where a high saturation magnetization is
desired. While the coercivity drops
dramatically from about 334 kA/m to 16

kA/m with the increasing of x from 0.0 to 1.0,
which enables us to control the coercivity for
various types of applications. As it was
reported in literature [18, 23-25,] the iron ions
at each of the five sites make a special
contribution to the magnetic properties of
BaFe,,0,,. A summary of these contributions

is shown in Table 2. As one might see the
major contribution to the coercivity comes
from iron ions at 4fy; and 2b. Therefore the
dramatic drop of the coercivity (Fig. 4) can be
referred to the replacement of Fe ions by Co
and Ti 1ons at 4fy; and 2b sites.

75 350
. .
I o—M 4 300
. s
I 4 250
70
= . 4200 =
2 1 £
= <
E | =
< 4150 o
- | ¢
S 65) "
I 4 100
L u - 50
- .___.
80 I T I T I T l Ll I T I 0
00 02 04 0.6 08 1.0

Concentration (x)

FIG. 4. Saturation magnetization and coercivity of BaFe, , Co Ti O,, as a function of the

concentration (x).

TABLE 2. Magnetic properties of crystallographic sites in barium ferrite ( BaFe,,0,,).

Sites  Coordination  Spin direction Contribution
4ty octahedral down coercivity
2b bipyramid up coercivity
Afly tetrahedral down magnetization
12k octahedral up temperature dependence of magnetization
2a octahedral up

In order to investigate the role of doping
with Co-Ti on the interaction effects we use
OM relationship given by Kelly [26]:

sm(H) =my(H)-[1-2m,(H)] (1)

where m,.(H)=M,(H)/M, () is the
reduced isothermal remnant magnetization
(IRM) and m, (H)=M,(H)/M,(x) is
the reduced dc demagnetization (DCD). The
IRM curve was obtained by the following
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procedure:  first the  sample  was
demagnetized, second applying positive field,
third measuring the remanence magnetization
after removing the applied field. The
procedure was repeated with increasing the
positive field to reach positive saturation
remanence. The DCD curve was obtained by,
first, the sample was saturated with a positive
field of 795 kA/m, second a negative field
was applied to the sample, third, the
remanence magnetization was recorded after
removing the negative field and at last this
procedure was repeated with increasing the
negative field until negative saturation
remanence was reached. The IRM and DCD
curves for all samples examined in this work
are shown in Fig. 5. By substituting these
curves in eq. 1, we can obtain om curves,
which give the strength and the sign of the
interaction in the prepared samples. For non
interacting systems om plots will show a
horizontal line, any deviation from linearity
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interparticle interactions. Positive om values
indicate the existence of interparticle
interactions that contribute constructively to
the magnetization (magnetizing like effect),
i.e. particles tend to stack in column, while
negative om values suggest that the existing
interactions are demagnetizing
(demagnetizing like effect), i.e. particles tend
to form clusters. Fig. 6 shows the om curves
as a function of the applied field for samples
with different doping concentration of Co-Ti.
As one can observe om for all samples are
negative for all fields, which agree with SEM
observation of cluster formation. Also om

exhibit a maximum negative values at a field
around coercivity. As one might observe the
maximum negative value of om exhibits
minimum at x = 0.4 and 0.6. This behavior
needs a further investigation to clarify the
influence of doping on the strength of
interparticle interactions.

in om is a sign for the existence of
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FIG. 5A. IRM curves of BaFe , , Co Ti O,.
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Conclusion

Nanocrystalline barium ferrite doped with
Co-Ti (BaFe,, , Co Ti,O,y) have been

prepared using a very simple method of ball
milling. It was found that doping of barium
ferrite with Co-Ti leads to a significant
decrease in the coercive field and inhibition
of grain growth. Interaction investigation

show that om for all samples examined is
negative, = which  means interparticle
interactions  that assists the reversal
mechanisms (demagnetizing like effect).
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Abstract: This work was proposed to monitor the growth and development of cotton
(Gossypium barbadense L.) under different environmental conditions using emission
spectra of chlorophyll a fluorescence from the intact leaves. The emitted fluorescence
signal by cotton plants was measured using spectrometer/graphic and data analysis
software. Cotton was grown in the summer season under sunlight exposure i.e. summer
conditions, whereas in winter conditions the plants were grown in a shaded area. Both
groups of plants were irrigated by tap water. Winter conditions exhibit environmental stress
of temperature and light intensity. Monochromatic blue light of 450 nm was used as an
excitation source to induce the chlorophyll fluorescence emission at 685 nm and 733 nm.
The peak intensity ratio (P.I.LR.), which is the ratio between maximum emitted light
intensities at 685 nm and 733 nm respectively (Iz685/1z733), and the area ratio (A.R.)
which is the ratio between the areas under the curves of the two emission lines were used
for monitoring the development of cotton, from the germination until the flowering. The
results revealed that the summer conditions gave a faster seed germination rate and the best
growth and development of cotton, while the stressing winter conditions expressed in
delayed seed germination, poor growth that led to failure of flowering and immaturity. The
peak intensity ratio and area ratio for the summer and winter conditions were found to
follow linear relationships. The line slopes of the peak intensity ratio and area ratios were
1.36 and 0.46 and the intercepts were 0.04 and 0.04 respectively.

Keywords: Cotton; Summer and winter conditions; Fluorescence; Chlorophyll a;

1r685/1¢733.

Introduction

Monitoring of plant development by
spectroscopic detection of electromagnetic
radiation is a powerful, noncontact and
nondestructive method. Plant tissues absorb
the energy of the electromagnetic radiation in
the visible region by the photosynthetic
pigments (chlorophyll a, b, and carotenoids).
This energy is used for the photosynthetic
processes [1, 2]. Chlorophyll a (Chl a)
molecules are arranged into two groups of

pigments known as photosystem I (PSI) and
photosystem II (PSII). Each photosystem has
antennae chlorophyll molecules embedding a
reaction center (RC). When an antennae
chlorophyll molecule absorbs photons, it
transfers this energy to another nearby one
until reaching the reaction center chlorophyll
molecules [2, 3]. Part of the absorbed energy
is lost during the migration from the pigment
antennae to the reaction centers and can be
dissipated by a variety of non-photochemical
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processes. Such processes include the
dissipation of heat and emission of small but
diagnostically significant amount of the
absorbed radiation. This emission which
occurs in the red and far-red regions is termed
as chlorophyll fluorescence i.e. Iz685 and
Ig733 respectively. This fluorescence signal
(Ig), is therefore, determined by the rate of
constants of these competing reactions and by
the fraction of open reaction center as only
those which can contribute to the
photochemical de-excitation. Any exciting
light (laser or laser emitting diode) capable of
inducing Chlorophyll a fluorescence can be
used for plant development monitoring in
agricultural and plant science applications.

The shape of the fluorescence emission
spectrum of leaves depends on the
wavelength of the excitation light [4] and the
environmental conditions of the
measurements. Incident ultra violet or blue
light is absorbed by carotenoids and by the
chlorophyll of the chloroplast already at the
upper part of the leaf mesophyll i.e. palisade
and spongy tissues which are responsible of
the photosynthetic activity in plants. The
major part of the blue excited chlorophyll has
to cover a short distance before it finally
leaves the leaf at the epidermis and the
chlorophyll fluorescence is only slightly
reabsorbed by in situ chlorophylls. However,
in the case of red light, which is only
absorbed by Chlorophyll a, a substantial part
of the excitation light penetrates deeper into
the leaf mesophyll. This will generate more
reabsorption of the red light chlorophyll
fluorescence [5]. It has been observed in
recent studies [6, 7] that Chlorophyll a
fluorescence obtained by ultra violet, violet
and blue light excitation sources is a good
method for plant monitoring. The absolute
emission signal of leaves can vary from
sample to sample due to leaves’ heterogeneity
[8, 9] and other small differences such as the
excitation and sensing angles of the
fluorescence, and the roughness and
scattering properties of the leaf surface. Thus,
the absolute fluorescence 1685/ or Iz733
usually varies to a large degree than the
fluorescence ratio Ir 685/ I 733 [1]. The
fluorescence ratio, therefore, represents a
more accurate tool for measuring the different
changes in quantities of the fluorescence
characteristics of leaves.
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In the present work, the use of the blue or
laser emitting diode (LED) to excite intact
leaves Chlorophyll a from cotton crop during
its development is reported. The analysis of
the fluorescence spectra using peak intensity
ratio and area ratio of Iz 685 and Ir 733 from
the Gaussian curves fitting were performed to
distinguish between cotton growing in
summer conditions with equal exposure to
sunlight, and cotton growing in winter in a
shaded area. This technique has been
established to discriminate between normal
and stressing conditions in vegetation [10,
11]. The importance of such investigations is
that, cotton is an important economical crop
in the Sudan; a good portion of cooking oil is
extracted from its seeds, and its flowers are
used in weaving, textile and for various
medical purposes.

Materials and method

Cotton is a warm weather fiber plant,
which is grown normally from dry seeds, that
is planted either in rows or scattered. Seeds
are known to grow in different types of soils
(sand or clay) but for optimum seed yield,
heavy clay soils are preferred. Crops grow
better under regular watering, but they don't
suffer much otherwise.

Cotton seeds, brought from Gezira
Scheme, were divided into two groups; one
was grown in the summer conditions, directly
exposed to sunlight, while the other was
grown in the winter conditions, in a shaded
place. Seasonality in this study is based on
the sowing time of cotton seeds. Generally,
agricultural activities in the Sudan are
performed in two rotations which begin
during late summer and early winter. In the
Gezira Scheme, Sudan, sowing of cotton
begins in June-July to mature in December. It
should be noted that germination is
considered as the most important stage in the
life of cotton plants. The experiments were
carried out at the Botanical Garden of the
Faculty of Science, Al Neelain University,
Khartoum, Sudan (altitude: 15° 29 and 15" 37
N and longitude: 32" 33 and 32" 34 E).
Temperature in Khartoum has a very wide
range, between 46°-20° C in summer and
40°-7° C in winter. The maximum
temperature is reached in May-June and the
minimum in January. The light intensity,
measured as average sunshine/day, varies
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between 8.1-9.6 hrs/day in summer season
and between 9.7-10.3 hrs/day in winter. The
area received 194 mm during 2006 in the
form of erratic and inconsistent rains that
occurred during late summer (July-
September) [12]. The first seed group was
grown during the 2006 rainy season (June),
flowered in September and became fully
matured in December of the same year. The
second group was grown during December,
2006 (winter conditions). However, the plants
of this group showed a poor growth rate and
did not mature or flower.

Seeds were grown in eight pots that were
filled with heavy clay soil to about 10 cm
from the top. The average diameter of the
pots is about 26 cm. The soil was collected
from the bank of the Blue Nile near
Khartoum. Sixteen plants were used for the
measurements, two in each of the eight pots.
Eight plants were grown and measured during
the summer season. They were placed in four
pots in an open space for equal exposure to
sunlight. The other eight plants were placed
in a shaded place and were similarly grown
and measured during the winter season. To
ensure successful germination, four seeds
were put in each pot and after the seedling
emergence; they were thinned to leave the
two best plants. The pots in the summer and
winter conditions were irrigated daily with
tap water till the end of the experiments.

For the summer group, germination began
five days after sowing and by the twelfth day,
it was completed. But for the winter group,
germination began four weeks after sowing
due to low temperatures and was completed
by the fifth week. The measurements of the
fluorescence for the summer group started at
the beginning of the third week after sowing,
and are taken from different leaves on each
plant in each pot. For the winter group, the
measurements started at the beginning of the
fifth week after sowing due to the slow rate of
development of the plants. The measurements
were taken in the same way as for the
summer group i.e. from different points of the
lower most and the wupper most fully
developed leaves and were then averaged.

A laser emitting diode (LED) emitting at
450 nm wavelength and output power of 60
uW was used as an excitation source. A
compact software controlled spectrometer

(USB2000/Origin 6.1, Ocean Optics/Origin
Lab, Dunedin, USA/Northampton, USA) was
used for recording the fluorescence signal
emitted by the plants’ intact leaf. The
resolution of the spectrometer was 1.34 nm
FWHM [13], and its detector covers the
wavelength range from 350-1100 nm. The
whole setup was coupled to a laptop
computer for mobile use, to record field
measurements. Recorded data were analyzed
using MICROCAL ORIGIN 6.1 computer
program. The software uses an algorithm
curve fitting with a combination of Gaussian
spectral functions to analyze the spectra.

Results and analysis:

The results of the measured chlorophyll a
fluorescence intensity as a function of the
wavelength for the summer group of cotton
during the third to the eighth week after
sowing are shown in Fig. 1A and Table 1 (A
and B). For the winter group, the results were
recorded during the fifth to the eighth weeks
after sowing are shown in Fig. 1B and Table
2 (A and B). Each spectrum is the average of
seven days, and each day spectrum is the
average of 10 different leaves obtained from
different plants of the same group.

The Gaussian fitting was performed as
shown in Fig. 2, where the smoothing and the
averaging of the randomness on the profile of
the curve were done in addition to
decomposing the peak into two overlapping
peaks for area ratio evaluation. In addition,
the full width at half maximum (FWHM),
denoted as A4, was determined as shown in
Tables 1 and 2.

The Chlorophyll a fluorescence spectra for
the summer season cotton of the fifth
measuring week with Gaussian curve fitting
for Iz685 and 1733 bands are shown in Fig.
2. The constituent bands were found to center
around 685 nm and 732 nm. The evaluation
of the standard errors for the wavelength at
maximum peak (Am.x), fluorescence intensity
peak amplitude (Ir) and the band area (A)
indicated that the determination of the peaks
is acceptable with minimum standard error.
The parameters obtained for the two sets of
plants, during the period of monitoring the
development are listed in Table 1 for the
summer conditions and in Table 2 for the
winter conditions.
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FIG. 1. Fluorescence spectra for the two groups of cotton: (A) under summer conditions; (B) under winter
conditions; (W,: Number of weeks)

TABLE 1A. Summer conditions. Parameters for Iz 685 band.
W, Ama(nm) A(nm) A@m)) Ip(a.u)
W;  685.2+0.5 23.1£0.3  0.90+3.2  353.440.5
W,  685.3%0.2 22.7404  1.3442.4  497.840.3
Ws  685.1+0.1 22.5+0.3  2.10£5.4  849.1+0.6
We  685.1+0.8 21.740.6  3.43+4.3  1307.6+0.5
W, 684.3%0.7 21.4+0.5 4.8243.3 1735.1+0.3
W 684.140.6  21.1+0.3  6.1544.6  2209.2+0.2

TABLE 1B. Summer conditions. Parameters for Iz 733 band.

W, Am(om)  AA(m) A (m’)  Ip(a.uw)

W;  7343+09 47.6+0.7 1.4+7.3 240.2+0.7
W, 7344+0.8 46.3+0.6 1.9£9.3 331.0+0.5
Ws  733.0+0.9 43.6£0.5 2.9+3.2 552.1+0.4
We  733.8+0.7 42.4+0.1 4.44+2.4  828.1+0.3
W; 733.840.8 42.9+04 5.844.3 1075.0+£0.2
Wg  733.6£0.6 42.2+04  7.0+£5.3 1343.8+0.1
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FIG. 2. Chlorophyll a fluorescence spectra for the summer condition cotton at the fifth measuring week
with Gaussian curve fitting for [z685/1733 bands.

TABLE 2A. Winter condition. Parameters for Iz 685 band.

W, Amx(m)  Al(nm) A (m) Ir (a. u.)

Ws  685.5£0.4 22.8+03 0.58+5.0 245.4+0.4
We  685.5£02 22.5+0.5 1.245.5  459.3+0.4
W;  685.3+0.7 22.1+0.5 1.844.0  638.5+0.3
Ws  684.840.4 21.6+0.7 2.3+44  813.3+0.2

TABLE 2B. Winter condition. Parameters for Iz 733 band.

W, Amx(@m)  Al(nm) A (m?) Ir (a. u.)

Ws 7322408 44.1+0.1 0.87+8.8  166.6£0.5
W  731.4+0.5 44.0+04 1.58+4.7 298.4+0.6
W, 7314404 42.8+09 2.33+7.4  403.4+0.2
W 730.7402  41.7+0.8 2.8144.3  508.0+0.2

Amax: Peak center; ALl: FWHM; A: Gaussian area; Ig. Fluorescence maximum intensity.

From Table 1 (A and B) for cotton
growing in summer conditions, the shifts of
Amax for Ig685 and Iz733 bands as the weeks
progressed were 1 nm towards shorter
wavelengths and the values of A4 decreased
with 2 nm and 5 nm, respectively. However,
the Gaussian area and the fluorescence
intensity increased as the weeks progressed.
From Table 2 (A and B) for cotton in winter
condition, the shift of A,. of the Iz685 and
1733 bands as the weeks progressed, were 1
nm and 2 nm towards the shorter wavelength,
and the wvalues of A4 decreased with
approximately 1 nm and 3 nm, respectively.
However, the Gaussian area and the

fluorescence intensity increased. The I[z685
and 1733 fluorescence intensities are known
to be due to Chlorophyll a emission [14, 15].
The peak intensity ratio and the area ratio
which are centered about 685 nm and 732
nm, respectively give information about the
chlorophyll pigment and are related to plant
growth with regard to photosynthesis [16,
17]. Photosystem II emits at a wavelength
where the chlorophyll pigments still absorb
light. This means that when the chlorophyll
content in the leaf increases, photosystem II
can not increase at the same rate as
photosystem I. Thus the peak intensity ratio
and the area ratio of photosystem II are
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related to the chlorophyll content and can be
used for evaluating the chlorophyll
concentration [9]. The peak intensity ratio
and also the area ratio against the measuring
period for each spectrum of the two groups
were calculated from the Gaussian fitting
curves and are shown in Table 3 for all the
period of measuring.

TABLE 3. Peak intensity ratio (P.I.LR.) and
area ratio (A.R.) (values are the mean of
10 determinations).

TABLE 3A. Summer conditions

Kafi, et al.

The changes or differences in the values
during the measuring period in the two
groups depend on  Chlorophyll a
concentration, thickness of the sample, light
scattering properties, geometrical and other
factors such as photochemical quenching
which causes fluorescence decline by
reduction-oxidation state of the first &
acceptor molecules of PSII [4, 14]. Also it
can be due to non-photochemical quenching
which include environmental stress, known to
induce a strong fluorescence quenching
caused by the thylakoid damage [2]. The
areas of integrated Gaussians are proportional
to their heights such that the intensity of the
Chlorophyll a fluorescence could be deduced
using the area ratio [6]. Thus, the peak
intensity ratio data and that of the area ratio
give additional information for monitoring
the plant's growth. The changes in the peak
intensity ratio and the area ratio versus the
measuring period are shown in Fig. 3.

1 Cotton in summer
2 Cotton in winter

W, P.LR.(£0.09) AR. (£0.07)
W; 1.47 0.64
W4 1.50 0.69
W5 1.54 0.73
We 1.58 0.78
W~ 1.61 0.83
Wq 1.64 0.88
TABLE 3B. Winter conditions
W, PIR.(£0.04) AR.(£0.04)
W 1.47 0.67
We 1.54 0.73
W 1.58 0.77
Wq 1.60 0.80
3.0
2.5 4
2.0 4
o
o
1.0 4
0.5 4
0.0 — T T T 1

T T ' T T T T T 7
5 66 7 8 9 10

Weeks

FIG. 3A. For summer conditions; the slope of the line (A) = 1.36 and the intercept of the lines (B) = 0.04;
and for winter conditions A =1.27; B=0.04
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FIG. 3B. For summer conditions: A = 0.50; B =0.05; and for winter conditions A = 0.46; B =0.04

Discussion

Seed germination, flowering, fruiting and
development of cotton is positively
influenced by temperature, light intensity and
soil moisture [18 - 20]. The results of the
present study showed that cotton grown under
sunlight summer conditions gave higher and
faster germination rates and better growth
performance and development compared to
those grown under shaded winter conditions.
Signs of stress were expressed on the latter
cotton group by low growth rates, stunted
plants, immaturity and failure of plants to
form any flowers. Such results are in
agreement with many authors for cotton [21 -
23] and other plants [24 - 26]. The adverse
effects of environmental stress on the
different plants have been demonstrated by
those authors as a reduction in plants’
heights, number of primary branches/plant,
number of leaves/plant and dry matter
production. Superiority of summer group
over winter group is also related to the
suitable conditions of temperature, light
intensity and soil moisture that prevail during
summer season. It is worth mentioning that
the summer plants receive extra irrigation in
the form of rain. As the weeks advanced from
germination, summer and winter conditions
as well as the peak intensity ratio and the area
ratio showed a linear increase rate with time,
but differ in slopes and intercepts. The slope
of the summer group (1.36) is higher than the
winter group (1.27), which shows that the 1st
group expressed a better growth relative to

the 2™ group. The lower slope could be an
indication for the immaturity and failure of
flowering in winter conditions. These results
are in an agreement with [9] observations,
which showed that the increase of
Chlorophyll a concentrations increased the
red and far-red fluorescence, however, at high
chlorophyll a concentration, only the far-red
fluorescence is increased. This can be
explained by the fact that plants exhibit two
peaks spectra: at 680 and 730 nm
corresponding to photosystem II and
photosystem I, respectively. The former
pigment is known to contain roughly equal
amounts of chlorophyll a and b whereas the
latter pigment contains a higher ratio of
chlorophyll a compared to be [27]. However,
our results contradicts with the findings of
[28] which showed that fluorescence ratio of
Ir685 and 1733 decreased with increasing
chlorophyll content of developing leaves. In
addition, Ref.[29] and Ref.[16] demonstrated
that the Chlorophyll a fluorescence intensity
does not usually depend on the Chlorophyll a
concentration; but rather on the amount of the
light energy absorbed by the leaves. The
decrease of Chlorophyll a fluorescence
intensity at the early stage of germination is
attributed to the small amount of the light
energy absorbed because of the small amount
of the molecules. The constant increase in the
Chlorophyll a fluorescence intensity signal in
summer compared to that in winter suggests
that Chlorophyll a concentration in summer
plants is higher than in winter plants and may
be attributed to the environmental stress that
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causes thylakoid damage of the winter plants
which wusually reduces the fluorescence
intensity [6]. Such situation may be explained
as due to the relatively low temperatures and
light intensity in the winter season for shaded
plants.

The shift of An. towards the shorter
wavelength and the decrease of A4 value as
the weeks advanced; together with the
increase of the peak intensity ratio or the area
ratio confirm the fact that there was an
increase in the Chlorophyll a concentration.

Conclusions

The development of cotton was monitored
under summer and winter conditions using
685 and 1g733 spectra. All growth
parameters of cotton grown under summer
condition were higher than in winter
conditions due to environmental stress. The
peak intensity ratio and the area ratio of

Kafi, et al.

cotton were found to follow a linear relation
for the two groups in the two seasons. The
curve fitting of the spectra indicated
similarities between the peak intensity ratio
and the area ratio which reflects the exactness
of the Gaussian curves. The ratio [;685/1r733
can be used to monitor the development of
cotton and probably other plants. Future
studies must put into account another way for
the determination of Chlorophyll a content
using SPAD chlorophyll meter or acetone
extract and the chlorophyll activity with
chlorophyll fluorescence induction kinetics or
CO, fixation measurements.
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Abstract: A detailed parametric investigation of the linear dispersion relation of electron—ion
(e—1) and electron—electron—ion (e—e—1i) in the hydrogen plasma fluid is carried out in order
to determine the different current driven instabilities that can exist in each case. Equations
governing the two—stream (e—i) and three—stream (e—e—i) instabilities in cold plasmas are
solved numerically and solutions are thoroughly investigated. For the two—stream instability,
numerical solutions of the corresponding dispersion relation show the appearance of an

unstable mode forkv, >0, where k is the wave number and v, is the electron drift speed.

Results reported in some references in literature on the peak value of the instability growth
rate, when compared with the numerical result, have been found to overestimate the
instability maximum growth rate by 17%, while others' estimates coincide with our
numerically obtained value. A three—stream instability regime, with two oppositely drifting
electron streams with respect to a static ion stream, is also studied; the presence of the third
stream has been found to modify the mode spectra by giving rise to a highly unstable mode
compared to that observed in the two—stream case. By increasing the number of electrons in
the third stream (and keeping a zero net current in the plasma), a red shift in the instability
peak value of the growth rate has been observed with an insignificant change in its peak

value.

Keywords: Multistream instabilities; Three-species plasma; Kinetic theory.

Introduction

Instabilities which are dependent on the
shape of the velocity distribution function are
called velocity—space instabilities or micro-
instabilities [1, 2]. One example of velocity
space instabilities that occur in plasmas is the
two—stream instability [3-7], where two
interpenetrating streams of a charged particle
fluid with different parallel or antiparallel
velocities are in many situations unstable.

Heating of plasma with a high—current
relativistic electron beam makes essential use
of the plasma return current induced by the
beam [8]. From overall energy conservation it
is concluded that a large fraction of the beam
energy is converted into plasma thermal

energy. For reasonable parameters the heating
occurs through ion sound turbulence
generated by the plasma return current.

Stabilization of the two—stream instability
in weakly ionized plasma (equatorial electro-
jet) has been studied by Sato [9] using fluid
equations. It is shown that a macroscopic
quasi-linear process acts to reduce the
electron flow to a threshold level (ion sound
speed), thereby stabilizing the plasma. This
result gives an explanation for constant
Doppler shifts of radar echoes in the electro-
jet. It is further shown that the saturation level
of the fluctuations agrees with that of
observations.

Corresponding Author: M. S. Bawa’anch. Email: msb@hu.edu.jo.



Article

A source of growth of the plasma micro-
instability is the change in the free energy
density W, associated with the relative drifts

of the plasma components. Current in plasma
is a common source of free energy that leads
to an increase in instabilities [10]. It has been
pointed out by Hirosa [11] that the linear
growth of the instability breaks down when
the field energy is of the order of

(m,/ mi)Z/ 3W0 and concluded that the

anomalous resistivity associated with the

2/3

instability scales as (m,/m;)~"”, rather than

(me/m,-)m, where m, and m; are the
electron and ion masses, respectively.

Instabilities  that are driven by
electron—ion relative drift in two—species
Maxwellian plasmas are classified as acoustic
instabilities. Such instabilities are most
appropriately called two—stream instabilities
in case of very high relative drifts (above
some characteristic thermal speed) where
modes become fluid—like [10]. Also,
instabilities are two—stream for zero
temperature limits of Maxwellian plasmas
where zero—order distribution functions of
different species become similar to those
shown in Egs. 3 and 4. S. P. Gary [10]
showed instabilities for the two—stream
Maxwellian plasma. His results are very
similar to dispersion curves obtained for cold
plasma especially for plasmas with relative
drift velocities larger than thermal velocities.
Such extreme situations occur in some
regimes (for example in space plasmas [5,
10]). In such regimes, some waves and
instabilities have properties that are
essentially independent of axial magnetic
fields and are charge neutral and bear no
steady—state electric fields. So, it is
appropriate to investigate the instability of
such regimes in non-magnetized quasi-neutral
plasmas. Such  modes, called ion
acoustic—like  fluctuations  which  are
essentially electrostatic, are observed in many
space plasma contexts such as the solar wind
[12, 13, 14] and the earth's bow shock [15].

Ion-electron two-stream instability has
been observed experimentally in high
intensity accelerators and storage rings [16,
17]. Theoretical studies suggest that the
relative streaming motion of the high-
intensity particle beam through a background
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of charged particles provides the free energy
to drive the two-stream instability [18, 19]. A
background population of electrons can result
by secondary emission when energetic beam
particles strike the beam-pipe wall. At low
energies and for high charge states the beam
can very effectively ionize the residual gas.
These secondary electrons can be trapped in
the beam electrostatic potential in which
electrons can accumulate up to a certain
saturation level. Above a certain threshold the
accumulated electrons induce two-stream-like
instabilities in long bunches [18, 22].

V. Lapuerta and E. Ahedo have done
extensive work on two-—stream instability
(see for example [23, 24, 25]) and on
multi—stream instability (see for example
[26]). The parametric regions where different
types of such instabilities dominate as well as
relationship between different instabilities are
not very well understood and are being
studied. For example, the evolution of the
ion—acoustic to Buneman instabilities was
studied in ref [24].

The study of multi-stream instabilities is,
also, of great interest in beam physics [27,
31]. Ronald C. Davidson and Hong Qin
investigated the wall-impedance driven
collective instability in intense bunched
particle beams using the linearized Vlasov
equation [27]. The study included a wide
variety of applications ranging from the
Harris—like instability driven by large
temperature anisotropy to the dipole mode
two—stream instability of an intense ion beam
propagating through an electron background.
Detailed stability properties were determined
for dipole—mode perturbations for small axial
momentum spread of the beam and for cold
beam distribution function in the axial
direction, a case that corresponds to the
largest instability growth rate. R. Bosch
investigated the suppression of two—stream
hose instabilities at wavelengths shorter than
the transverse length of the beam [28].
Calculations showed stabilization of the
two—stream instability when the instability
wavelength becomes smaller than the
transverse  beam length. The same
suppression has been observed when a proton
beam propagates through a channel that
consists of electrons and positive ions.
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In recent years, quantum effects have been
proven to play an important rule in multi-
stream instabilities [32, 37]. Haas et al. [32]
derived a dispersion relation for the one and
two-stream instability by using nonlinear
Schrodinger-Poisson system to describe the
dynamics of the cold plasma. Anderson et al.
[33] considered a statistical multi-stream
description to prove that a Landau-like
damping  suppresses the  two-stream
instability. Ali et al. [34, 35] derived a
general dielectric constant for a magnetized
dusty plasma and finally Haijun et al. [36, 37]
used quantum hydrodynamic equations to
derive a general dispersion relation for one
and two-stream plasma.

The main objective of this work is to fill a
gap in the detailed investigation of the
general dispersion relation of the case of the
three—stream instability. Numerical
calculations presented in this paper for
streaming instability in a cold, collision-less
plasma account for two and three particle
species. In case of three species we have one
ion and two electron species. The ratio of the
electrons of the second species to the total
number of electrons is given by the ratio
number r. The first electron species drifts
with a velocity of v;, with respect to the ion

species, while the second electron species has
a drift velocity of v,, with respect to ions.

The magnitude of v,,is estimated such that

the plasma is quasi-neutral, i.e. the net current
is zero, which yields a second electron
species drifting opposite to the first one. In
section 2, model equations will be presented
and applied to the case of two streams. In
section 3, the nonlinear dispersion relation for
the case of three—stream systems will be
derived and solved numerically. In section 4,
results and conclusions are given.

Two — Stream Instability

A stream of energetic electrons passing
through cold plasma can excite ion waves
which will grow rapidly in magnitude at the
expense of the kinetic energy of the electrons.
In cold, uniform and un-magnetized plasmas,
where ions are stationary, electrons have a
constant drift velocity v in a reference frame
moving with the ion stream. In collision-less
non-magnetized plasmas in which the
electrostatic approximation is valid so that the

fluctuating fields are described by Poisson's
equation, the longitudinal dielectric function
(e(k,w)) for multi-species plasmas is given
by [10, 31, 32]

g(k,a))=1+Z;(j(k,a)), (1)

J

dv )

2 o
2 ko) = q; J- Jo; )

m;& =, (0~ kv)?

—00

where &, is the electric permittivity for
vacuum, y; is the electric susceptibility of

the j species of the plasma, @ and k are the
frequency and wave number of a specified
plasma mode, g; m; are the single particle
charge and mass, respectively and the
function f;;(v) is the equilibrium velocity

distribution function of the / plasma species.

Consider a static ion species, where ions
are taken as an immobile neutralizing
background of positive charges, and an
electron species that drifts with a relative
velocity of v, with respect to the ions. The
equilibrium distribution function for the cold
ions is given by

Joi (v) = ng;0(v), )

where n(; is the equilibrium ion density.
Equilibrium distribution function for the
electron species drifting with v, with respect
to ions is given by

fOe (V) = n065(v - ve) s (4)

where 7, is the equilibrium electron density.

The equilibrium distribution functions
considered here are obtained from the zero
temperature limit of the Maxwellian
distribution function that best describes the
individual plasma components with no in-
homogeneity or anisotropy in the distribution,
namely,

2
Moj VY
AQ) 2 )3/2V36 Pz
J J (5)
m
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Substituting for the distribution functions
from Egs. 3 and 4 and using Eq. 2, the plasma
dielectric function of Eq.1 becomes

} (6)

) l:Zme Imp 1
where ny, = Zn; is used, Z is the single ion

e e T )

charge state and w,, is the electron plasma

pe
frequency. Eq.6 is solved numerically for o
as a function of the wave number k for
e(k,w)=0 that yields the dispersion
properties of the plasma. The number of roots
of &(k,w) for given plasma is determined by
the choice of the equilibrium distribution
function as well as the number of species
considered. For a Maxwellian plasma,
&(k,w) has, in general, an infinite number of
roots. Most of such modes are acoustic—like
(w, /' k ~ const.), where , is the real part of
the frequency [10]. Usually, the instability
(the imaginary part of the frequency) of
different modes is of most interest.

In this section we obtain a numerical
solution for the fourth order dispersion
relation of the two stream instability in

25 I I I
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hydrogen plasma with an emphasis on the
unstable modes. All figures shown represent
the real and/or imaginary parts of the mode

frequency @ normalized to @, , versus the

wave number k normalized to @, /v,,

the electron drift
velocity with respect to ions.

where v, represents

e

Eq. 6 has four roots; the full solution for
this equation is shown in Fig. 1, where it is
obvious from the equation that ignoring the
electron drift would leave us with the two real

roots @ =ztw,,, which are the two roots

starting in Fig. 1 with +1 at kv, =0. This
can be verified analytically using Eq.6. Since

®,; 1s much smaller thanw ,, , the solutions

of Eq. 6 in the limit of vanishing ion plasma
frequency arew =tw,, +kv,. At k=0, both

solutions starts at +1 and -1. With increasing
k both are shifted upward. This confirms
qualitatively the numerical results.

15 -

05

q L | | |
0 0.2 0.4 0.6

0.8 1 1.2 14

FIG. 1. Real part of the four root solution of Eq.6. Solid line represents two unstable complex conjugate

roots. Other lines correspond to real roots.
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The presence of the electron drift results
in the deviation these two roots as shown in
the figure. Also, the presence of the electron
drift has given rise to a complex root and its
complex conjugate presented in Fig. 1 with
the solid line. These unstable roots appear
forkv, €(0,1.12), beyond which these

complex roots disappear and two new real
roots appear maintaining a four—root solution
for Eq. 6. The unstable root of Fig. 1 (solid
line) is plotted in more detail in Fig. 2
together with its imaginary part shown in
dashed line. The instability peaks at

kv, = w,, as expected, withy ~0.055w,,,

dropping after that to a cut—off wavelength,
atkv, =1.12@,, . Here, we can compare the

value of the growth rate atkv, = w,,, where

pe>
the instability is maximum, with that known

0.06

in literature; In ref. [31, 32], the maximum
value is given by

1/3
AN (o.s Me J &y =0.0650,,, (7)
@ e

p m;

while that in ref. [27] is given by

L{ﬂ&

o, 16 m;

1/3
] &y =0.0560,, (8
pe

From Fig. 2, the numerical value of the
maximum growth rate is about0.055@,,,

which agrees with that maximum value
shown in ref. [23] and shows an error of 17%
in the formulae obtained in ref. [38, 39]. A
similar mode was observed in ref. [10] for hot
plasmas.
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FIG. 2. Real (solid line) and imaginary (dashed line) parts of the frequency versus wave number of the

unstable mode for two stream instability.

Three—Stream Instability

In case of three—streams, we consider a
system of one ion species and two electron
species that drift, relative to ions, with two
different speeds given by v,, and v,, in

opposite directions. In this case the ion
distribution function is still given by Eq.3,
while the electron distribution function is
given by

)

Joe (V) =ng, {(1 o e )}

+ro(v+v,y,)

where r is the ratio of the number of electrons
drifting with speed v,, to the total number of
electrons. Substituting the values of the
distribution functions for the three species
from Egs. 3 and 9 in Egs. 1 and 2, the
dielectric function of the three—stream
plasma becomes,
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1-r
o° (0—kvy,)?

Zm, | m;

(10)

elk,w)=1- a);e
r

+ 2
(w+kv2€)

Note that Eq. 6 for the two—stream case
can be obtained from Eq. 10 simply by setting
the ratio number r to zero. Fore(k,w)=0,
Eq. 10 is solved numerically for @ as a
function of the wave number k& using
different values of ratio ». The speed v,, is

estimated relative to v;, such that the net

electric current is zero just to keep the quasi-
neutrality of the plasma [10].

The configuration of the electron drifts
shows two opposite Doppler shifts in the
mode frequencies, namely,w;, =@ tkv, ,.

To investigate the instability of the
three—stream system, we investigate the roots
of the sixth order dispersion relation. Four of
the six roots are those obtained in the
two—stream case, namely roots shown in Fig.

Bawa’aneh, et al.

1, and 2 new complex conjugate roots are,
also, obtained. Fig. 3 shows the real part of
the two additional complex conjugate roots
for the three » values 0.1, 0.2, 0.3, where in
the case of r=0 this mode vanishes.
Considering the » = 0.1 case (solid line), one
can see that two complex conjugate roots
appear in the kv, /w,, interval (0, 0.18),

then these two roots disappear and two new
real roots appear forkv,, >0.18w,,. The

corresponding imaginary parts for the modes
appearing in Fig. 3 are shown in Fig. 4, where
the solid line curve corresponds to the root
that is presented in solid line in Fig. 3. The
instability is about five times higher than that
shown in Fig. 2 for the other unstable mode,
and appears for values of & much lower
(higher wavelength) than those for the other
unstable mode. Increasing the r—value
enhances the instability and blue shifts the
maximum value.
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FIG. 3. Real part of the two new roots resulting from the solution of Eq.10. Unstable complex conjugate

roots split into two real roots beyond some kv, /@,

e

value. Roots from left to right correspond to

=0.1, 0.2, 0.3, respectively, where solid line corresponds to » = 0.1.
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L L
0 0.1 0.3

| |

0.4 05
FIG. 4. Imaginary part of the unstable complex roots shown in Fig. 3, where complex roots have a
cut—off at some kv, /@,

i
]
0.2

0.6
e

In the rest of this section we will again
consider hydrogen plasma and track the other

value. Peaks from left to right correspond to » =0.1, 0.2, 0.3, respectively.
modes of Eq. 10 shown in Fig. 1 and see the

o=+, atkv, =0, while the root that
starts with o~ -
effect of introducing the new electron stream

on this mode; the two real modes that start in
Fig. 1 with £1 values are shown in Figs. 5
and 6 for values of » =0, 0.1, 0.2, 0.3, where
the solid line represents the case » = 0, i.e. the

pe at kv, =0 changes

from convergence to zero for higher kv,

values in case of »=0 to divergence as r
increases. This shift down in the curves of

Figs. 5 and 6 as r increases may be explained
two—stream system. As can be seen, nothing
much happens to the root starting with

as a result of larger negative v,, leading to
this down shift.
2 I I

I
0.2

| |
0.4 06 0.8
FIG. 5. Stable mode appearing in Fig. 1 for two—stream case (solid line with r

three—stream case with r—values given by 0, 0.1, 0.2, 0.3, respectively.

(=]

]
=0), but here for
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-F | |
0 02 04 0.6

0.8 1 1.2 14

FIG. 6. Stable mode appearing in Fig. 1 for two—stream case (solid line with » = 0), but here for
three—stream case with »—values given by 0, 0.1, 0.2, 0.3, respectively.

Fig. 7 shows the two complex conjugate

roots that disappear at aroundkv,, » @,

beyond which two new real roots appear
instead (recall Fig. 1). The solid line
represents the » =0case, i.e. the two—stream
case, while the other curves represent the
cases of » = 0.1, 0.2, 0.3, respectively. The

0.4 I I I

instabilities of these roots are shown in Fig. §,
where, as in Fig. 7, the solid line corresponds
to »=0. Other curves correspond to » = 0.1,
0.2, 0.3, respectively. Different values of r
don't affect the peak value of the growth rate
but this peak does red shift as r increases.

0.3

02

01

0 | | |

0 0.2 04 0.6

0.8 1 12 14

FIG. 7. Two roots appearing in Fig. 1 for two—stream case (solid line with » = 0), but here for the
three—stream case with r—values given by 0, 0.1, 0.2, 0.3, respectively. Two unstable, complex

conjugate roots split into two real roots beyond some kv|, /@,
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FIG. 8.. Imaginary part of the complex conjugate root of Fig. 7, where solid line represents the
two—stream case, i.e. 7 = 0 and the rest of curves represent the » = 0.1, 0.2, 0.3 values, respectively.

For diagnostic purposes one can have a
look at the “red—shift” of the peak of

instability for the two unstable modes (4y,,)

versus the r—value, where Ay, is the
difference in position of the peak value for

some r—value and the position of the peak
value for »=0. Fig. 9 shows the result,
where the solid line represents the red shift

for the high instability mode. The relationship
is not linear. For the first unstable mode
appearing in both two and three stream cases,
the red shift tends to a plateau as the r—value
increases. For the highly unstable mode,
appearing only in » # 0, the red shift

decreases as the r—value increases.
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I
01

0.2

0.z
FIG. 9. Shift in position of maximum growth rate Ay,, versus r—value. Solid line represents unstable

root appearing in two and three stream case. Dotted line represents the other, highly unstable mode
appearing in the three—stream case, i.e. r # 0.
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Conclusions

This paper summarizes our investigation
on streaming plasma systems, namely e—i
two—stream system and e—e—i three—stream
system, where numerical solutions for the
dispersion relations of the instabilities is
considered. Fore(k,w)=0, Egs. 6 and 10

represent the dispersion relations for the two
cases, respectively. In this work the two
dispersion relations are solved numerically,
where the unstable modes are looked at in
detail.

For the two-stream case, two complex
conjugate roots corresponding to unstable
modes were found. The peak value of the
growth rate for this mode obtained from the

numerical solution appears at kv, = ®,, as

expected from Eq.6. It is compared with those
approximate values reported in literature,
namely Eqgs. 7 and 8. The numerical estimates
of Fig. 2 show a maximum growth rate
ofy =0.055®,,, coinciding with that

maximum of ref. [23] and showing an error of
about 17% in the estimates of refs. [38, 39].
This is a good test for the validity of different
approximate formulas widely used in
literature.

Introducing a third species of electrons,
drifting opposite to the first electron species,
the ratio r, that represents the percentage of
electrons in the second species with respect to
the total number of electrons, is found to
modify the instability and to give rise to a
much more unstable new mode. The drift
velocity of the second electron stream with
respect to that of the first stream has been
estimated such that the net current is zero, i.e.

Bawa’aneh, et al.

the relative velocity of the second electron
species depends on the percentage number r.

The four modes, observed in the
two—stream case, continue to appear in the
three—stream case. For the unstable mode,
seen in Fig. 2 of the two—stream case, the
instability red shifts the peak slightly as the
r—value increases, while its maximum doesn't
change significantly. The most important
result here is the appearance of a new
unstable mode with a maximum growth rate
of about five times that for the first unstable
mode. This instability appears at much lower
wavelengths compared to the unstable mode
appearing in the two—stream case.

The appearance of this mode can be
understood by comparing its frequency
appearing in Fig. 3 with that of the other
unstable mode shown in the solid line of Fig.
2 and in Fig. 7, where figures show a
frequency of this mode close to the plasma
frequency in the ion frame of reference. Such
a high frequency/high phase speed wave can't
interact easily with the heavy ions. In this
case, neglecting the first term on the right
hand side of Eq. 10, that represents ion
contribution, leaves the system closely
similar to a two—electron species system that
gives a high frequency mode, like this one
obtained in this work, with a maximum
instability superior to that of the other mode
appearing in the two stream and three—stream
regime. The instability of such a two, counter
streaming, electron gas can be referred to as
the electron bi—stream instability.
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The Effect of the Emission Angle of the Light on Its Bending

Abstract: The aim of this work is to demonstrate the effect of light emission angle from
some point in a strong gravitational field of its bending angle. For this purpose, the light
bending from a point of high gravitational field to a weaker one is studied. The general
relativistic equation of motion of a photon emitted from a point on a spherical static
neutron star is solved to find the four velocity components, from these components, both
emission angle and escape angle were found. A relation between those two angles is found,
from this relation, it is deduced that light emitted in the radial direction suffers no bending
while that emitted at right angle is reflected back. A relation relating the photon path and
emission angle is also deduced.

Keywords: Light emission angle; Gravitational field; Light bending angle; General

relativity; Escape angle.
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