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Amending the LCAO Basis Set in the Hartree-Fock-Roothaan
Approximation to First-Order Perturbation Theory

B. Anak®, T. Benlecheb®, Y. Djebli’, Y. Belhocine® and M. Bencharif®

AFaculté des Sciences Exactes, Département de Chimie, Université Mentouri Constantine,
Algeria.

Faculté des Sciences, Département de Chimie, Université A. Laghrour, Khenchela,
Algeria.

Received on: 13/11/2011;  Accepted on: 9/5/2012

Abstract: We have formulated the first-order Hartree—Fock equations for multielectron
systems exposed to an external perturbation in the LCAO (Linear Combination of Atomic
Orbital) approximation. The perturbation theory corrections to these equations have been
found in the form of expansions in unperturbed equations and terms which depend
explicitly on this perturbation. The ideas leading to this amendment are implicit in previous
studies, but the significance of its existence has not yet been sufficiently emphasized and its
simple explicit form has not been presented. With the proposed approach, one may obtain
the first-order correction perturbation energy in the presence of any perturbation, knowing
merely the overlap. This may further facilitate linear scaling computation of the energy

correction.

Keywords: Hartree-Fock; LCAO; Perturbation; Energy correction.

Introduction

For multielectronic systems, the calculation
used is the algebraic form of Hartree-Fock (HF)
method like Hartree-Fock-Roothaan (HFR) [1,
2]. In this formalism, the minimum energy of the
system is a function of the orbital coefficients
and nonlinear parameters of the basis functions.
The physical properties of a system under
external field are described with the aid of
polarizabilities,  susceptibilities and  other
parameters based on the framework of quantum
mechanics expressed in terms of perturbation
theory which represents a very complex problem
in computational and formalism aspect [3]. The
equations of Hartree-Fock perturbation theory
lead to the equations of McWeeny formulae with
all orders, obtained in terms of the unperturbed
Hamiltonian and density matrix. It is also shown
that the perturbation may be obtained directly,
without separating the orders, and that the
approach is related to earlier steepest-descent
methods [4]. The coupled-perturbation theory [5]

leads to good accuracy [6—10]. However, there is
a dispersion in the values of -calculated
polarizability [7]. In [6, 11], the optimum basis
set of atomic orbitals to calculate polarizabilities
can be found by minimization methods of the
first and second orders. In the magnetic case of
perturbation, all spectral states are needed in
Vanvleck formulation which leads to calculation
limit and invariant problems [12, 14].

It has been seen that orders are not explicit or
separated from all variants of the perturbation
method derived from McWeeny formulae [13].
In the present work, we wuse the London
unperturbed base with Gauge factor bypass
invariant problem [14] to achieve the separated
order perturbation method. It is an original way
to formulate the theory of first-order perturbation
taking account of the effect of perturbation on
the basis set. From the formalism developed by
MacWeeny, we show explicitly the action of a
perturbation on the different quantities that are

Corresponding Author: M. Bencharif

Email: m_bencharif@umc.edu.dz
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associated with it. The special feature of the
writing in our equations lies in the fact to recover
the unperturbed state just in quashing the terms
relating to the perturbation. To illustrate this, we
have attached an annex with the case ofa
magnetic perturbation in which the basis set is
represented by the perturbed GIAO introduced
by London [14].

Hartree—Fock-Roothaan equations

The Hartree-Fock-Roothaan [1-3] method is
constructed on the MO (Molecular Orbital)
theory [4, 5] and the LCAO (Linear
Combination of Atomic Orbital) approach,

where the OM {‘P,} are simply expressed in

terms of a basis set of atomic orbitals {¢,} as
follows:

%= 4 1)
r=1

where n represents the dimensional basis used
and the set {C;.} the OM {¥;} coefficients of
development.

The pseudo-secular equations of the method
are expressed as:

FC, =¢SC;; 2

where F represent the Fock operator and can be
expressed by the relation F =4 + G, in which &
and G are respectively the core operator and the
bioelectronic repulsion operator; {e;} is a set of
the OM energies and S signifies the overlap
matrix whose elements are written as follows:

S, =(#']4,). 3)

The coefficient vectors of the molecular
orbital are pseudo-normalized, so:

C'SC, =6, )

In this notation, the exposing label + means
the adjunction operation and J;; represents the
Kronecker symbol.

In general, we note Z; = X; ZX; any scalar
product, where X; and X; are vector-columns and
Z represents a matrix.

For example, in eq. (4), Sj; is defined as:

S, =C;SC,.
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Finally, the system to be resolved is
expressed as follows:

(F-e.5)C =0; (5.a)

C'SC,=5,. (5.b)

The energy orbital e; is obtained by using eq.
2).

Multiplying at left by C;" yields
Ci+FCi = eiCi+SCi.

Based on the normalization condition, we
have:

e,=C/FC,; (6.2)

e, =F

i *

(6.b)

The total electronic energy can be expressed
by:

M
E=) C/HC,.
i=1

With H=h + Fand F = h + G, we obtain
H=2h+G.

M indicates the label of the HOMO (Highest
Occupied Molecular Orbital).

We can rewrite:

M M
E=)2C'hC,+>.C/GC,.

i=1 i=1

Taking:
M

E, =Y 2C/hC, (7.2)
i=1
M

E, =) C/GC,, (7.b)
i=1

we obtain

E=E +E,. (7

Note that C;'hC; corresponds to a scalar
product which can be developed meaning the
property:

Xi+ZYi = Zn:Zn:XirerYis :

r=1 s=1
So:
M
E=) (2h,+G,). (8)

1
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By using LCAO basis {¢} and development
(1), the expression of £ is obtained as follows:

E= ZZZMW 1 Cis +§:ZHZZH:C;G”C,.S

i=l r=l s=1 i=l r=1 s=1

or:

=

n

E= h, (22 " j

r=1 s=1

333 Sacic, |

r=1s

P

\®)

Deﬁning the matrix density by:

P, = N 20 C (9)

ir s 2
i=1

(h +— Fj
with:

F:"S = hI"S + GI"S

n n

er = Z Z Ru ‘grxtu

t=1 u=l1

we can write:

n n

E=22F

r=1 s=1

(10)

1
A }/rutx *

grxtu - }/I"S[M - 2

The matrix elements Fj, A, and Yy are
respectively the Fock integrals, the Hamiltonian
core integrals and the bi-electronic repulsion
integrals, defined by:

). (1)
%,(1))

(5 000] e 2102

rs

F,=(g ()]F(1

b, =(g; (1)]r(1)

rs

e

Up

Effects of perturbation

Our theoretical approach is applied to any
physical phenomenon where a perturbation
modifies the basis set in the framework of HFR
method, allowing the calculation of the
parameters related to the presence of an external
electric or magnetic field.

In principle, all equations stay formally
unchanged, but they will be evaluated by passing
the new perturbated basis {y,}.

The introduction of an external field induces
a perturbation that affects all sizes (F, C, e, E, H,
S) and can develop into a series of perturbation
in the following way:

:ZFP C, =2Cip e =Zeip

p=0 p=0 p=0
E=YE’' H=)H" §=)8§"
p=0 p=0 p=0

The exposing notation signifies the different
orders of development, where p = 0, 1, 2...
represent respectively the unperturbated state,
the first perturbation order, the second
perturbation order, and so on.

The decomposition in perturbation series of
relations (5.a) and (5.b) gives:

DDFICI= Y > elsiCl =05 (11.a)
p=0 g0 p20 g=0 =0

ZOZ(;ZO:C{’ST; =5, . (11.b)
p20 g=20 =

Orders’ separation

For the physical meaning, the sizes in the
equation must be in the same order, and hence an
order separation is required. The calculation
technique of the separation process is
summarized as follows:

We call m = p + ¢ the perturbation order with
m > 0;then g =m-p whereg>0,som—p >0
and p < m; since p > 0, finally 0 < p < m. Then,
we simply replace the couple of variables (p, q)
by (p, m). So, the double summation can be
expressed by:

S S Frct =SS Frer

p=0 g20 m20 p=0

In the same manner m = p + ¢ + t; then
t=m-(p+gq)witht>0,som-({p +¢q) >0or
q <m - p;since g > 0, finally 0 <g <m-p. As
before, we replace the variables (p, ¢, ¢) by (p, g,
m). So, the triple summation is expressed as:

Zzzepsqct ZZ ZequCm (r+q)
p20g=>0 120 m=0 p=0 g=0
The pseudo-secular eqgs. (11.a) are written as:

Z{ZFPCM P imzljepsqcm (p+q)} 0
(12.a)

m20 | p=0 p=0 g=0
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So, it is clear that the perturbed HF equation
in the order m is given by:

m_m-—p

ZFPC’" PN N ersic P =0, (12.b)
p=0 p=0 ¢g=0

The same way applied to pseudo-
orthonormality condition (11.b) leads to:
SN crsicr 25 (15a)
m=0 p=0 ¢g=0

By extracting the term of zero order (m = 0),
we can write:

m m-—p
0GQ00 m—(p+q) _
Cc/'scl+y. Y > clrsicrtrd =5,
m=1 p=0 g=0
Based on the orthonormality condition (eq.4),

we obtain:
Zm: Al +quC{n—(p+Q) =0
; .
1 =0 g=0
Separating the orders, we have:

S S s 2.

p=0 ¢=0

(13.b)

Note that in the case of zero order (m = 0),
we find the solutions corresponding to the
absence of any perturbation:

F°C =¢)S°C};
+0 o0 0
c's'cl=s5,.

With respect to first-order perturbation
(m = 1), egs. (12.b) and (13.b) take the following
form:

F'C} +F°C, -

(e,.;s"c,.“ +le;’slc;’ +e)5°C})=0 (14
C/'S°Cl+C°S'CY +C°S°C} = 0. (14.b)
First-order correction to energy

orbital eil

Multiplying the left expression of eq. (14.a)
by C;* gives the form:

+0 1 ,~0 +0 170 1
COF'CO+CPF°C! -
(ell Cl.+0SOC’.O + e:)cf—%—()slcf()
=0.

+ eio Ci+0 So Cil )
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Taking into account the conditions

COS°CY =1, CF°=¢’C°S° and with
Ci+0F]Ci0:Fii]; Ci+0S]Ci0:Sii], we obtain:

1 + e:)Ci-%—() S()Cil _
(e} +elS, +6°C°5°C) =0

from which, we can write the e,’ expression
1 _ ol 0 ¢l
'1 = F —-é€ S } (15)

— C+()F C() _ ()C+()S C()

Principles of calculating S;;’

In this method, the perturbation changes the
basis set; then it is possible to develop S in a
series of perturbation with:

S=>.8".

p=0

In addition, we can develop S near a given
value of perturbation, following a series of Mac-
Laurin. By identifying these two developments,

one can express the analytical forms of S” with p
> 1.

Calculation of F;;’
Its expression is given by:
F'=h'+G'(P")
n n . (16)

Fy=h+ 3" > (Pigh +Pogh)

t=1 u=1

The elements of the density matrix are
expressed as:

pl = ZM: 2(c;len+clc). 17
i=1

Then, the correction of the density matrix in
first order requires C;’ calculation. The technique
consists of developing C/ on a basis of
eigenvectors of zero order {Cjo}:

3 n . 0

=>a.C!. (18)
j=1

All {Cjo} are known as the corresponding

eigenvectors of the unperturbed system and the
knowledge of all {a,jl} determines fully C;.
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Determination of coefficients {a,-,-’ }

Substituting (18) in (14.a) gives the form:

C() F() z a C()

/]

i

[ S()CO +eOS C() +e()s()za C()j .

=0.

Multiplying the left expression by C;™
with linearity and hermitic properties of F’ and
S’ we obtain:

0
k:*Z a; 15 -
1 0ol 0 .1
[€i5k,-+€,-5 +Ze a5 j

Taking into account the following relations:
0,0 _ 0a0,~0
F'C;=e5C;
+0 G0 ~0
G 5°C —5l.j
1 01,0
Fy=CFC,
1 +0 ol 0
S =CSC
we can write:
(Fkli _eio Iii)—i_ailk(el(c) _eio)_eilgki =0.

We have two options for consideration by the
indices i and k.

When i #k (6,;, =0), then:
1 0gl
B -elSy
ik — 0 0
e —e,
1 1 0
C = Zaikcz
i=1,i#k

If i=k (6,,=1), we obtain the previous
expression (15).

Applying the relation between {aikl} with the
decomposition of orthonormality condition
(14.b) in the first order of full basis set, we
obtain:

a,jl +a}i =—S; i#j; (19.a)
a;'+a; =-S, i=j. (19.b)

Determination of the matrix P’

First-order (m = I) correction of the density
matrix P is expressed by:

M
B =3 2ccl+crc)).

i=1

The components 7 and s of the vector C; ! are

. 1 _ O 10 1 .

given by C, = ZaUCﬂ and C, Za P

Jj=1
express1on.

1 ~*0~0
+aicrct).

in P, we obtain a new

M n
_ 1 %0 ~0
I (i eplen
i=1 j=1

The relationship (19.a) allows to write

1 1 1 .
a; =—(a..+S..) and the expression above
Ly Jt y
becomes:
0 0 1 «0 0
M —atcc? —slcc!
1 Ji jr is ij Jjr is
Pi=2 272 [,
#
i=1 j=1 +aijCir ij

Finally, after some transformations, the
correction to the first order of the matrix density
P is given by the following form:

+

JuJ

M M T
—{ch;“s;icj’ +>°2(C)’s;Cl +C 1S,
i~ i ]
Z Z o) ' IOS; Cmco Fll_elOSjll Cmco
i=l j=M+1 el ¢; 6‘[. —ej

{fzc*”cﬂs; +f“2(syc;fc§ +8,CCh) |+
i= i(j

i=l j=M+1 ¢; ei _ej

e st F' —e's! ]
Z Z 2|: i~ C;?Cl? Ji ez Ji CxOCO
6‘
(20)

The relations in expression (20) show that the
elements of P’ are expressed in terms of those of
F' which depend themselves on P’ according to
relations (16).

The resolution process is to initialize the
matrix density to the first order with P’ = 0
which allows us to calculate in the first round
F'=h'. P"is determined by the expression (20)
which is then used to calculate G'(P') then F'.
The iterative process is thus repeated until the
system is in coherence.
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with:
Expression of F’ E'=E +E,. (23)
: I _ 0 0 _ ! 1 .
Wltllll F:i’ = CGF'Cl and F' = h' + G, then: In developing C;"’h’C,' + C;"'h’C/ and taking
- Z Z c? ( W+ G )CQ ) into account that 4" is hermetic, we have:
r=tost CORC! + CHROCY =
Developing G, = Z:‘Z;Pm .g,,, interms of e (C,.+()S()C,1 n C,«HSOC,«O)
t=1 u=
the first order yields: _ (Ci+OGOCi1 n Ci+1G0Ci0)
GrlY = ZZPO gnm + ZZ & - 21 After the relationship of ortho-normalization
=1 u=l =1 u=l at first order, we can write by replacing in
Defining: expression (23.a):
M
—_ n 1 1 0¢l
; ( ) ;; R 1;11 (23.¢)
_ 0 ->2(c6 ¢l +c'G cy)
G, (Pl) =33 Pl 21.b) P
= _ Replacing expressions (23.c) and (23.b) in
eq. (21) becomes: G- =G (P’,g")+G.(P"). (23), we obtain:
M
Then = Z 2(hi1i - eiOSili)
1 i=1
F;j = M
. _ . -Y.(¢r6ci+cri6 et @
> yclcy|n +GL(P.g')+GL(P)] =
r=1 s=1 M n n
+ C’G
So, we can write: ; ,Z:‘ Z‘ G
Fj =1 +G (P".g')+G (P')|C) . Taking:
Taking into  account the  relations X= z z z C 0 Grv C 2 (25)
C'n'C) =h, C°G'C} =G, and =t
i ij > i J ij
C,-+O & C;) _ Gilj . we can write: and knowing the relation:
_ C w1 C 0
F'=h +G.+G' . 22 TR o
ij ij ij ij ( ) Z ) Cjug,w ’
. . 1 j=t 1=l u=l £0
Expression of the electronic energy E +C; °cY jug,w
The expressions of E,' and E,’ derived from L . )
(7.a) and (7.b) are as follows: and replacing in (25), we will have:
w C*IC g()
uOrstu
=" 2(h)+C'H°CY +C°h°C)): (23.0) " !
i=1

Xziizzzzzc*oco +C*0C 1grw

i=l j=1 r=1 s=1 tr=1 u=1 0.0 1
E! :i(cﬂ)GoC} +C+1GOCO) +C, Ci8ru
2 P i i i i (26)
e
S e 0 is relationship is divided into three terms:
+ZZZC GrTCIY

i X1, X2 and X3.
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X, ZZ 2C°C0CIC 80 (26.2)
i,j rstu

X, Zch*”c}jc;?cju 0 (26.b)
i,j rstu

X, Zch*“c,‘:c;“cj; L (26.¢)

i,j rstu

In performing a permutation of indices
according to r <> ¢, s <> u, i <> j and knowing the
property of indiscernible electrons (g’ = s’
and through the definitions presented, we obtain:

M

X, =>.¢/'G°C! ; (27.a)
i=1
M

X,=>.CG’C!; (27.b)
i=1
M —

X,=>C’G'C). (27.c)

i=1
The relationship (26) becomes:
M -
X = Z(c;@”c? +CGC! + c;"Glc?).
i=1
Replacing this expression in (24), we obtain:

E'= f[z(h}, ~elS))+ Gy |

i=1

(28.a)

And in view of a matrix sense:

M J—
E'=>"2C" (hl —e's' +%G1 j C’ . (28b)

Expression of energy of first order on
a basis LCAO

The expression (28.b) of energy E' can be
rewritten as:

M
=>2C°h'C)
i=1

M JR—
+>.CG'CY

i=1

M
- Y 2¢)Cs'C!
i=1
The term Ci+0h]Ci0 is a scalar product which
develops according to:

C/°h'C’ = ZZC*Oh Cy.

r=1 s=l1

Then, applying this development to all of the
terms, we have:

n n

E' ZZhry(ch*OCOJ
1 c ~1 S 0 ~0
N er (Z 2Cir Cix}
2 r s=1 i=1
M
33 Sacree |

Introducing:

n

1

0’ ch*“c“ 0 (29)

IYI

and knowing that P. = Z2C C) , we obtain

i=1

finally:

n n

El

Il
.
l
i

P H3GL )08 |
(30)

Conclusion

In this work, we developed a new formalism
of the McWeeny perturbation theory for
expressing the first-order energy correction
under external perturbation in the LCAO
scheme.

The dependence of the LCAO basis on an
external perturbation was taken into account and

treated as a perturbation amending the basis set
LCAO.

We have established the expressions of the
first-order perturbed energies, and our results
show that McWeeny approach is a particular
case of our global formalism.

Annex: Particularities related to an applied
external magnetic field

In the presence of an external perturbation
represented by a magnetic field , the basis set is
built on an ensemble of GIAO (Gauge Invariant
Atomic Orbital), proposed by London [14], and
expressed as follows:

Zk(K)(_.K ’E): ¢k(1<)(ﬁl< )'nk(K)(ﬁK ,E) ;
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where )(k(K)(ﬁK,B) and ¢k(1<)(/51<) represent
respectively the atomic orbital in presence and in
absence of perturbation, centered on the K

nucleus, and 7, K)(,B K,B) the term introduced
by London defined as:

-~ 3 e -
nk(K)(pK,B)z exp{—%.AK.r} ,

where 7 represents the position vector of the

electron compared with an origin, p, =7 — R,
is its position vector compared with the K

- 1= =
nucleus and A4, :EBARK signifies the potential-

vector on this nucleus, centered on R, .

Anak et al.

On the other hand, for a weak perturbation,
one knows that the energy can be developed in
Mac-Laurin-Taylor’s series, according to:

E=E'+E+E+ ..

where E’, E', E’..represent respectively the
unperturbed energy and the first, second, ... etc
perturbed energies.

The size of the first perturbation corresponds
to the components of magnetic dipolar moment
and is defined as follows:

i
! OB, ), _,

u

The label u means one of the three
orientations of space x, y or z.
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Abstract: The effective capacitance between two arbitrary lattice points in a finite or
infinite network of identical capacitors is investigated for a perturbed lattice, by
substituting a single capacitor, using lattice Green's function. The relation between the
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Introduction

The central problem in electric circuit theory
is calculating the resistance between two
arbitrary nodes in an infinite square lattice of
identical resistors [1, 2]. Over many years,
numerous authors have studied this problem and
its extension to several infinite lattice structures
such as d-dimensional hypercubic, rectangular,
triangular and honeycomb lattices of resistors [3,
4, 5].

Recently, Cserti demonstrated how the
Green's function method can be applied to find
the resistance of an infinite resistor network [5].
Excellent introductions to Green’s functions can
be found in [6-8]. A great deal of research has
been conducted on lattice Green's function over
the last fifty years or so and other introductions
do exist, see for example [9], and for more works
on this topic, see references in [5]. The Green's
function method can be a very efficient way to
study the resistance in a perturbed lattice in
which one of the bonds is missing in the lattice
[10]. The theory of perturbed lattices developed
in [10] can be extended to other perturbations
such as replacing one resistor with another one
[11] or introducing an extra resistor in the
perfect lattice [12].

The problem of a capacitor network is equally
interesting in circuit theory. The behavior of the
impedance of a standard ladder network of
capacitors and inductors is studied in [13]. Wu
has developed a theory to compute two-point
resistances for a finite network of resistors [14],
[15] for impedance networks. Recently, the two-
point capacitance is evaluated in an infinite
perfect network of identical capacitances using
Green's function method [16].

In references [17, 18], this method is also
used for calculating the capacitance of an infinite
network when it is perturbed by removing one
bond and by removing two bonds from the
perfect lattice. These problems have been studied
only for infinite networks. More recently, the
impedance of infinite perfect and perturbed
lattice networks is investigated using the Green’s
function method [19].

In the present work, the lattice Green’s
function approach [17] is used to compute the
capacitance of a perturbed lattice which can be
either finite or infinite that is obtained by
replacing one capacitor in the perfect lattice by
another.  The  capacitance  across the

Corresponding Author: M.Q. Owaidat

Email: Owaidat@ahu.edu.jo
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substitutional  capacitor equals the parallel
combination of the capacitance between the two
ends of the missing bond and the substitutional
capacitor.

The paper is arranged as follows. In the next
section, a review for the perfect lattice is given
for completeness [5, 10, 16]. Then, the perturbed
lattice is considered. Numerical results for
perturbed square lattice and discussion are then
presented. The paper is ended with a brief
conclusion.

Lattice Green's function and

capacitance for perfect lattice

Consider an infinite d- dimensional lattice of
identical capacitances C. Let X¢,X5,...,Xgbe a
set of orthogonal unit vectors, so that X;,X; =
6(i,j). If the primitive lattice vectors are
a; = a;X;, then all points in the lattice are given
by the lattice vectors 1, = %%, n; a;, where
n, is an integer (positive or negative or even
zero). We wish to find the capacitance between
two arbitrary lattice points of an infinite perfect
lattice. We denote the charge that can enter at
site r, by Q(1,) from a source outside the lattice
and the potential at site 1, will be denoted
byV(r,). Using Kirchhoff’s law and the
electrical charge/potential relationship for a
capacitor, the charge at node 1, is given by:

Qry) =CXL.(2v(ry) —V(r, +a) —
Vrn—ai .

()

Using Dirac vector space notation, let [n)
denote the lattice basis vector associated with the
lattice point 1, ; then:

V(ry) = (nlV) and Q(ry ) = (nlQ) . )

It is assumed that [r) forms a complete
orthonormal set, 1ie., (llm)=6(,m) and
Yl (1] = 1. In the lattice basis, the vectors |V)
and |Q) are:

[V) = XaV(rn)In) and |Q) = X,Q(ryn)In). (3)

Eq. (1) can be written as the Poisson-like
equation:

LolV) = —=1Q); )

where Ly is the so-called lattice Laplacian
operator:
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L,=

> $|m)

m,ni=1

(—25(rm,rn)—5(rm +a,,r,)-0(r, —a,,r ))

i i°"n
(|

©)

Here, one needs to solve Eq. (4) for |[V) for a
given charge configuration |Q) formally as:

V) = 2GolQ); (©)

where G is the perfect lattice Green's function
defined by:

LOGO = _1 (7)

To calculate the capacitance between the sites
1] and ry,,, we assume that the charge Q enters at
site 7; and - Q exits at site 1, and that the
charge is zero at all other sites. Hence, the
charge at lattice point 1, can be written as:

Q(ry) = Q(8(Ln) — 8(m,n)), forall . (8)

Using Egs. (7) and (8), the electric potential
at any point ry, is given by:

V(i) = £ Zn Go(rio ) Q(ry)

= %(Go(rk, rl) - GO(rk! rm)) .

©)

The effective capacitance between sites 71,
and 1, in the perfect lattice, the quantity we
wish to compute, is by definition the ratio:

_ 0
) ) v )

C N
- 2(G0 (r,1,)-G,(r,r, ))

where the symmetry properties of the Green's

(10)

function G, have been used.

Lattice Green's function and

capacitance for perturbed lattice

In this section, we consider the perturbed
capacitor network. As the perfect lattice, the
combination of  Kirchhoff’'s law  and
charge/potential relationship for a capacitor
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again results in a Poisson-like equation involving
a lattice Laplacian operator. This operator is a
sum of a lattice Laplacian L, associated with the
perfect lattice and an operator L' corresponding
to the perturbation arising from a substitutional
capacitor. A relation between the capacitance
and Green’s function for the perturbed lattice is
given in the following part of this section.
Green’s function satisfies the so-called Dyson
equation, which can be solved exactly for the
perturbed Green’s function in terms of the
perfect Green’s function. Finally, an explicit
formula can be derived for the capacitance of the
perturbed lattice in terms of the capacitance of
the perfect lattice.

The charge contribution 8§Q(r;) at lattice
point r;due to the bond (1, 14,,) in the perfect
lattice is given by:
s0(ry) _

c

(6(ri,r,0) —8(ry, rmo)) (V(r,o) -

V rmo0. (11)

As mentioned in section 1, if we replace the
bond (ry, 1) with a substitutional capacitor
C', the equivalent capacitance between
Ty, and 1, in the perturbed lattice will be equal
to the parallel combination of the capacitance
between the missing bond (7, Ty,) and the
substitutional capacitor. Thus, the charge
contribution §Q'(r;) at lattice point r; due the
substitutional capacitor C' in the perturbed lattice
is given by:

5Q'(ry) _C_'5Q(7'i)
c C C

= %1(6(7'1', 11,) = 8(rs Tmo)) i

(V(riy) =V (rmy))-

(12)
The net contribution of the charge at site r; is:
AQ(ry) . 5Q'(r;) _ §Q(ry)
c  C c

= (C,C;C) (5(7'i.7'10) = 8(rs rmo))

* (V(rlo) -V (rmo)) :

(13)

Using Dirac notation in the above equation,
we get:

AQ(ry) = (ILV); (14)

where the operator L' is the perturbation arising
from the substitutional capacitor:

L' = ala)al, (15)
with
a = (CC;C) and |a) =|1ly) — Img) . (16)

Now, the charge Q(r;) in the perturbed
lattice at site r; is given by:

(ri) AQ(ry)
L = (L) +222,

(17)
Substituting Eq. (14) into Eq. (17), one can
write Kirchhoff's law for perturbed lattice as:

LIV) = —210Q) ; (18)

where L is the lattice Laplacian operator for the

perturbed lattice:
L=Ly—L". (19)

Similar to the perfect lattice, the perturbed
Green's function G is defined as:

LG =-1. (20)
Using Eq. (19) in (20), we obtain Dyson's
equation [8]:
G = GO - GoL'GO + GoL'GoL'GO -
GoL'GoyL'GyL'Gy +... 21
Substituting Eq. (15) into (21) and

performing the summation exactly, one obtains:

G = GO - aG0|C{)

Yn=o(—alalGola)™ (x| G,

__aGola){alGg

1+a{a|Gyla) * (22)

=y

After inserting (16) into (22), the matrix
elements of G can be written in terms of the
matrix elements of G:

G(l,m) = Gy(l,m) +

(Go(Llp)—=Go(l,mg))(Go(m,lg)—Go(m ,mp)
Cl—ic—z(aolo'lo)—ao (lo,mo))

(23)

Note that the denominator in the above
equation is never equal to zero and is always
positive.
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In order to calculate the capacitance for the
perturbed lattice, one can follow the same steps
for the perfect lattice. However, the capacitance
between sites r; and 1, in the perturbed lattice

1S:
g
Cm) = ey =V

Cc
" (GQD + Gm,m) —26(,m)) |
(24)

Substituting (23) into (24) and using (10), we
obtain  (after some  simple  algebraic
manipulations) the perturbed capacitance
between sites ; and 1, in terms of the perfect

capacitance C;:

1 N 1 3 1 3 1 ’
C, (l,lo) C, (m,mo) C, (l,mo) C, (m,l)
1 1
4(c-c’ C, (lo,mo)]
(25)

This is the final result for the capacitance
between two arbitrary sites of the perturbed
lattice (finite or infinite) in which the capacitor
between the sites 1y, and 1y, in the perfect

lattice is replaced by capacitor C'.

As a special case, letting C' go to zero, the
problem reduces to broken bond case [16], so we
have:

1 1

C(lm) Cy(Lm) "

( SR DR SR ]2
Co(l,lo) Co(m,mo) Co(l,mo) Co(m,l)

{ecim

One can show from Eq. (25) that when
C'=C, the problem reduces to the perfect
lattice (i.e., C(I,m) = Cy(l,m)). It is easy to find
the capacitance across the substitutional

(26)
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capacitor in the perturbed lattice. Using Eq. (25),
the capacitance between sites 1y, and r, is:

Csup(lo,mg) = Co(lg,mp) — C + c’ (27)

From Eq. (26), the capacitance between the
ends of the missing bond is:

Coroken (lo,mo) = Co(lg,mp) —C . (28)
Thus,
Csup(lo,mMo) = Cproken (lo,mp) + c’ (29

as mentioned previously.

Finally, one can note that the perfect lattice
Laplacian given in Eq. (6) was not used in the
derivation of Eq.(25). Therefore, the expression
in Eq. (25) is valid for any lattice structure, finite
or infinite, in which each cell has only one lattice
point such as simple cubic and triangular lattices.

Numerical results and discussion

Below we present some numerical results for
infinite and finite perturbed square lattices. In
the case of an infinite square lattice, we used the
known results [16] for the unperturbed infinite
lattice for calculating the effective capacitance
between sites r; = (0,0) and 1, = (my, my) in
the infinite perturbed square lattice using Eq.
(25). As an example, we show the results when
the capacitor between the nodes
(0,0) and 1,,, = (1,0) is replaced by the
substitutional capacitor C' = 4C. In another
example, we consider C'= C/4 is substituted
between the origin and the node (1,0). Fig. 1
shows the capacitance between the origin and a
point on thex-axis with and without
substitutional capacitor. One can see that the
perturbed capacitance is always larger than the
perfect capacitance if C'> C and smaller than
that if C' < C. This is obvious from the second
teem in Eq. (25). The capacitance is not
symmetric as m, — —m, because translational
symmetry is broken in the perturbed lattice.

T'[O =

In the case of a finite square lattice, one can
obtain the effective capacitance between the
origin (center of lattice) and the node
(my,my)in an M X N perfect square lattice of
identical capacitances C[15]:
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FIG.1. The equivalent capacitance in units of C in the perfect (m) and perturbed infinite square lattices measured
between the origin and (m,,0). The cases of substitution: C' = 4C (@) between the origin and the node (1,0)
and C' = C/4 (A) between the origin and the node (1,0).

¢l timy
C(mxrmy) _M ™ N i
e i M. mn N, nmy?
L2 1le cos " cos - — cos(m, + 3) g cos(my +3) ) :
m nm ’
MN n=1m=1 2 cosGp —CosTy

(30)

where M and N are the number of nodes in and a 21 X 21 perturbed square lattices are
x and y - coordinates, respectively. Using  plotted as functions of my. It can be seen that the
Mathematica 5, we calculate the capacitance  finiteness of the perturbed network causes the
between the origin and the point (m,,m,) in a equivalent capacitances  to be greater than the
21 x 21 perfect square lattice, then we repeat the values for an infinite network, which is expected
calculations for a 21X 21 perturbed square because the charge has fewer paths.

lattice. In Fig. 2, the capacitances for the infinite

Clm, )

=% g
H:‘_"-"r-' - b = .

T 'h T
-10 -5 0 5 ]

FIG.2. The equivalent capacitance in units of C in the infinite (o) and a 21 X 21(m) perturbed square lattices
measured between the origin and the point(m,,0). The substitutional capacitor is C' = 4C , with its ends at
r, = (0,0)and r,,, = (1,0).
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Conclusion

In this work, using the Green’s function
method, we calculated the capacitance between
arbitrary lattice points of a perturbed capacitor
lattice obtained by replacing one capacitor with
another one. We derived a formula for the matrix
elements of the lattice Green’s function for the
perturbed lattice in terms of that for the perfect
lattice by solving Dyson’s equation. We
expressed the capacitance between arbitrary
lattice points of the perturbed network in terms
of the capacitances of the unperturbed lattice.

We computed the increase (C'> C) and
decrease (C'< C) of the capacitances for the

M.Q. Owaidat

perturbed square lattice along the substitutional
capacitor.

A similar calculation can be performed for
simple cubic and triangular lattices. Finally, it is
worth mentioning that when more than one
substitutional capacitor are inserted, the method
outlined above is still valid.
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Abstract: Binary polymer blend (UPE/ NR) with a weight ratio of (95/5)% was prepared
by mixing of unsaturated polyester resin (UPE) with natural rubber (NR). Standard
dimensions of specimens were prepared from the polymer blend. Compression, bending
and impact tests were carried out on the prepared specimens. This investigation was
conducted before and after the immersion of the specimens into three types of water
(distilled, tap and rain water) for different periods of time (1, 2... 5 weeks). The (stress-
strain) curves were obtained from compression test; while the Young's modulus values (E)
were obtained from three-point bending test. The impact strengths (L.S.) were found from
the impact test before and after immersion into water. The results have exhibited that the
mechanical behavior of the prepared blend is affected by the nature of water and immersion
time. In general, the strain rates and the impact strength of the polymer blend have
increased after immersion; while the Young's modulus has decreased at the same
conditions.

Keywords: Polymer blend; Unsaturated polyester; Natural rubber; Compression; Bending;

Impact strength.

Introduction

An advance in science and technology
requires a variety of modified polymers with
demanded performance properties at lower cost.
However, it has become more difficult to find all
the requested mechanical properties in the
existing homopolymer; thus polymer blends or
alloys and composite materials have been
considered to be the more promising approach to
the production of new materials and have been
extensively studied [1].

The term polyester is analogous to the term
steel in metals. Just as there are many types of
steels with widely varying properties, so too
there are a multitude of polyesters with a
significant range of properties. Unsaturated
polyesters are sold in a liquid form that requires
catalyzation in order to cure [2].

Unsaturated polyesters are manufactured by
condensation and polymerization of dicarboxylic

acid (maleic acid) and dihydric alcohol (e.g.,
glycol) followed by curing with a cross-linking
agent (styrene). They have good resistance to
heat and most chemicals except strong acids and
alkalies. They are affected by sunlight unless
stabilized [3].

Natural rubber is an elastic material present in
the latex of certain plants. More than 95 percent
of this rubber is obtained from the latex of
rubber trees. It is polymerized from isoprene.
The polyhydro-carbon chain rubber consists of
2000-3000 monomer links. The polymerization
occurs by a biochemical reaction in which a
particular type of enzyme acts as a catalytic
agent [3].

The important properties of cured resins
which determine their service life are resistance
to deformation and fracture under different time /
temperature or sudden loading conditions.
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Among the curable resins, the unsaturated
polyesters, particularly multi-component,
polymaleate compounds, have the lowest stress-
strain indices. This is probably due to
deficiencies at the supermolecular level in their
microheterogenous structure when cured. The
defects distributed between the dense network
globules or particles, serve as points of stress
concentration. In the defective areas, weak
regions are formed where the basic processes
responsible for the deformation and fracture of
cured polyester resins take place [4].

Blends and alloys are made by physical
mixing of two or more polymers (also called
homopolymers). At least 5% of another polymer
is necessary to create a blend or an alloy, and a
number of microstructures can result. If the
homopolymers are miscible, a single-phase
blend or alloy will result. If the component
polymers are immiscible, a multi-phase alloy or
blend results. The additive polymers can form
spheres in the host matrix; they can form
cylinders that are usually oriented in the
direction of flow in processing; or they can form
lamella (alternating layers, like plywood) [2].

The addition of elastomeric components
improves some  mechanical  properties;
particularly the fracture toughness of cured
polyester resins. Several authors have shown that
the improvement of the fracture toughness of
thermosetting resins depends on three factors
[5]:

(a) The miscibility of the rubber with the
modified resin in the liquid phase.

(b) The particle size of the rubber.

(c) The selectivity and reactivity of the
functional groups in the rubber.

Cao et al. [6] studied the mechanical
properties of an epoxy resin toughened by
polyester. The results showed that the impact
strength and tensile strength of the modified
epoxy resin were remarkably greater than those
of the unmodified cured epoxy resin. And the
mechanical properties depended greatly on the
congregating state of the polyester added.

LaPlante and Sullivan [7] investigated the
behavior of cured FM300 epoxy; a structural
film adhesive, subjected to partial and full
moisture saturation. In this investigation, three
separate but interrelated test methods were used:
stress relaxation, fracture toughness and dynamic
mechanical testing. Fracture testing showed that
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the material toughness increased with increasing
moisture concentration; plasticization effects
were dominant.

In a previous publication [8], a preliminary
work was carried out for preparing and
evaluating the mechanical properties of polymer
blend obtained from unsaturated polyester resin
(UPE) compound with synthetic rubbers
(Styrene Butadiene Rubber (SBR), Nitrile
Butadiene Rubber (NBR) and Butadiene Rubber
(BR)). In the present work, Natural Rubber (NR)
was replaced as an addition material for the same
resin (UPE) to study the mechanical behavior of
the prepared polymer blend (UPE/ NR). The aim
of this work is to study some mechanical
properties of (UPE/NR) blend before and after
immersion into (distilled, tap and rain) water for
different periods of time.

Experimental part
Procedure of sample preparation

(UPE/ NR) polymer blend with a weight ratio
of (95/5) % was prepared by mixing of
unsaturated polyester resin (UPE) with natural
rubber (NR). The (NR) was supplied by Babylon
Tires Factory in Babylon, Iraq; while the (UPE)
resin was supplied by Saudi Industrial Resins
(SIR) Company, Saudi Arabia. The curing agent
(hardener) was methylethylketone peroxide
(MEKP); while the catalyst system was a
solution of cobalt octoate in dibutyl phthalate as
accelerator of reaction. After mixing the two
liquid polymers (UPE with NR), the hardener
was added to the mixture with 2% ratio; while
the ratio of the accelerator was 0.5%.

This binary polymer blend was poured into a
metal mould (Aluminum) with dimensions of
(14x12x5) cm at room temperature; then after
solidification, the resulting cast was put into an
oven with a set temperature of 50°C for (1 hour)
to ensure that full curing was achieved. Post-
curing treatment reduces  weight loss
significantly; while higher temperature and
relative humidity increase the weight loss rate
[12].

The compression and bending test specimens
were prepared from the casted sheet according to
ASTM-D695 and ASTM-D790 standards
respectively; while the impact test specimens
were prepared according to (ISO-179) standard.

In addition to the points mentioned above, it
is vital to mention the following:
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a) An addition more than 5% of NR reduces the
stiffness of resin and makes it behave as a
ductile material, therefore the addition ratio
of (5%) was selected.

b) The surfaces of all specimens were polished
by a grinding machine before testing.

¢) The total dissolved salts (TDS) and the (pH)
of each type of water were measured and the
data presented in Table (1).

!é
é
%

TABLE 1. The values of (TDS) and (pH) of each
type of water.

Type of water TDS (ppm)£2  pH+0.1
Distilled water 121 7
Rain water 103 7.7
Tap water 426 7.1

Fig. 1 shows photographic images for some
prepared samples under study.

FIG. 1. Photographic images of (a) compression, (b) bending and (c) impact test specimens.

Compression test

Hydraulic press type (Leybold Harris/
Germany) was used to perform the compression
test; as shown in Fig. 2a. This test was carried
out before and after the immersion of the
samples into three types (distilled, tap and rain)
of water. The relationship between (F-AL) was
obtained which could be modified to obtain the
(o - ¢) relationship; so as to study the mechanical
behavior of the blend under the effect of
compression loading; where:

F is the applied force on the specimen.
AL is the change in the length of the specimen.
(0 - €) is the (stress- strain) relationship.

Bending test

Three-point bending test was carried out to
obtain the Young's modulus values for all
specimens at similar conditions. Bending test
instrument type (PHYWE/ Germany) was used;
see (Fig. 2b).

The values of Young’s modulus (E) were
calculated from the following equation [9]:
Mgl

2y .
48(D)S N/ ; M

where (M) is the applied mass on the sample, (S)
is the elastic deflection of the sample, (M/S) is
the slope of the curve obtained from the
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relationship between the mass and the deflection
of each sample, g = 9.81m/s”, L is the distance
between two supports of the instrument. (/) is the
area moment of inertia:

3
j=bd
12
where (b) is the width; while (d) is the thickness
of the specimen.

(mm®) 2)

Impact test

Charpy impact tests were conducted on the
specimens at room temperature before and after
immersion into the mentioned three types of
water. The standard specimen was held as a
horizontal cantilever beam, broken by a single

Awham M. Hameed

swing of a pendulum, the energy to failure was
measured by the measurement fixed on an
instrument.

The impact strength (/.S) was calculated as
follows [3]:

[-§S=— (/) ; (3)

where (Uc) is the required energy for breaking
the specimen, (4) is the cross-sectional area of
the specimen.

A=bxd (m’). 4)

Fig. 2c¢ is a schematic drawing of Charpy
impact test instrument.

(b)
FIG. 2. Photographic images of (a) compression, (b) bending test instrument and (c) schematic drawing of
Charpy impact test instrument.
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Optical microscopy

Optical microscope (15X) type (73346/digital
camera, Japan) was wused to study the
morphology and microstructure of specimens
before and after immersion into the three types
of water.

Results and discussion
(Stress- Strain) curves

To study the mechanical behavior under the
effect of compression load, (stress-strain)
relationships were obtained for all prepared
specimens. Fig. 3 shows this relation for the
blend before immersion into water; while Fig. 4
illustrates the effect of immersion into three
types of water (distilled, tap and rain water) for
periods of time ranging from (1-5) weeks. From
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those curves, the effect of water type and period
of immersion can be clearly noted. These
behaviors were already expected due to the
plasticization phenomenon of the polymer
resulting from immersion into water; however,
the results clearly indicate that the changes in
stress-strain behavior were not proportional to
the immersion time. When Figs. (3, 4) are
compared with the typical (stress-strain) curves
of polymer materials generally [10,11], it can be
noticed that the behavior of material transformed
from (hard and tough) to (soft but tough) with
increasing time of immersion. This means that
the polymer blend under work transformed from
a material with high modulus, high strain and
high stress at break to behave as a material with
low modulus but high strain and high stress at
break [10, 11].

before immersion |

30

40

Strain *10-

FIG. 3. (Stress-strain) curve for (UPE/NR) blend under the compression load before immersion.

Young's modulus

Young's modulus is indicative of the property
called stiffness; small values of (E) indicate
flexible materials and large values of (F) reflect
stiffness and rigidity [3]. Fig. 5 illustrates the
change in the Young's modulus values as a
function of immersion time. It can be noticed
that the Young's modulus values had a
remarkable drop after 4 weeks of immersion for
all three types of water. This may be attributed to
the influence of water which acts as plasticizer
factor for polymer, which decreases 7, and
elasticity moduli [9, 12].

Impact strength

Fig. 6 shows the values of impact strength for
all specimens as a function of immersion times.
It can be seen that at the first stage of immersion,
the prime effects of distilled and tap water are
similar and decrease the impact strength value

which then increases gradually with increasing
the immersion time; while this behavior is
different for specimens immersed into rain
water; where the value of impact strength
increases at the first stage of immersion and then
decreases at the second stage and finally returns
to increase again. This behavior may be related
to the nature of rain water (weak alkaline
medium, pH = 7.7 as shown in Table (1)), this
medium attacks the ester linkage, thus breaking
the polyester chain [13], this phenomenon
reflects negatively on the impact strength of
polymer blend after 2 weeks of immersion;
whereas it is interesting to note that the
immersion into tap water (salt environment as
shown in Table (1)) records higher impact
strength at the same period of immersion. This
could be possibly explained, if NaCl molecules
act as an interphase between the two phases
(UPE/NR) causing the reduction in interfacial
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shear. This will increase the energy absorption
capability at the interface resulting in the
increase of fracture energy and then the impact
strength will be increased [14]. Other previous

©
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o
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studies indicated that the increase in the impact
strength of polymers after the immersion into
water is expected as a result of the plasticization
when partially saturated with moisture [7, 12].
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FIG. 4. The effect of immersion into (a) distilled water, (b) tap water and (c) rain water on (stress-strain)

behavior for(UPE/NR) blend under compression load.

124



Effect of Water Absorption on Some Mechanical Properties of Unsaturated Polyester Resin/Natural Rubber Blends

—_
N

-
3%

-
o

(o]

©
o
€
w
=
=]
o
[=}
=
w
=]
c
=
=}
>

—— distilled water

—&—tap water

—&— rain water

2 3

Time (week)

FIG. 5. Effect of immersion time on values of Young's modulus for(UPE/NR) blend.
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FIG. 6. Effect of immersion time on values of impact strength for (UPE/NR) blend.

Morphology study

Some changes and flaws were noticed after
the immersion of the samples into three types of
water as shown in Fig. 7. It can be also observed
from the optical micrographs that the polymer
blend under study seems as a single phase
(miscible) which means that the two polymers
(UPE and NR) are compatible to form a new
material with new properties.

Conclusions

In the current study, UPE resin was used as a
matrix material due to its availability at cheaper
prices compared with Epoxy resin used in most
previous works. In addition to that, the
mechanical properties of the prepared blend can
compete with that of Epoxy; this would lead to a
new industrial material at lower cost.
Furthermore, this study is distinguished by the

investigation of the effects resulting from

absorption of three types of water on the blend's

mechanical properties; while previous studies
were limited to the behavior at the dry case of
material. This work leads to a conclusion that the

added value of the present investigation is a

significant modification in the properties of the

UPE resin resulting from the adding of an

optimum percentage of NR, without changing

the hardness and rigidity of the original UPE.

Other related conclusions are shown below:

1- After blending the two polymers (UPE and
NR) with a ratio of (95/5)%, it was found that
the blend is homogenous to the eye.

2- It is clear that the deflection rates increase
greatly after immersion of the (UPE/NR)
blend specimens into the different types of
water compared with the case before
immersion.
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3- The (stress-strain) behavior of the blend under ~ 5- It can be concluded that the penetration of

study was found to be affected by the sort of water into the polymer blend has a limited
water depending on the (pH) value and the effect on its nature. In other words, the
percentage of total dissolved salts (TDS) in general external appearance of the immersed
each type of water. material reveals that the socked specimens do

4- Rain water has a higher effect on the not undergo any swelling, but they are
mechanical behavior of the prepared blend plasticized.

compared with distilled and tap water. The
samples immersed in rain water missed their
color and became discolored.

® ' ©

(d)
FIG. 7. Optical micrographs (15X) of (UPE/NR) polymer blend (a) before immersion and (b), (c¢) and (d) after
immersion into distilled water, tap water and rain water, respectively.
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Introduction

It is well known that differentiations and
integrations of integral order have clear physical
and geometrical interpretations which help in
solving problems in various fields of science.
However, when the order of differentiation or
integration is not an integer, interpretations were
not acceptable for more than 300 years.
Nowadays, the field of fractional calculus is
gaining more attention and researchers were able
to employ this field to discuss real world
problems such as electromagnetic theory,
diffusion, viscosity and even finance problems.

In a previous published work [1], a study of a
fractional LC-RC electrical circuit showed that
simple harmonic oscillations of an LC circuit
(inductor-capacitor circuit) and a discharging RC
circuit  (resistor-capacitor circuit) can be
combined in one fractional differential equation
depending on the order of differentiation. This
equation allows us to see how the system
evolves from an oscillatory behavior to a
damping behavior and suggests the idea of the
evolution of a resistive property in the inductor.
Another group of researchers employed

fractional calculus to study gravitational fields
[2]. They found that the uniform semi-infinite
linear mass distribution and its potential are the
integrals (differentiation of order -1) of a point
mass distribution and its potential.

Fractional calculus principles were applied to
several electromagnetic problems by several
researchers and results were promising [4]. Some
of these problems include the concept of
fractional multipoles in electromagnetism,
electrostatic fractional image methods for
perfectly conducting wedges and cones and
fractional solution of the Helmholtz equation.

In the field of classical mechanics,
researchers tried to present a new Lagrangian
and a new Lagrange equation of motion that
includes the nonconservative forces by making
use of the concept of fractional derivatives [5, 6].
Another branch of mechanics in which fractional
calculus was of interest is the behavior of
oscillatory systems such as the harmonic
oscillator. For example, Rousan et al. studied the
problem of a fractional harmonic oscillator with
a damping term proportional to a fractional order
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time derivative. A series solution of the
fractional differential equation was obtained for
both damped and undamped cases [7]. Using
Laguerre integral formula, Yuan and Agrawal
[8] applied numerical techniques to solve a
fractionally damped single degree-of-freedom
spring-mass-damper forced system of the order
0.5. It was believed that this order of
differentiation is the best representation of the
damping materials. Therefore, many studies
focused on investigating the behavior of physical
systems that are represented by fractional
differential equation of order 0.5 [9, 10].
However, one of the advantages of our proposed
work is that the technique which will be used
enables us to figure out the behavior of solutions
of fractional differential equations for a variety
of orders of differentiation. The results of the
above - mentioned work motivated us to
investigate the role of fractional calculus in
understanding and analyzing some famous
systems in classical mechanics. The forced
oscillator is an example of such systems for
which fractional calculus may provide further
understanding of the nature of these oscillatory
systems.

Recently, a considerable interest was devoted
to explore the behavior of oscillatory systems
when they are represented by differential
equations of fractional order. For example,
Aguilar et al. analyzed the damped mass-spring
system for different fractional orders of
differentiation and their analytical solutions were
written in terms of Mittag-Leffler functions [11].
Achar et al. studied the motion of the driven
harmonic oscillator using integrals of fractional
orders. They employed Laplace transform
technique to provide solutions of the fractional
equations in terms of Mittag-Leffler functions
[12]. A recent review article was published to
provide a detailed presentation of the Mittag-
Leffler functions and their applications in
different areas of science and engineering [13].

In this work, we provide a series solution of a
fractional undamped forced oscillator. The
solution was plotted for different fractional
orders of differentiation and the results are in
agreement with the analytical solutions that are
obtained in terms of the Mittag-Leffler functions.
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Theory

In this proposed work, we intend to discuss
some physical systems such as the forced spring-

mass oscillator. This system is usually

represented by the ordinary differential equation:
d’x(t

m dx§)+kx(t)=F(t); (1)
1

where m is the mass, k is the spring constant and
F(?) is the applied external force. The solution of
this equation depends on the form of the external
force.

In our study, we will try different types of
forces such as sinusoidal and step-functions. The
above equation will be transformed into a
fractional differential equation of arbitrary order
of differentiation:

d l+a X(t)
dt1+a

where @w=+k/m is the frequency of the
spring-mass system and c¢(a) is introduced for
the equation to be dimensionally consistent. In
other words:

1
c(a) = {a)

Simply, we can express the function c(a) by
cla)=0w"".

c(a) +o’x(t)=F(@t)/m; )

a=1
a=0

There are different definitions of the
fractional derivative which appeared in Eq. 2:
Riemann-Liouville, Griinwald-Letnikov, Weyl,
Riesz and Caputo representations. For example,
in the Caputo representation the fractional
derivative for a function of time is given by:

f 1[I0
di' " T(n—q) (t—n)™""

0

dn; 3)

where n=1,2,...€e N and n—-1<g<n. In

this derivative, ¢ is the order of differentiation
and can have noninteger values [11].

As is clear, Eq. 2 can have any fractional

order between 1 and 2 depending on the
fractional parameter o which takes values
between 0 and 1, respectively. The solution of
this equation for different fractional orders will
show how the system evolves. In each case, the
solution will be plotted in order to figure out the
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patterns of variations in the behavior of the
proposed system as a function of the order of
differentiation. It is well known that Eq. 2 has a
solution of the homogenous part that is discussed
thoroughly in terms of the Mittag-Leffler
functions elsewhere [11, 12]. In this work, we
use Laplace transform technique for solving
differential equations that will result in the
particular solution of the differential equation
that is related to the type of the external applied
force. One may seek analytical solution of Eq. 2
in terms of Mittag-Leffler functions. For
example, in our case the solution of the
homogenous part of Eq. 2 in terms of Mittag-
Leffler functions can be written as [13]:

1+a l+o\m
)

x()=x,E,,, = xZ @)

o L((+o)ym+ 1) .

where E,  is the Mittag-Leffler function. It is

worth mentioning that most of the solutions of
fractional oscillatory systems were discussed
within the frame of Mittag-Leffler functions;
while in our study we followed a different
approach to obtain a series solution to the
problem and the results of the two approaches
are comparable.

l+a

Dividing Eq. 2 by c¢(o) and applying the
Laplace transform to both sides result in:

LIF(0)}. (5

In solving the above differential equation,
Laplace transform and the inverse Laplace
transform techniques will be applied making use
of formula [3]:

13-
dx?

n—1 dq 1-k
sqL{f}—kZ(: e 1{(0) N
)
O0<g=#12,3,...

As a result, applying the above formula to Eq.
5, we end up with the following equation:

d

- 'Wm+wwxm) ; (7)

where X(s)=L{X(t)}, i.e., X(s) is the Laplace
transform of x(z). In Eq. 7, we have two initial
conditions which can take a variety of initial
values. We will discuss the case when the two
initial values are zeros and leave the other cases
for further studies:
a 1+a

d’x - (O) 0, and d —
dt dt

Therefore, Eq. 7 becomes:

=(0)=0. ®)

LIF®}). )

( I+a 1+a)Xr( ) 1_
1
mao

Eq. 9 can be used to find the solution of the
differential equation for different types of
external applied force F(2).

Results and discussion

Based on Eq. 9, the solution of the
differential equation depends on the form of the
external force. We will choose first a force that
varies sinusoidally as a function of time (i.e.,

. . F, .
F(t) = F, sin @,t). Assuming that 4 =—> is a

m
constant, the solution of equation 9 is given by:
Aw 1
X(S) = 1—2 a+l a+l 2 25 7 (10)
"+ )T+ )

In this case, taking the highest power of s as a
common factor from the denominator and then
expanding the denominator in an alternating
geometric series:

X(s)=
m 2n

A " (o (11

s or(2) (2

m=0 n=0 N
this equation can be written as:
( 1)m+n m(a+1)+a—la)02n+1

X( ) A z a(m+1)+m+2n+3 (12)

n,m=0
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Finally, applying the inverse Laplace
transform to equation 12 results in the following
solution of the differential equation:

x(t)=

m+n __m(a+)+a-1__2n+l
(_1) @ a)() ta(ln+1)+ln+211+2

wmeo L(a(m+1)+m+2n+3)
(13)

Note that when o = 0, Eq. 13 is the solution
of a first-order differential equation and when a
= 1 the equation gives the solution of a second-
order differential equation. Fig. 1 shows the
variation of the solution as a function of the
order of differentiation o. The plot shows a
resonance case where the frequency of the
applied external force matches the natural
frequency of the mass-spring system and this is
clear from the gradual increase of the amplitude
for the case of second-order differential equation
(o = 1). When a = 0, we have the case of a first-
order nonhomogenous linear  differential
equation and the solution is a combination of
sine and cosine functions as expected. In this
case, the overall behavior is dominated by the
external force. However, when o = 1, we have a

(_ 1) n a)n(a+1)+a—1

1) = Z“1“(11(oc+1)+0ur2)

0.8
. /\ /\
0z
x(m) i(s)
-z
4
8

N /\ /\
A \/

-2 a=08

( n(a+l)+oa+l

Alzoubi et al.

second-order nonhomogenous linear differential
equation and the amplitude is building up due to
the resonance between the applied and natural
frequencies. In this case, the effect of the elastic
force is clear and both forces share the result.
The figure shows also that the solution evolves
smoothly between the two extremes. One may
say that as the order of differentiation increases
from 1 to 2, the elasticity of the spring is
building up smoothly. It is worth mentioning that
the concept of intermediate stages has been
introduced by many authors [1, 4].

A second case of interest is the step function
as an external force. The force in this case can be
represented by:

0, t<0
F(t)= , 0<r<1. (14)
0, 21

Following the same steps conducted for the
case of sinusoidal function, the solution of the
differential equation as a function of the order of
differentiation will be:

_(t_l)n(a+1)+a+1) (15)

RARININS
VY

a=04

5 10 15 2
25
=
75
a=1

[

FIG. 1. The variation of the solution as a function of the order of differentiation for the case of sinusoidal
external force.
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This solution is plotted in Fig. 2. For the case
of a = 0, the solution has a damping behavior
and no oscillations are expected for the case of
linear first-order equation. For o = 1, the solution
is completely oscillatory, since the system is
jerked by the external force and there are no
damping terms in the equation. For the
intermediate stages as o increases from 0 to 1,

0.012
oot |
o008 |
x(m) g goe |
o004 |

0.002 |

=]
K
=1}
m

REA
x(m) ” t(s)

4\\:’:’/81012

=0.1

-2 0a=08

t(s)

the system starts to develop an oscillatory
behavior accompanied by an attenuation. This
indicates that the elasticity of the spring evolves
as the order of differentiation increases from 1 to
2 and becomes completely oscillatory when o
becomes exactly 2 and the motion is a simple
harmonic one.

0.02

x(m) . . t(s)

=0.02

-0.04

a=1

FIG. 2. The variation of the solution as a function of the order of differentiation for the case of step function.

Conclusion

A series solution of the fractional forced
oscillator problem as a function of the order of
differentiation is obtained. Intermediate stages
between the first-order and second-order
differential equation are plotted and discussed.
The results show that the solution evolves
smoothly between these two extremes. One may
suggest that the elasticity of the spring in a
spring mass system develops as the order of
differentiation increases from 1 (first order) to 2
(second order). The results for the case of

second-order differential equation are in
agreement with the exact solution obtained by
other methods.
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Effect of Gamma Rays on Schottky Diodes of Au/n-Si type

Nawfal Yousif Jamil and Mohammed Noor Khader
Physics Department, College of Science, Mosul University, Iraq.

Abstract: This work includes studying the effect of gamma radiation on the electrical properties of
Au/n-Si Schottky diode by depositing a thin layer of gold on (111) n—Si by thermal evaporation
under vacuum. The device was radiated for variable periods as (1-60) days. From (I —V)
characteristics in the dark, the results show a reduction in the forward bias current value, and there
was a small increase in the reverse bias current. Also, the forward current of the devices radiated
before depositing the gold was larger than the forward current of those radiated after depositing the
gold. For non- radiated device, the values of ideality factor and barrier height potential were equal to
1.05 and 0.81eV respectively, while for devices radiated before and after depositing the gold , the
values ranged between (1.05- 1.17) for ideality factor and (0.81-0.858)eV for barrier height
potential. This concludes that the current mechanism for all non-radiated and radiated devices is
thermonic emission. For non-radiated devices the values of the short circuit current and the open
circuit voltage were equal to 0.489 mA and 280.4 mV, respectively, while for devices radiated for
periods between (1-60) days before and after gold deposition on top surface, the measurements show
that the value of short circuit current and open circuit voltage increased to the maximum value within
the irradiated devices, while for one day (80mA, 300mV), respectively, for which the efficiency is
equal to 19.32%. The values of (Voc, Isc) reduced sharply with increasing radiation periods. The
short circuit current and open circuit voltage values in radiated devices before gold deposition are
bigger than those of radiated devices after gold deposition on the top surface. From (C — V)
measurements, the results show a reduction in the capacity value with increasing radiation periods
for all devices before and after gold deposition.

Corresponding Author: Nawfal Y. Jamil Email: iicrd999@ymail.com






H,S 4

H,

(11)
H,S
H,
H,S
H,
(HS-Hy)
H,S H,

[8] Moseley, P.T. and Tofield, B.C., Solid
State Gas Sensors (Philadelphia, 1987).

[9] McAleer, J.F., Moseley, P.T., Bourke, P.,
Norris, J.O.W. and Stephan, R., Sens.
Actuators, 8 (1985) 251.

[10] Dughaish, Z.H., Physica B, 322 (2002)
205.

[11] Boyer, E.C., Mater. Sci. Eng. B, (1992)
103.

[12] Bagherim, M., Shahtahmasebi, N.,
Alinejad, A., Youssefi, M. and Shokooh-
Saremi, M., Solid State Sciences, 11
(2009) 233.

[13] Pichanusakorn, P. and Bandaru, P.,
Materials Science and Engineering, 67
(2010) 19.

[14] Patil, R. and Patil, A., Sensors and
Transducers Journal, 811 (2007) 354.

[1] Kanan, S.M., El-Kadri, O.M., Abu-Yousef,
ILA. and Kanan, M.C., Sensors, 9 (2009)
8158.

[2] Zhang, G. and Liu, M., Sensors and
Actuators, B69 (2000) 144.

[3] Young, H., Popopvih, N., Chason, E. and
Ppainc, D., Thin Solid Films, 411 (2002)
17.

[4] Kotsika, D., Ivanovskay, M., Orlifa, D. and
Falasconi, M., Sensors and Actuators,
B101 (2004) 199.

[5] Vaishampayan, M.V., Deshmukh, R.G.,
Walke, P. and Mulla, I.S., Materials
Chemistry and Physics, 109 (2008) 230.

[6] Bulusua, A. and Walkerb, D.G,,
Superlattices and Microstructures, 44
(2008) 1.

[7] Anuradha, S. and Rajanna, K,
International Journal on Smart Sensing and
Intelligent Systems, 1 (2008) 498.

147



Article

(

(Selectivity Factor)

N

([14]
K= Sta:get gas/ S gas
( 'K
St - _
. get gas
02 ads - (02 ads) - (Oads)
1S s
(Oads)_ (02 ads)-
(11)
iala ) 385
=2 ARy Hys-F1
2 ‘ :
18 —&—H,S-F2
16 +H2 -F1
14 —==H,-F2
12
¥ 1
0.8
06
0.4
0.2
0
0.005 0.01 0.015 0.02 0.025 0.03
Ay ghall S gl dus
25 ?J.'-‘""N' L) S
—O—HZSf F3
. —B—H,S-F4
——H, - F3
15 +H2 -F4
x
1
0

146

0.005 0.01 0.015 0.02 0.025 0.03

il 38 50 o

A1



SIl()z

SIl()z

SnO, (Chemisorbed)

(10) (0.03)

E;Il()z

=1

=g=F2

150 170 190 210 230 2)
T(°C)

[=1

270

25

15

aﬂ?&iﬁﬂﬁj‘
4t\is‘s‘\‘s‘s‘\x‘xk\!.‘\i. o

—+—F3
05
—B-F4
0
150 170 19 210 230 250 270
T(°C)
(b) F4 F3 (a) F2 F1 10

145



Article

.9)

144

(6)

3
H, S
25
——F3
3
—-—F4

15

PRV IVEN

\

0.5
0
0 0.005 0.01 0.015 0.02 0.025 0.03
A gial) 3 A
2 H
1.8 2
1.6
1.4 ——F3
3 1.2 —=—F4
j, i}
0.8
0.6
0.4
0.2
0
0 0.005 0.01 0.015 0.02 0.025 0.03
Lgiall g Al daes
25
2
——F3
3 1.5 ——F4
P
0.5
0
0 0.005 0.01 0.015 0.02 0.025 0.03

Lﬁljﬁﬂiw

F4 F3




1.6 Hz
1.4
12 ——F1
1 ——-F2
3 0.8
E]
0.6
0.4
0.2
0
0 0.005 0.01 0.015 0.02 0.025 0.03
A giall 38 Al A
2
H,S
18
1.6
1.4
= A
g
k.
——F1
0.6
—-—F2
0.4
0.2
0
0.005 0.01 0.015 0.02 0.025 0.03
Ao pal) 58 A A
1.8 HZ S+H2
1.6
14 ——F1
1.2 -2
3 1
j, 0.8
0.6
0.4
0.2
0
0.005 0.01 0.015 0.02 0.025 0.03
g ghall S i
F2 F1

143



Article

o (mvy/eC)
[} [} [} [} [} L=} L=} [}
o o o o o o o 9o
&
o
e —
as

150 200 230 300 350 400

0.25 ——F3
—=—F4

o (mV/foC)
= 3

0.05 9
0
150 200 250 300 350 400
T(°C)
.(b) F4 F3 (a) F2 F1 7
a, —0o .
S — gas atr (6)
aair
( ) aazr
:agas
-(8)

142



10

——F1

& F2

B 1 @ = o W@

VimV)
L] — [ 3% [¥%]

0 20 40 60 80 100 120
AT("C)

16 b
14
12

——F3
10
E &
=
]
4
2
0
0 20 40 G0 a0
AT Q)
.(b) F4 F3 (a) F2 F1 .6
(6)
y
o=— J[13]
(7) AT
S o
(04

141



Article

Topography - Scan fonward

)

Topaography - Scan fomward

Line fit 17 .3nm

Topography range

Line fit 109nm

Topography range

140

-(6)

.Pirani gauge

V) 35cm 27cm
(AT)
10~ bar
(5)
S Gt gl
1 - -
Suldl) 5 e
.rl-""rﬂ-.!
ERIEE
Sl e
Taloa Gla s Al ‘
et
5




(110} (101)

Intensity

(211)

(200)
W‘Jk (220) 002) (370)(112)30D)
rank L. PRI N v W

R A B e S Basnasswv s
110)
} (101) b
2
3 (211)
(200)

| S0 (N o e W T2 [ O [ G RN it O R R S (VR S N R R S S e S TV I T FTT I | P
28 38 48 58 68 [°2e01 78
.(b) (a) 3
K :D (3)
A (SnO,-Cu)  (SnO,-Fe)
0 (A=10.14 nm)
3) 110 — 101 —)
.(200 — 211 — 220 — 002-310-112 -301
(Sn0,) (Cu  Fe)
3
crystallite size (nm)
Peak 110 101 211
Fl1 19.75  28.13 4736
F2 26.57 41.25 5947 .
:[12]
.(4) (AFM) D = kA /(dwcosO)

139



Article

Line fit 387nm

Topography range

(600°C)
(5%) Cu Fe -2
(2 SnCl,.5H,0
2 FCC136H20
C,HsOH CuCl,.2H,0
Substrate SnO,: Fe Sn0O,:Cu
glass F1 F2
porosity alumina F3 F4
(Dip Coating-SOL-GEL)
-3 (7 cm/min)
(80°C)
-(XRD) (15 min)

©)
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[8-11]
(1)
gas Product Heat (kJ/mol)
H, H,0 244
Cco CO, 284
CH,4 CO,.H,0O 800
Acetone CO,.H,O 1760
100°C
-1
(1)
(T =500 °C) -1
-2
-3
(0.3M) 40V -4
40 min
(1)
.(27°C)
-5
(6wt%) (1.8wt%)
(10-20min) 65°C
.(5wt%) -6
(AFM)
:(2)

Kn(m=0, 1,2, ...)

28]
_ 1 a.f‘O m_ 2 73
Km = 47[3 J.“.gg vid’k
e sV o
k
E q &r
@ (@
Jo E
8] J,
J K—-¢.K, drT
=t () (3)
q2k, gK,T ~ dz
K-¢.K 2 _
JQ :(A) J, +(M)ﬁ 4)
gk, T ' kT dz
J,: )
ar _,
dz
d—T =0 J, J,=0 Jo
dz
(J,=0 E
g dV _dr
dz dz
B K—g_,K0
- gK,T
dav
.dT
dv
.[8]
dV = (const)exp(— E, YAH S 5)
P RT
( ) AH
(Adsorb)
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(Seebeck Effect)
( )

(Peltier Effect)

(p-n)

(Thomson Effect)
[7-2]
)
(
Je
8] Jo
‘8] -1

dg, 1 dT
— f
Je _q|:l(()(qE_ dz )_(Kl _8fKO)Fd_X} (1

:[8] -2

(K, ek(){E dgf}
1~ ¢ qr———m| —
Jo = le T (2)
-2¢&.K 2k )——

(kz 8] 1+8h k())T dX

136

Sn02

550

-[1]
Fezoz ZnO
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% 5 .(Dip Coating-SOL-GEL)
.(2) .600'C
H, H,S
) 10_3 bar (HzS-Hz)

H,S

Preparation of a Gas Sensor of Nanostructure Tin Oxide Working on the
Principle of Thermoelectric Effect and Studying Its Sensitivity to Some
Gases

M. A. Batal, Gh. Nashed and F. H. Jneed
Department of Physics, College of Science, University of Aleppo, Aleppo, Syria.

Abstract: Tin oxide thin films doped with iron or copper were deposited on glass and porous
alumina substrates, using co-deposition dip coating sol-gel technique. The films were doped with
iron oxide at a concentration of %5. Alumina substrates were prepared by anodizing technique.
Samples were sintered for 2 hours at a temperature of 600°C. The XRD of deposited samples
showed a polycrystalline structure with clear characteristic peak of SnO, cassiterite phase.
Thermoelectric effect was measured with change of temperature for the prepared samples under a
low pressure of 1mbar. Seebeck coefficient for the prepared samples was measured under a low
pressure of 1mbar. Seebeck coefficient was improved when films were deposited on porous
alumina. Film sensing towered H,S and H, gases and (H,S-H,) mixture was measured as function
of gas concentration and temperature. It is noted that film sensing increased with increasing gas
concentration and temperature. Selectivity factor was calculated to H,S and H, gases.

Keywords: Tin oxide; Seebeck effect; Nanostructure.
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