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Periodicity of Diurnal Variation of Soil Radon Concentration Levels
and Temperature

N. M. Ershaidat®
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Abstract: Concentration levels of soil radon at various depths (25, 50 and 75 cm), over a
period of two days, in a phosphatic formation site located in Irbid, Jordan were measured
using an active detector, the RAD7" from Durridge Company, USA.

Periodicity of diurnal soil radon concentration levels is observed. Data were fitted using a
cosine function. This fit produces a pattern similar to that of the variation of temperature of
the soil with time obtained by the solution of the heat equation. The angular frequency of
the periodicity is consistent with that of the temporal variation of the temperature of the soil
for a given depth. Periodicity is clearly marked for the depths 25 cm and 50 cm, which is

consistent with previous studies.

Keywords: Soil radon; Heat equation; Diurnal variation, RAD7®; Active detector;

Phosphatic formation; Irbid.
PACS: 93.85.Np, 29.40.-n, 92.40.Lg

Introduction

Radon gas isotopes, *'’Rn (actinon), **’Rn
(thoron) and “*Rn (radon) occur in the
environment, being produced in the natural
decay chains of *°U, **Th and >*U,
respectively, all decaying by alpha emission.
Because of its relative high life-time (t,, = 3.82
days), the *Rn isotope is considered important
in applied nuclear and environmental studies.

In addition to radon, soil gas measurements
will normally also register the presence of
thoron, depending on soil composition. It is well
known that exposure of population to high
concentrations of radon and thoron and their
solid daughters for long periods leads to
pathological effects like respiratory functional
changes and lung cancer [1]. In this work, only
soil radon will be considered. At least 80% of
the radon emitted into the atmosphere comes
from the top few meters of the ground [2]. The
radon emanation rate varies from one place to

another due to differences in radium
concentration and soil parameters such as
moisture content, porosity, permeability and
grain size [3, 4]. The exhalation of radon from
soil involves two mechanisms: diffusion and
convection. These two mechanisms are affected
by many factors including the properties of the
soil [5].

The health hazards of radon and its decay
products have led to study radon transport in
soils and into buildings [6]. A thorough
understanding of gas transport is required to
evaluate these issues.

Diffusion of radon is characterized by the
(effective) diffusion coefficient. The diffusion
coefficient of *Rn in air is 0.11 cm® s~ [7]. The
effective diffusion coefficient is about a factor of
four smaller than the free air diffusion
coefficient in fairly dry soils [6, 8]. Effective
diffusivities in saturated systems are about four

Corresponding Author: N. M. Ershaidat Email: enidal@yu.edu.jo
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orders of magnitude less than those in dry soils
[9]. Models explaining the diffusion of soil
radon are, in general, based on the solution of the
diffusion equation in the quasi-homogenous
approximation with  boundary  conditions
assuming a semi-infinite medium [8, 10].

Many studies of diurnal variation of indoor
radon [11, 12], radon near the ground [13, 14],
soil radon [15, 16] and even in the atmosphere
[17 — 20] exist in the literature. The case of soil
radon is particularly interesting for the studies of
earthquakes [21 - 23].

Neves et al. studied the indoor radon
periodicities and their physical constraints in the
inland Coimbra region in Portugal [11]. They
reported a well marked periodicity in radon
activity with maximum values occurring more
frequently in the morning between 9 and 10 a.m.
Their principle conclusion is that daily variations
are shown to have no relation with earth tides
and their amplitudes exhibit a significant
correlation with outdoor temperature; no
dependence on barometric pressure was found.
Rainfall disturbs the observed daily radon cycles
through a strong reduction of their amplitude,
but has no effect on the long-term variability of
the gas concentration.

Diurnal radon variations in the upper soil
layers and at the soil-air interface related to
meteorological parameters were studied by
Schubert and Schulz [16]. In their work,
conducted in the laboratory using a column
consisting of a homogenous mixture of dry sand
and uranium tailings, measurements of radon
concentration levels were performed in order to
obtain information on the radon transport under
well defined conditions

The dependence of radon concentration has
been exclusively studied on the soil/air
temperature gradient and on the wind speed. The
soil moisture content has been kept constant.
Significant diurnal variations of the radon
concentration were detected in the uppermost
soil layer and at the soil/air interface. Such a
behavior was not found deeper than 30 cm in soil
layers. It is argued that the diurnal radon
variation in the uppermost soil layer is mainly
associated with the diurnal inversion of the
soil/air temperature gradient giving rise to a
convective soil gas migration additional to the
common upward diffusion processes, whereas
the diurnal variation of the radon concentration
at the soil/air interface is caused by the interplay
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of the temperature gradient and the wind speed.
No impact of atmospheric pressure variation on
the radon migration has been observed [16].

Duenas and Fernandez [22] measured soil
radon concentration at different depths at two
sampling sites, in the region of Malaga, Spain, to
determine if these exhibited significant temporal
and quantitative relationships with a number of
earthquakes. The magnitudes of the earthquakes
ranged from 2 to 4. While both positive and
negative precursory perturbations of radon
concentrations were observed, in some cases the
perturbations  were  detected after the
earthquakes, and several earthquakes occurred
without any perturbation of the radon signal
being observed, either before or after the events.
The study was also aimed at evaluating
exhalation of soil radon as an early warning of
imminent earthquake activity but meteorological
factors were observed to interfere with, or mask
the signal so that radon exhalation alone does not
appear to be a reliable parameter for predicting
earthquakes.

The aim of this work is to study the diurnal
variation of soil radon concentration levels, and
to correlate it with the variation of temperature
with time using a mathematical model based on
the heat equation. The influence of atmospheric
pressure on soil radon diffusion as well as that of
the soil properties: moisture, water saturation
and porosity, are not considered in this work.
This is justified by the fact that the
measurements have been performed over a
period of two days where the effects of the
variation of these parameters can be neglected.

Methodology and

Procedure

Experimental

A calibrated active radon device, RAD7",
(Durridge Company, USA) was used for the
measurement of soil radon activity levels.
RAD7" is a portable radon gas surveyor (PRS)
which is suitable for continuous, or grab,
sampling measurements of soil radon gas by a
solid state detector. RAD7” uses a silicon
detector that converts alpha radiation directly to
an electrical signal. One important advantage of
solid state detectors is their ability to
electronically determine the energy of alpha
particle. Every nucleus of **’Rn decays through
the sequence *'*Po, *'*Pb, *'*Bi, *'*Po and *'°Pb.
With each transformation the nuclei emit alpha,
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beta or gamma radiation. RAD7" is designed to
detect alpha radiation only [24].

RAD7” can be used in a continuous
monitoring mode, which is the most appropriate
for this study. A group of commands configure
RAD7" to perform tests according to the study’s
requirements. The wused probe, a simple

transparent plastic tube, is connected to the
device for the measurement of soil radon
concentration at different depths (25, 50, 75 cm)
below the soil/air interface. The RAD7® pack
contains a drying unit which is connected to the
probe (Fig. 1).

RAD7® 1

Soil

Desiccant
- Tube
' Soil Gas Probe
(0 cm
! 25 cm
50 cm
75 cm

FIG. 1. Field work - Schematic.

It is necessary first to purge the RAD7® for
one hour or more with dry, fresh air, before
connecting the probe. The purging procedure is
achieved with the probe disconnected but the
drying unit hooked up to RAD7®. The used
measurement protocol is a 2 hours cycle, 24
recycles, auto mode thoron off and auto pump.
The associated printer prints out a header for
each measurement. The test is started after
checking the header to make sure that the setup
is what is required [25].

The total duration of a run was determined by
multiplication of cycle time by recycle number;
so each depth was automatically measured for 48
hours. In auto pump setting, the pump is
switched on for 4 minutes and the air containing
radon gas is pumped to the detector through the
drying unit. There will be a reading after every
two hours cycle, though the first reading will be
low because the *'®Po decay rate in the detector
takes more than 10 minutes to reach equilibrium
with the radon concentration in the measurement
chamber. Readings are stored in the RAD7"
memory for later use.

The site chosen is located near the campus of
Yarmouk University, Irbid - Jordan. The soil
formation is phosphatic [26]. Data were taken in
autumn during the period Nov. 15-21, 2011, just

before the beginning of the rainfall season in the
region, which means that variation of water
saturation can be neglected. A hole was dug and
the probe was inserted at depths of 25, 50 and 75
cm (Fig. 1). When measurements were taken at a
depth of 25 cm, the external temperature varied
between 23.1 °C and 24.4 °C for the first day
and between 22.1 °C and 23.7 °C for the second
day. For the other depths, the minimum
temperature registered was 20.7 °C and the
maximum one was 25.8 °C.

RAD7" is calibrated by the manufacturer
against a master instrument, which, in turn, is
calibrated against a standard maintained by the
National Radiological Protection Board (NRPB).
The overall calibration accuracy is estimated to
be about +5%. In most circumstances, the
precision of individual RAD7® measurements of
radon concentration is limited by counting
statistics. The error values in Table 1 are those
given by the device itself. In the figures, an
overall error of £5% is considered for each
individual measurement.

The first remark is the fact that the highest
values were obtained in the morning period
(between 7 and 10 am). The lowest values were
obtained in the late afternoon period (depth 25
cm) or in the evening (depths 50 and 75 cm).
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TABLE 1. Highest and lowest soil radon concentration levels (Cg, in Bg/m®) for all depths.

First day Second day
Depth (cm) Highest value Lowest value Highest value Lowest value
’5 6335+ 156 1855+ 105 4504 + 135 697 £ 85
at 07:00 am at 5:00 pm at 05:00 am at 05:00 pm
50 19088 + 251 12336 + 332 19394 £ 2 14782 + 225
at 08:00 am at 10:00 pm at 12:00 pm at 08:00 pm
75 28823 + 305 19568 + 374 31768 + 324 21114 £267
at 10:00 am at 12:00 am at 12:00 pm at 12:00 am

Results and Data Analysis

Table 1 shows the highest and lowest
measured values for all depths.

Figures 2, 3 and 4 show the results of
measurements, over the two days period, of
relative soil radon concentration levels (C/C,.y)
as a function of time, for the depths: 25, 50 and
75 cm, respectively. C,, 1s the maximum
concentration value for a given depth over 24
hours. The vertical axis is thus unitless. The very
first measurement for each set of data is
neglected, thus the number of data points
considered is 23 for each depth.

The time scale in Fig. 2, for the depth 25 c¢m,
is such that £ = 0 h corresponds to the reading
taken the first day at 1:00 am. For the depths 50
and 75 cm, ¢ = 0 corresponds to the reading taken
the first day at midnight and 02:00 am,
respectively. The time interval between two

Acos(o+8)+B

measurements is two hours. The figures will be
discussed later in this paper.

A preliminary non-linear least squares fit
using a cosine function (4 cos(wt + d) + B) was
used in order to smooth the data showing the
periodic behavior of soil radon concentration
with time. The fit parameters are: 4 and B are
dimensionless offset parameters, ® is the angular
frequency and § is a phase constant. The value of
these parameters for data at depths 25, 50 and 75
cm for the two days period are shown in Figures
2 to 4, respectively.

The periodicity of the soil radon levels is
clearly observed for the depths 25 and 50 cm
which is consistent with previous studies [16].

Depth: 25 cm
A=0.406=+ 0.017

®=0.263 + 0.003 (rad/h)

8=4.410 £ 0.089
B=0.611+0.012

¥ = 0.0034

0.8

$ 06/

1 * 1
> /
)

0.4
0.2 =
0.0 1 1 1 1

0 10 20 30 40

t (hours)

FIG. 2. Diurnal variation of soil radon concentration levels at depth 25 cm over two days (48 h cycle). See text

for T25 cm (t)
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Acos(cot+8)+B

max

Depth: 50 cm
A=0.109 £ 0.011

cic

0.4 o= 10.256 = 0.008 (rad/h)

8=3.510+ 0.201
0.2 - B=0.879 + 0.008

¥ = 0.0013
1

0'0 1 1 1
0 10 20 30 40

t (hours)
FIG. 3. Diurnal variation of soil radon concentration levels at depth 50 cm over two days (48 h cycle). See text
for TSO cm (t)

Acos(o?+8)+B

max

T (t) Depth: 75 cm
A=0.126 + 0.025

CIC
g

0.4 ®=0.216 £ 0.014 (rad/h)

6=4.830 =+ 0.401
B=0.758+0.018

1 = 0.0063
1

0.2

0-0 1 1 1
0 10 20 30 40

t (hours)

FIG. 4. Diurnal variation of soil radon concentration levels at depth 75 cm over two days (48 h cycle). See text
fOI' T75 cm (t)
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Tentative explanation of the choice of a
cosine fitting function

The fact that the cosine function fits well the
data was thought of being related to the periodic
variation of the temperature of the soil. The
following assumptions support this idea:

1- The soil is considered as a semi-infinite
homogenous medium. Porosity of the soil n
is considered to be constant (n= 0.5 as
confirmed by a separate study). Since
measurements in this study were done just
before the beginning of the rainfall season in
the region, soil moisture variation is
neglected.

2- Dependence of soil radon diffusion on
pressure is also neglected. For relatively short
periods of measuring time, atmospheric
pressure in the study region does not vary. In
addition, various previous studies, in
particular that of Schubert and Schulz [16],
support this assumption.

3- The temperature of the soil can be obtained
from the solution of the heat equation:

oT
ViT = —k— (1)
ot
with a heat wave, originating from the sun and
hitting the soil, given by:

1(t) = Ty cos(wt + d) at z = 0. 2)

k is the thermal diffusivity. k is related to the
Fourier coefficient, a, of a medium of density p
and specific heat capacity at constant pressure
cp, by the relation:

k=at (3)
Cp

Ty is the maximum amplitude of the heat source

(the sun) generally taken to be 15 °C, i.e. the

average temperature of the earth, o is the angular

frequency of the earth (o = 7.27 10” rad/s =

0.262 rad/hour) and & is a phase constant.

4- The temperature field, 7(z,f), at depth z below
the soil/air interface is the solution of the heat
equation with the boundary conditions:

7(0,¢)=T,, +T, cos((ot) 4)
T(oo,t) =T, ®)
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where T, is the average temperature of the soil-
air interface (around 20 °C in this study). This
solution has the form:

T(z,t) =T, +Tye "~ cos(w(t—in (6)

v

Taking a, the Fourier coefficient for soil
(0.018 cm*s™),

F =, o/(2a) = 0.0449cm ™",
v=+2am =0.0016cms™ =5.827cmh™

The fitted values of ®, & and B are used in
order to plot the dimensionless function:

7,(r) = —T(&;)O_ .

(7)
= B+ e_FZcos(a)E t—ED
v

for the depth z = 25 cm. The offset parameter B
obtained by the fit is used here to scale the
function with the data. The origin for 7.(¢) is
shifted by two hours. The dimensionless
functions Trsem(?), Tsoem(?) and  Tirsem(?)  are,
respectively, shown in Figures 2, 3 and 4
(dashed line) — no units needed.

For clarity we give below these functions,

7;5cm ( [) =

0.611+0.325 cos(0.262((£~2)~4.290)) (8
T;OCIH ([) =

(8b)
0.879+0.105 cos(0.262((1-2)-8.580))
EScm (t) =

(8¢)
0.758+0.034 cos(0.262((¢~2)-12.870))

The diurnal variation of soil radon

concentration levels follows a pattern similar to
that of the temperature variation with time for
the depths 25 and 50 cm.

The cosine behavior is less marked for the
depth 75 cm, and as can be seen in Fig. 4 the
diurnal variation of temperature shows no
correlation with the wvariation of C/C,,. The
incoming solar radiation energy is utilized as
heat as it travels down the soil profile. Thus,
available energy decreases with depth. An
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amplitude damping is observed. This damping is
due, as expected, to the factor
Fz

e” in Eq. (7). This damping causes a
distortion which is visible in Fig. 4. In addition,
there is a delay in the time at which any specific
location on the temperature cycle reaches a given
point in the soil. This time lag becomes more
pronounced with increasing depth [27].

Conclusion

The present study shows that the measured
periodicity of soil radon concentration levels can
be fitted using a cosine function. This fit
produces a pattern similar to that of the variation
of temperature with time at the depths 25 cm and
50 cm. The variation of temperature is obtained
by resolving the heat equation for a heat wave,

originating from the sun, hitting the soil which is
approximated as a semi-infinite homogenous
medium. Besides its theoretical importance, this
work may help in the study of earthquakes. An
application of this work would be the following:
permanent monitoring of the soil radon
concentration levels in real time and their pattern
similar to the diurnal variation of the temperature
of the soil, could indicate, in the case of sensitive
perturbations in the cosine pattern, changes of
the structure of the soil due to tremors following
an earthquake.
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Introduction

The concept of fractional calculus goes back
to Leibniz, Liouville, Riemann, Grunwald and
Letnikov [1-3]. Derivatives and integrals of
fractional order have found many applications in
recent studies in mechanics and physics. In a
fairly short period of time, the list of such
applications becomes long. For example,
mechanics of fractal media, quantum mechanics,
physical kinetics, plasma physics, mechanics of
non- Hamiltonian systems, theory of long-range
interaction and many other physical topics [4-
20]. In mathematics and theoretical physics, the
variational ~ (functional) derivative is a
generalization of the usual derivative that arises
in the calculus of variations. In this paper, we
consider the fractional generalization of
Schrodinger Lagrangian density and obtain the
Fractional dependent Schrodinger equation from
it by using Agrawal approach in Caputo's
formula.

Schrodinger equation represents a
fundamental equation in quantum field theory.
This equation can be derived from classical
physics by using Nelson's stochastic theory [21].
However, only during the last decade have
scientific papers concerning fractional quantum

mechanics appeared. Muslih et al. [6] presented
a fractional Schrodinger equation and its
solution. They extended the variational principle
formulations for fractional discrete system to
fractional field system defined in terms of
Caputo derivatives to obtain the fractional Euler
Lagrange equations of motion.

Laskin [21-25] has shown that the path
integral approach over levy paths leads to
fractional quantum mechanics. Next, he
considered the fractional Schrodinger equation
for some particular cases like fractional Bohr
atom and 1-dimensional fractional oscillator.
Naber [26] showed a time Caputo fractional
Schrédinger equation. Wang and Xu [27]
generalized the fractional Schrodinger equation
to construct a space-time fractional Schrodinger
equation. Hall and Reginatta [28] showed that
the fractional Schrodinger equation can be
derived exactly from Uncertainty principle.

In this paper, we would like to derive the time

- dependent and independent fractional
Schrodinger equation from fractional
Schrodinger Lagrangian density wusing the

fractional wvariational principle, and also to
quantize this Lagrangian density by writing the

Corresponding Author: Emad K. Jaradat
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creation and annihilation operators in fractional
formula.

The plan of this paper is as follows:

In the next section, we present the fractional
Caputo definition in left right term. Then, we
define fractional Schrodinger Lagrangian density
and use the theory developed to derive the Euler
Lagrange equations which represent the
Schrodinger equations. Thereafter, the fractional
Schrodinger Lagrangian density is canonically
quantized in terms of Caputo's definition by
writing the fractional canonical commutation
relations. Finally some concluding remarks are
given.

Caputo Fractional Derivative

Several definitions of fractional derivatives
and integrals have been proposed. These
definitions include Caputo, Riemann-Liouville,
Grunwald-Letnikov, Marchaud and Riesz
fractional derivative [1-2]. Here, we reformulate
the Schrodinger Lagrangian density and Euler-
Lagrange equations in terms of left-right Caputo
fractional derivatives, which are defined in [1].

We begin with the left and the right
Riemann—Liouville fractional derivatives of
order a > 0 of a function x(f) which are defined
as:

F(n-a)\dr ) :
)
and
Djx (t)=
1 A n—-a-1
F(n—a)(_gj ;l.(r—t) x(r)dz'
(2)

The left Caputo Fractional Derivative LCFD:
DS (t ) =

e (2w
(3)

and the right Caputo Fractional Derivative
RCFD:
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thbaf (t):
b " 4
-t[ nal(‘j_rjf(f)df 4)

Here, I' represents the Euler's gamma
function and a is the order of derivative such that
n—1<a <n.If a is an integer, these derivatives
are defined in the usual sense, i.e.:

aDﬁf@):(égng (5-)
Dyf (t)= [—df dit)]a (5-b)

D (1 (

j (5-¢)
)

‘DIf (1)= ( s (t ]a (5-d)

Our fractional Hamiltonian formulation
presented here is based on the following theorem
[15]. This theorem is stated here (without proof)
for completeness.

Theorem. Let J[¢] be a functional of the form

:j)[L (t q,aD“q,ch'B )dxﬂ

where 0 < a, f < 1 and defined on the set of
functions y(x) which have continuous LCFD of
order a and RCFD of order f in [a, b]. Then, a
necessary condition for J[g] to have an
extremum for a given function ¢(¢) is that g(¢)
satisfy the generalized Euler—Lagrange equation
given by:

8L +eDe oL o tﬁ @L
aq 0.;D/q 0‘D/q

t €la,b]. (6)

=0

The Euler-Lagrange equation has been
extended to classical field systems [14-15]. The
action of the classical field containing fractional
partial derivatives takes the form:

J(q)=
JL((//,Z’D w, Dy, D%y, ‘Dl w,t)\d x
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The extremization of this action leads to the
fractional Euler-Lagrange equation of the form:

A pe e
og " " 0.Dlq “0,°Dfq
X, e[a,b], (7)

oL .., oL . , 0L
P e
oy 9,D/ "y 9, Dy
<pe oL oy 0L

lax,thal//

®)

Note that for o = = 1, the last equation can
be reduced to the standard Euler-Lagrange
equation for classical fields [29].

Schrodinger Lagrangian Density in
Caputo Fractional Definition

The concept of Lagrangian density is defined
as the kinetic energy per unit volume minus the
potential energy per unit volume. The usual
Lagrangian of the system will be then equal to
the Lagrangian density integrated over the whole
volume of the system. Many applications of
fractional calculus amount to replacing the time
derivative in an evolution with a derivative of
fractional order. A given classical Lagrangian is
not unique because there are several possibilities
to replace the time derivative by fractional case.
One of the requirements is to obtain the same
Lagrangian expression if the order o becomes 1.

The main purpose here is to write the
fractional formula for the Schrodinger
Lagrangian density using the above definitions:

c=ihy'| Dy + D/y |
N A
—V(r)y'y

€]
Apply generalized Euler-Lagrange Eq. (7) on
the fields w ", respectively to get equations of

motion from the Schrodinger Lagrangian density
in Caputo Form.

First for "

oL
oy

-=ih[ Dy + DLy |-V (r)y

and
e a oL B oL B
x, b ai‘DYa * a " x, 8chb’Bl//*
g OL g OL
t b C a * ..Dh C a *
8aDt Y aan W
OL OL
cnf cn B
+ a aCD/)’ F a X 0 CDﬂ *
R oY
Then

Df—— _4y°pF
X, b acDall//* Xy, a CDbﬁl//*

e[ pe[pzve v ]
2|+, DL Dy + DLy ]

Adding these results and putting them equal
to zero, we get:

ih[iDtaW+foV/]_V (I")W
_R? X,CDfBDzW“Lx?DhﬂW]
o +D![SDiy+ "Dy ]

=0

(10)

This represents fractional time-dependent
Schrodinger equation in terms of Caputo
definition. Ase, f — 1, we obtain the classical

time dependent Schrédinger equations [30].

For second field i, we get:

oL .
— =
oy (r)v

and

then
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ema OL

, L
Df—————+ ‘D’ 0
w0, Dy

Df = =
o 8rbeﬂl//

_%[:’Df + “’D}f‘][ng‘ v+ Xbeﬂl//*]

Similarly, adding these results and putting
them equal to zero, we obtain:

—V (r)y" +
_%[;Dx’f + fob“][inf'/f* + fobﬁt//*]
=0

(11)

This equation represents the fractional time
independent Schrodinger equation in fractional
Caputo definition. Asa, f — 1, we obtain the

classical time independent  Schrodinger
equations [30].
Canonical Quantization of

Schrodinger Lagrangian Density

In order to quantize the Schrodinger equation,
we will treat it as an ordinary field equation for
which we will first develop the Hamiltonian
density formalism:

H = ”(iDta'//"‘ beﬂW)

(12)
+7° (SDt"’z//* +SDfy’ ) —L
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* . .
where 7,7 canonical conjugate momentum for

fields w, " respectively, which are defined as:

T= oL T=ihy"
“o(prw+niy) Y
1t = oL 7" =0.

o(uDfv +Dly")

Substituting these values in the Hamiltonian
density formula, we get:

s =ihy (0D +D/'v)
~ihy"[ Dy + D}y |
+%[§Di v+ Dy |[$Dfw+ DLy |

+ (r)y'y

After some algebraic operations, we obtain:

%[EDZW* + 5Dy | iDfw + DLy ]
+V (r)yv'y
(13)

Using Derac algebraic method to rewrite this
quantity [27] gives:

7 !

2m

[\/;{(gz); + D)y (SDf +fo,,ﬂ)z//}; +ily (r)l//*l//};]x

( T ((<Dp + Df Y (D7 + 0P

i v

Generalize this formula using fractional definition in terms of £, v as:

2m

2m

where £, v are noninteger numbers.
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{ T {(coz+ o (024 DYl iy <r>w*‘ﬂ};}

.
L B (br s+ DYy (D2 + LY} il ()

“
2_

|

(14)

(15)
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We can define a”,a as:

= ez + 00 (02 + DLW il (v o
a= (i + DY (5D DL il (v a”

where a’,a are the fractional creation and annihilation operators.
Now, we want to write the canonical commutation relations CCRs as:
h2
. 2m
[a".a]=
h2

2m

SIA

{(CDa CDbﬂ)l//*(lioi +Xbeﬂ)¢//} +i{V (r)l//*l//},

N\‘:

Y ()

Ema FEKRTS [ VRR T A
This is equal to:
[a+,a]:a+a—aa+ (18)

Expanding these values, we get:

oz et o o0 i

( ;_2{(§DZ + DY (502 + DL Y} iy (F)V/*W};J

2m

[@ (<02 + DY (SD2 + D Yu) + iy (r)'//*w};]

{ L P (R T Rt (”‘”*"’};J*

The first term can be written as:

(E R A T R <r>w};}
n’ “ ,
[\/; (Eoz + 50w (05 + D} iy <r>w*w}z]

Using the Hamiltonian density definition, then:

aa=9H,, +i\/§{{V (r)g//*(//}g ,{(SDX“ + Xbeﬁ)l//* (SDX“ + :Dbﬁ)l//}g} (19)
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The second term equals:

[NRRS

a ( R A (AR 1

[@ <Dz + D) (52 + D2 Yl iy (WW}?J

Similarly, using the Hamiltonian density definition gives:

Emad K. Jaradat

2 Ll v
aa" =H,, +1\/§[{(2Df + ;Dbﬁ)y’* (lia + ;Dbﬁ)y’}z ’{V (”)‘/’*V/}z} (20)
Rearranging this term, we get:
2 v V4
w30, b o 1 o550 0o (5 0 | o
Substituting these results in Eq. (18), we get:
a‘a—aa” = Zi\/g{{V (;’)l//*t//}g ,{(‘;Df + :Dbﬁ)l//* ((;Df + Xbe"”)t//}g (22)
Expanding the square brackets, we get:
\/77 v (r)v/‘l/f}% {(Cp2+ DL )y (Sps + D) )w}g
a‘a—aa’ =2i,|— . , (23)
e o (24 DL P (rwrv )
Rearranging the terms in the square brackets, we obtain:
WV (r)wy)? {(Cpe +. D0 )y (S + D/ )W}‘;
vamar =3I (O (<02 o)) o
(D2 + Pl
Using fractional Leibniz rule to rewrite the second term in the square brackets, we obtain [31]:
(rw t/f}% {(Spe+ D0 )y (SDg + Dy )2
N H , 7 ‘
a'a—aa’ =2i o _{V (r)};é F(2+1j 8%-1 y/*g of % F(2+1) a%—.f Lof
R )
(25)

As a special case, taking ,v = 2, the Canonical Commutation Relations CCRs reduce to the

original relations like:
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hZ
[a*,a]:%/% [V (r)w'w.Vy' V] (26)
/ v, Vy' |[Vy+y' Vy'ly,Vy
[ ] 2iV ( r) [ ] [ ]
2m [y Ny [Vyy+Vy' [y Vy v

. : oo . .
[a",a]=2iV (r),/g{w V' vV 1+ V' V)
Similarly we can define other canonical commutation relations as:

~

- {(CDa c Da CDbﬂ)y/}z—l-i{V (r)l//*l//}%

Dﬁ C
(a9 |= [\/Z CD"‘ oYy (CDs + CDf)t//}g—i-i{V(r)y/*y/};Jx 27)
N;{(CD Y (D5 + D0 ) i{V(r)W*W}ZJ

[a*,a*a} =a" [a*,a}

Substituting the values of creation and annihilation operators gives:

(e DY (0 5 DL Sl (v
Lo ae)= E (<02 + D0) (502 + DLWl il (v
X

h2
2m

(o v ) (502 + DLW =il (v

Similarly, we can write other commutation relations as:

{eps 0y ooz = oo
S (E ((cp2 + Dt (s 4 DL il (V),,*W}Z]x 29)

H
2

( Aoz 02 (505 + S Yol ity <”)"’*"’};j

[a,a*a] = [a,a*]a
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This is equal to:

hZ

[a,cfa} =

DLV -ily (r)w):

JE oo
m

x\/%{(il)va + :Dbﬂ)‘”* (SDZ * ’“‘CDbﬂ)l//}

S l(Cps + n )y (Coi +

Emad K. Jaradat

H
2

Df Yy l? +ify (r)w*w}g

ad
2

Y (vl

and
2 H v ]
iy PSPz + DYy (D2 + DL il (v
[7.t]= - ) ) (29)
X g 6D+ D0 (S0 + Dy il (v
and
[a+,a+]:[a,a]:[}[,7{]:0. (30)
Using equation [30], we find the Heisenberg equation [30] for the a,a”
da 1 -1
o~ _Z - 31
- h[ﬂ,a] h[a,}f] 31
da* - . ir .
” =%[?{,a ]=—[a ,7—[] (32)
Conclusion
Schrodinger time -  dependent  and general formula for creation and annihilation

independent equations in Caputo's fractional
form are derived using Agrawal procedure for a
given fractional Schrodinger Lagrangian density.
The classical time - dependent and independent
Schrodinger equations are obtained as a
particular case of the fractional formulation. In
the second part of this paper, we write the

operators and construct the fractional Canonical
Commutation Relations (CCRs) using Dirac
algebraic method. We have shown that the
Canonical Commutation Relations (CCRs) in
classical form are a special case of the fractional
form of these equations.
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Abstract: Analyzing ten known galactic clusters, we were able to identify a serious mass
discrepancy when comparing masses calculated from the velocity dispersions of galaxies
through virial method and the masses estimated through gravitational lensing. The masses
obtained through virial theorem are more than twice those obtained from weak
gravitational lensing observations. This might indicate that the equivalence of inertial and
gravitational mass is violated in the case of dark matter.
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Introduction

Dark matter (DM) is a concept that was
invented in order to explain the mass
discrepancy which was calculated in studying
the rotation of galaxies and their motion in
clusters. The mass needed to explain the motion
of stars in galaxies and the galaxies in galactic
clusters is much larger than the observed mass
[1]. The difference between the calculated and
the observed mass was called Dark Matter, and
it is named as such since it does not emit any
form of known radiation.

Physicists can measure the mass of dark
matter indirectly by observing its gravitational
effects in a variety of ways: rotation of galaxies
and their motions within the galactic clusters [2]
and [3], gravitational lensing [4], and the Cosmic
Microwave Background (CMB) analysis [5]. All
these observations have confirmed the need for
dark matter as an extra component for the total
mass of the universe.

The nature of dark matter is far from being
explained let alone be carefully understood. For
example, some observations indicate that DM is
collisionless [6, 7]. On the other hand, the
application of known laws of gravitational
physics, using the assumption of the equivalence
of the inertial mass and the gravitational mass,

requires DM to get concentrated in centers of
galaxies and galactic clusters, not in the halos as
is usually indicated by observations, which is
counter intuitive. Moreover, being non-emissive
of any sort of radiation, DM must be either a
dynamical effect or a new sort of mass that is
composed of a weird sort of constituents.

Several proposals were put forward in order
to explain DM. Among them was the dynamical
effect proposal of Milogrim [8] to explain the
rotation curves of the galaxies by assuming that
Newton’s second law of motion should be
modified for systems experiencing extremely
low accelerations. Other proposals include the
expectations to find some massive objects in the
galactic halos called MACHO, but particle
physicists suggested that DM might be some
sorts of exotic particles like Weakly-Interacting
Massive Particles (WIMPS) or the super-
symmetric components generated by the
development of the standard model.

The other problem we face with DM is the
estimations of the mass obtained through
different observations and analyses. Here, we
have different sorts of discrepancies in these
estimations, some are attributed to inaccuracies
in the measurement techniques and some others
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are attributed to the physical conditions of the
systems under measurement. Whereas the CMB
analysis suggests that the DM component of the
universe is about 6 times the baryonic mass [5],
the analysis of mass estimates by gravitational
lensing of several clusters indicates that the total
mass of these clusters is about 2.4 times the
baryonic mass [9]. This has motivated us to
calculate the inertial masses of some galactic
clusters and compare them with masses obtained
from gravitational lensing. The inertial masses
are obtained from the observations of the
velocity dispersions in clusters using virial
method for those clusters which satisfy the
necessary stability condition required by the
virial method. Our results show that the mass
calculated via the virial method is more than two
times larger than that obtained through estimates
based on weak gravitational lensing observations
for the same object. This will open prospects to
discuss the nature of DM, and may answer
several other questions; for example: Is DM a
real mass or an effective mass?

We will start by presenting the basic
formulation for the mass function derived from
the virial theorem and then calculate the virial
mass of some clusters and compare the results
with the estimated mass from gravitational
lensing. Then, we discuss the problem of DM
distribution in galaxies and comment on the
implications of having the gravitational potential
of the DM being different from that of ordinary
baryonic matter. Here, we try to give an
explanation for the results obtained by Bidin and
his collaborators [10] which suggest a polate
distribution for DM in galaxies. Finally, we
discuss the implications and possibilities of
having DM enjoying different gravitational
properties.

The Virial Theorem

The first application of the virial theorem for
the determination of the mass of a cluster was
conducted by Zwicky who applied the method to
the Coma cluster and predicted the existence of
DM [3]. We can use the virial theorem to
estimate the total mass of an object such as a
galaxy or a cluster of galaxies from the
movement of its individual members. Suppose
you have a finite collection of point particles
interacting  gravitationally  via  classical
mechanics, and suppose that:
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1) The time averages of the total kinetic energy
and the total potential energy are well
defined.

2) The positions and velocities of the particles
are bounded for all time.

Then, the average gravitational potential
energy of the constituents is twice their average

kinetic energy <T> = —%< V> [11].

The virial theorem applies to systems of stars
that have reached a steady equilibrium state. It
can be used for many galaxies, but can also be
used for other systems such as some star clusters.
The virial theorem cannot be used for clusters of
galaxies that are still forming.

Now, assume that the system is stationary,
then we can apply the virial theorem. Suppose
that the radius vector from a fixed point in the

cluster to the mass m,; is 77; , then we have:
d2<

i 7
H]fd[Z_FIT’

Multiplying by }_’; gives:

2 2 =\2

Assume that the cluster -on the average- is

uniformly distributed inside a sphere of
radiusR, and we have G= —2<T>,
p= % nAI/e[3 , In this case:
2
G=r-F= Gﬁlgm
=-2(7)=-m(v}) @
GM(r}
)
R

where V; is the velocity vector. To find the

average of r°, we use the standard statistical
procedure:

<r2>:jvr4drdQ: 3
[ drd) 4z R

e
5

j Rr4 dr

0
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Then, the total average mass of the cluster
can be written as:

N\ L

M=(v})R ——

zo)

This means that:

SR, ,
M= G(v, ). )

Clearly, the total mass of the cluster depends
on the radius of the cluster and on the average
velocity. This velocity is a measurable value
which can be determined from red-shift
phenomena, because only the velocity

components (v, ) along the line sight from the

observer are known from the observed spectra.
Then, we have for a velocity distribution of
spherical symmetry:

() =3(2)) ®

where double brackets mean double average
with respect to time and mass.

The velocity dispersion comes from the fact
that the rotation is random, with as many
galaxies orbiting in one direction as others
orbiting in another (approximately equal
numbers of galaxies orbiting in all directions).
The line of sight velocity distribution of the
galaxies in cluster (the broadening function) is
Gaussian.

Average velocity is the speed of the center of
mass. The standard deviation from the mean is
called (velocity dispersion), then:

() =3{(v2))=3"

where o is the velocity dispersion for isotropic
motion (nothing special about the directions),
then we have:

M= 5—2 o> (6)

This is the basic formula that will be used to
calculate the inertial mass, because the
measurable value is the velocity dispersion
(which is a kinematical property), and since

astrophysical objects move with very low
accelerations, then we can take the mass
obtained by the virial theorem as representing
the inertial mass.

Comparison of Mass Estimates from
Gravitational Lensing and Virial
Theorem

There are two known methods for calculating
masses of galaxies in clusters. These are:

1) The mass estimated via weak lensing. The
experimental methods to calculate the mass
are discussed in several papers and reviews
(see [12-15]). Here, we have enough data
gathered from observations, and therefore can
be taken to be a reliable reference.

2) The mass calculated according to the virial
theorem, the formula for this mass is shown
in Eq. (6).

The mass obtained from lensing is taken to
represent the gravitational mass, but the mass
obtained from the virial theorem is considered to
be representing the inertial mass. Accordingly,
the comparison between these two masses is
expected to show whether dark matter has
different gravitational properties or not. A
compilation of the observational data for masses
via weak lensing, velocity dispersion and the
radius of each cluster under study is done, then
we calculate the virial mass from Eq. (6). Table
(1) shows the results of these calculations and
shows the difference between masses calculated
from gravitational lensing and the virial method.
The data have been selected in light of the
agreement of clusters radii, the radius of
equilibrium which is necessary for the
application of the virial theorem, and the radius
of the measurement of weak lensing. The
observational errors have been marked in the
table wherever was available in the original
sources.
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TABLE 1.
Cluster z,  RMpc) olkmls) — M10%M)  M/10"M,) =
A1689[15] 0.17 3 1989 89 138 1.55
A2163[16] 0.201 0.9 1680 13 47 29.54 22772
A2218[17] 0.175 0.8 13705% 7.8+1.4 17.467%3 2.24%06
A209[18] 0.206 0.39 898", 1.25 3.66%07 2.93%0¢
C10024[19]  0.391 3 1300 40 58.96 1.5
MS1224[20]  0.327 0.96 802 7 7.18 1.03
MS1008[21]  0.306 0.741 1024 +110 3.72 9 e 2.42707
MS1455[22] 02568  1.617 96441 4.521395 17.47°33 3.8657
RXJ1347[21]  0.451 1.408 1400 +130 23.94 32.097%2 1.34702¢
1ES065[23]  0.269 0.25 1400 +100 2.84+0.2 57405 2.04%0%

In the above table, R is the radius of the
cluster, z, is the red shift, o is the velocity
dispersion, A, is the lensing mass (obtained
from weak lensing), A, is the virial mass, and

last column is the ratio of virial mass to lensing
mass.

Clearly, all virial (inertial) masses are larger
than lensing (gravitational) masses. The last
column has the mean:

2¢

2
o |2 T gy (8)
n—1

We can see that the ratios of masses have a
mean value in the middle of mass ratio values,
with small standard deviation. We have five
values larger than the mean and four values
smaller than it, and 0.8 of data is situated on one
standard deviation (1s) from the mean, and al//
values are situated on two standard deviations
(2s) from the mean.

p=_"=212 7) These results show that the inertial
n ’ contribution of the DM is higher than
where gravitational effects, the inertial mass is about
twice the gravitational mass. This interesting
M, result may indicate that DM has gravitational
= SRk properties which are different from those of
L ordinary matter. Table (2) shows the ratio of
and the standard deviation is difference between the two masses to lensing
mass.
TABLE (2)
Cluster M,(10% M)  M,(10" M,) Mo
A1689[16] 89 138 0.55
A2163[17] 1347 29.54 1.27%
A2218[18] 7.8+1.4 17.46775 1.238"07
A209[19] 1.25 3.66°07% 1.928
C10024[20] 40 58.96 0.474
MS1224[21] 7 7.18 0.0257
MS1008[22] 3.72 9o 1.42
MS1455[23] 4.5215% 17.4773 2.866"12
RXJ1347[22] 23.94 32.097%2 0.34
1ES065[24] 2.8 40.2 5.7 1.0360:13
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The mean of these values is

<ﬁ/[> =1.12, )
M

and the standard deviation is

s=0.84. (10)

The difference between the two masses is
partially attributed to the gravitational properties
of the DM. According to this understanding, this
result reflects one important aspect of the DM
behavior.

The  Galactic
Discrepancy

Disc and DM

The first indication for the possible presence
of dark matter came from the dynamical study of
our Galaxy. In 1922, the British astronomer
James Jeans [25] re-analyzed vertical motions of
stars near the plane of the Galaxy that were
studied earlier by the Dutch astronomer Jacobus
Kapteyn [26]. Both astronomers calculated from
these data the density of matter near the Sun.
They also estimated the density due to all stars
near the galactic plane. Kapteyn found that the
spatial density of known stars is sufficient to
explain the vertical motions. In contrast, Jeans
indicated the presence of two dark stars to each
bright star.

More modern attempts were carried out in the
1980s by Bahcall and by Kuijken and Gilmore
[27] which conclude that there is no evidence for
a significant amount of DM in the disk. There
has been considerable debate about the
interpretation of the results. Early studies
claimed evidence of dark matter in the Galactic
disc, but more recently some consensus has
developed that there is little DM in the disc itself
[10]. This indicates that DM distribution does
not follow baryonic matter distribution closely
on a small scale. A very recent analysis by Moni
Bidin et al. [10] suggests that the DM
distribution takes the shape of a polate halo. This
will be analyzed below and we will try to give
our interpretation to these results in the light of
our findings in this paper. Earlier, Shaw et al.
[28] have shown that cluster halos have polate
morphology becoming more so with increasing
mass.

The Surface Mass Density of Galactic Disc

The Jeans Equations can be applied to our
Galaxy to measure the surface mass density of
the galactic disc at the solar distance from the
center using observations of the velocities of
stars along the line of sight lying some distance
above or below the galactic plane. This analysis
is important because it allows the quantity of
DM in the disc to be estimated. Determining
whether there is DM in the galactic disc or not is
a very important constraint on its nature.

The second Jeans equation in a cylindrical
coordinate system centered on the Galaxy, with
z=0 in the plane, and R=0 at the galactic
center for the Z -direction, is given by [30]:

a% (n{v, )+ %(n<vf>)

+§Z<H<V,VZ>>+5<<V3>_<V;>>

od
=—nN— s
or

where 7 is the star number density, v, and v,
are the velocity components in the r and Z-
directions, ®(R, z ) is the galactic gravitational
potential, and 7 is time. The galaxy is in a steady
state, so 71 does not change with time. Therefore,
the first term is %(11<Vz>) =0.

As it is to be expected, observations show
that [27]:
L nlvy =L(vv ) =0, (1)
or r
this is because of the cancelling of positive and

negative terms of the Z -components of the
velocity. Therefore,

gz(n<vi>) = —1182

oz’ (12)

where <Vi>is the mean square velocity in the

direction perpendicular to the Galactic plane.
The Poisson equation in cylindrical coordinates
for this system is given by:

R ()
o7

=47Gp, (13)
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(If we observe stars directly above and below
the galactic plane, all at the same radius7, we

Poti)

oD
can neglect the 3.~ and 7> terms).

Then, substituting in Eq. (12), we get:
o|-10
—{——(n( i)))} =47Gp.
n 0z

Integrating on the axis perpendicular to the
galactic plane from — Z toZ, the surface mass
density within a distance Zof the plane at a
galactocentric radius 7" is:

(r,9) = pdz
1+ 0 ,-13
:47sz oz

(n(v))dz  (14)

*Zaz n o0z

St

where we are assuming symmetry about z=0.
Therefore, the surface mass density within a
distance Z of the plane at the solar galactocentric
radius Ris:

@ _sRp= ()L,

15
0z 2xGnoz (13)

If the star number density # can be measured
as a function of height Z from the plane, and if
the Z -component of the velocitiesv, can be

measured as spectroscopic radial velocities, then
we can solve for X(R;z)as a function of Z . This

gives, after modeling the contribution from the
dark matter halo, the mass density of the galactic
disc. The recent work by Moni Bidin and
collaborators [10] shows that there is little dark
matter in the Milky Way disk. This was
interpreted to mean that the dark matter forms a
highly polate halo for the galaxy. But this
interpretation is not consistent with the
gravitational behavior of the massive halo if the
gravitational properties of DM are the same as
those of baryonic matter.

The Gravity of Dark Matter

The previous interpretation assumes that DM
behaves gravitationally like ordinary matter, and
has explained the discrepancy by assuming that
the DM distribution is very extended in the
¥ -direction, not in the Z-direction. This
interpretation is based on the common idea that
the distribution of mass in a cluster (including
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both the visible and dark matter) determines the
gravitational potential.

Normally, the potential is a function of space
and time O(7,7), where 7is the position vector
of a point at time? . If the cluster has reached a
steady-state, then @ =d(F) only. Accordingly,
the potential at any point is related to the local
density by Poisson's equation, V’® =47Gp.
The gravitational potential can be taken at any
point as the sum of the potential of the dark and
visible matter, ®=® , +d .. It is easy to see

that the dynamical density can therefore be
expressed as the sum of two contribution,
P=Ppu+ Pus- Splitting the  gravitational
potential in this way safeguards the possibility
that the gravitational coupling between the dark
and ordinary baryonic matter is not the same as
that of the standard gravitational coupling of
matter. Basically, there is no strong reason for
assuming that @,  has same gravitational

effects as those of ® ;. However, the test of this

assumption will follow through the subsequent
analysis of the kinematics of the systems under
consideration.

The  gravitational field-Observationally-
depends on velocity component in the same
direction of field, namely Eq. (30). So, if
=P, +D,, then we have:

VIS?
0
_a_Z(q)DM +O VIS) |z

=%(R 2 (16)

Now, according to the separation assumption,
there are two possibilities:

1. If® s effectively dominant, then we can

assume that the potential of visible matter is
driving the stars to move with velocities that
we can measure, and then the surface mass
density can be calculated from this motion.
On the other hand, having DM with weaker
gravitational coupling than ordinary matter
will result in resisting the motion since the
inertia is large.

2. If the two gravitational coupling constants are
different, then the total gravitational potential
is inhomogeneous. This leads to distortion in
the distribution of matter, and we expect that
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the matter will not be distributed spherically.
This second possibility may explain the Bidin
result and is in agreement with his
interpretation about the DM distribution.
Therefore, we consider the results obtained
by Bidin as an observational evidence for the
claimed difference between the gravitational
coupling of DM and ordinary matter.

Discussion and Conclusions

The original assumption of DM first appeared
when the motion of galaxies within the Coma
cluster was observed to be inconsistent with the
estimated mass of the cluster obtained from
direct observations. Motion of galaxies within
the cluster suggested that more mass existed
within it and the missing mass was called dark
matter. On the other hand, galactic rotation
curves show that the outer parts of the galaxies
are moving faster than expected by Kepler’s law.
This again suggested that galaxies contain more
mass than observed and that the hidden mass is
distributed within the galactic halo. Besides, the
investigations of the CMB suggested that the
average matter density in the universe is larger
than the observed matter density by about 5-6
times. All these three evidences assured
cosmologists and astrophysicists that DM exists.
However, no one could figure out much of the
properties of DM. According to the observations
from the rotation curves of the galaxies, DM is
thought to reside in the galactic halo, which is
counter-intuitive by all means since the large
amount of mass should reside at the center of the
galaxy and not in the galactic halo.

In this paper, we have investigated the
gravitational and the inertial properties of the
DM by comparing the masses of several clusters
calculated via the virial theorem with the masses

calculated from observations obtained by weak
gravitational lensing. We infer that the mass
obtained from the virial calculations is the
inertial mass and the mass obtained from
gravitational lensing is the gravitational mass.
Our study shows that the average inertial mass of
the clusters is about 2.4 times the average
gravitational mass. This suggests that the
gravitational coupling of DM is weaker than that
of the ordinary baryonic matter.

We believe that this result of our study
provides some basis to explain the recent results
published on the distribution of DM in the
galaxy [10] which show that the distribution of
DM is not spherically symmetric and that it takes
a polate shape. This was interpreted according to
the results of our work here as being due to the
two-component potential and the dominance of
DM in the galaxy. If DM has a weaker
gravitational coupling than ordinary matter then
this will cause some asymmetric distribution of
matter within the galaxy. However, this is only a
qualitative  suggestion, the full fledged
calculations of the morphology of the galaxy
need more accurate specification of the coupling
strength and the amounts of both components.
This question is beyond the scope of this work.

There remain several other questions on this
topic. The one is: how would a gravitationally
weak DM contribute to the expansion of the
universe? The CMB observations suggest a flat
universe with critical density on the other hand
observations of the super nova type la suggested
that the universe is accelerating [31]. The
question then arises as: how would a
gravitationally weakly coupled DM affect the
acceleration of the universe?
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Abstract: Loop quantum gravity is considered to be one of the two major candidates for a
theory of quantum gravity. The most appealing aspect about this theory is that it predicts
that space is not infinitely divisible, but that it has a granular structure. This paper
illustrates a missed proof which validates the previous prediction of the theory. It does not
prove or validate the model of quantized geometry of the spacetime which is predicted by
the theory itself, but instead, it proves the necessity of space discreteness, and the existence
of space quanta due to a simple fact or observation which is the existence of the origin
position in a coordinates system. This is done in this paper by defining one of the major
concepts in physics, which is the quantization concept, in a simple way, and applied
directly to the observation. Although the area of quantum gravity — in general — requires a
sophisticated level of mathematics, this paper was built on a simple mathematical level to

make it accessible to any reader.

Keywords: Quantum gravity; Quantization concept; Discrete space.

Introduction

The problem of quantum gravity represents
one of the major problems in physics today.
Mainly, the problem does not arise from lack of
working theories in this field, but arises —till
now— from the absence of any direct experiment
or observation to confirm any theory in this field.
Loop quantum gravity is considered to be one of
the two major candidates for a theory of
quantum gravity. The most appealing aspect
about loop quantum gravity is that it predicts that
space is not infinitely divisible, but that it has a
granular structure [1]. This paper illustrates a
missed proof, which validates the previous
prediction of the theory. It does not prove or
validate the model of the quantized geometry of
the spacetime which is predicted by the theory,
but instead, it proves the necessity of space
discreteness, and the existence of space quanta,
due to a simple fact which is the existence of the
origin position in a coordinates system, but
before considering this fact, it is essentially
important to consider the concept of
quantization.

The Quantization Concept

Quantized quantities have a discrete spectrum
and only certain values are allowed, take for
example the energy of a one - dimensional
quantum harmonic oscillator which is a
quantized quantity, from Eq. 1:

Ep=(n+3)hw wheren=0,1,2,3, .. ... (1)
the spectrum is:

1}1 11}1 21}1 31i’1

S 1o, 2ohw,3 She, ...

where E is the oscillator’s energy, h is Planck’s
constant and v is the oscillator’s frequency.

Absence of any possible value in the
spectrum between (Y2 hv) and (1% hv) results in
the existence of a gap in the spectrum between
them, because values like (hv) or (1% hv) are
not allowed, and therefore absent from the
spectrum.

Also, the absence of any possible value in the
spectrum between (1% hv) and (2% hv) results
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in the existence of a gap between them, because
values like (2hv) or (2%4 hv) are absent, and
therefore are not allowed in the spectrum. The
situation is the same between any other two
successive values in the spectrum. Therefore,
there will be a gap between any two successive
values in the spectrum. As a result of this, the
spectrum will be discrete.

The quantization of any physical variables
arises from the boundary condition used in
solving the equation of motion of the system, so
any system has its own quantization, but a
simple concept which is concluded from the
example above is that gaps in the spectrum of a
physical quantity in a specific physical system
—as in the example above— result from the
absence of any possible value between the
successive values in the spectrum of that system,
and the existence of these gaps makes the
spectrum discrete and not continuous, which is
the characteristic feature of quantized quantities
regarding the system which is considered. This
represents the quantization concept.

Existence of the Origin Position in a
Coordinates System

The physical spacetime represents a
geometrical model or a “system” that combines
space and time into a single continuum.
Mathematically, it is a manifold consisting of
"events" which are described by some type of
coordinates system. Typically, three spatial
dimensions (length, width, height) and one
temporal dimension (time) are required. The
poof in this paper can only prove the
discreteness of space without proving the
discreteness of time. For this reason, the
spacetime will be treated at specific moment for
an observer located in a frame of reference,
because at this situation, spacetime intervals can
only refer to the spatial measurements, which
represent what is required here. For illustration,
if event one had occurred at (x;, yi, z1,1), and
event two had occurred at (x,, y,, 22, t;), for an
observer located in the same frame of reference,
the spacetime interval (As) that separates event
one from event two will be:

As?=Ax2+ Ay? + Az?

which is only a spatial interval, since At = 0.
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Initially, by considering one spatial
dimension for simplicity, the space will be a
line, therefore positions in this line are
represented with one axis (x) and position
spectrum is illustrated on the axis by labeling
the axis with position units, as shown in Fig. 1.

Now, let us consider the following facts about
this spectrum:

1-From Fig. 1, the positive part of the spectrum
represents a continuum of positions directed
in the positive direction with respect to the
origin, and the negative part of the spectrum
represents a continuum of positions directed
in the opposite direction with respect to the
origin.

2-The existence of the origin position in the
spectrum which represents a position that is
located outside the positive and the negative
parts of the spectrum. Therefore, it is a
neutral position (null vector).

In the spectrum above, the number of
possible values (positions) between the positive
part and the negative part of the spectrum is one,
which is the origin position itself, but the
number of possible values (positions) between
the positive part of the spectrum and the origin
is zero.

3- By recalling the quantization concept and by
looking at the spectrum in Fig. 1, the
absence of any possible value (position)
between the origin and the positive part of the
spectrum results in the existence of a gap
between them. This happens because there is
no any possible value allowed in the
spectrum between them.

4- The gap that exists between the origin and the
positive part of the spectrum will represent a
gap between the origin and a first positive
position, since the positive part of the
spectrum is merely a continuum of positive
positions. Therefore, the gap between the
origin and the positive part of the spectrum
represents a gap between the origin and a
positive position. Call this position (x;).
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The negative part of the spectrum The origin The positive part of the spectrum
-3 -2 -1 0 1 2 3units
<€ ® >

FIG. 1. Position spectrum is illustrated on the (x) axis.

Therefore, there will be a gap between the
origin and the following position in the
spectrum, since the origin position is a relative
position and not an absolute one (Fig. 2).
Position (x;) can also be considered as an origin
position, then there will be a gap between (x;)
and the following position in the spectrum. Call
this position (x,). Position (x;) can also be
considered as an origin position, since the origin
is relative, therefore there will be a gap between
(x,) and the following position in the spectrum.
Call this position (x3), ... and so on.

Therefore, the position spectrum in the
positive direction will take the form:

O, X1, X2, X3, X4

which is discrete and not continuous, and the
number of possible positions in the axis interval
(Ax) is limited and not infinite, but what does
this mean?

Before answering the question above, it is
important to note that the argument above cannot
answer whether the successive positions are
equally spaced or not, but it only shows that they
are spaced.

o &
g | 2

FIG.2. The origin is a relative position. Take this
example for illustration. For an observer located
in position (1), the value of position (2), for
example is 4 units to the right (+4 units), and for
another observer located in position (2), the value
of position (1) is 4 units to the left (—4 units). Both
observers are right, since each one uses his own
position as origin.

5- The “classical” definition of a line is that it
represents a one - dimensional continuum of
infinite numbers of points. This definition
makes any given value of a line infinitely
divisible. By considering this definition, since
every point in the line refers to —or
represents— a position in the space, the
existence of an infinite number of points
between two positions, take for example the

interval (Ax) which is bounded by position A
and position B as shown in Fig. 3.

The origin
L

R
*—>»

A
L

A

Ax

FIG. 3. (Ax) interval bounded by position (A) and
position (B).

The existence of an infinite number of points
between A and B results in the existence of an
infinite number of positions between them, or in
the interval (Ax), since every point refers to a
position. This makes a contradiction with the
conclusion in paragraph (4). By redefining a line
as a continuum of quanta, one - dimensional
quanta, instead of points, the spatial quantum
represents an elementary value of length, hence
it 1s not divisible, and therefore the observation
of space below the quantum level or length value
is not possible, because it results in the
divisibility of the quantum itself. As a result of
this, the quantum can only contain —or refer to—
one possible position in space, which is at the
level of the quantum itself. Therefore, the first
quantum in the positive direction will refer to
position (x ), and the second quantum will refer
to position (x ), ... and so on. Since the
quantum has a non-zero value of length, the
number of quanta between position A and
position B in (AX) interval is limited and not
infinite. Therefore, the number of positions
between A and B is also limited, and this is
consistent with the conclusion in paragraph (4).

From the previous discussion, the existence
of the origin position illustrates a discreteness in
space structure, but it does not illustrate a
specific or certain shape of microscopic
geometry at the quantization length scale. This
will represent a problem when trying to extend
the previous conclusion in (4) to include two and
three spatial dimensions. The problem is solved
by using a large length scale relative to the scale
of quantization, because at this large scale the
microscopic quantized geometry is reduced to
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the classical macroscopic geometry as an
approximation (just as the classical mechanics is
used as an approximation of quantum mechanics
at the macroscopic length scale).

Therefore, by choosing the large macroscopic
length scale, the classical Cartesian coordinates
system is used as an approximation, but it is
important to bear in mind that the axes (x), (y)
and (z) are quantized and not continuous, since
they contain an origin position.

By considering areas, an additional spatial
dimension (y) is required, and it is quantized just
like (x), since it contains an origin position. The
“classical” definition of area is that it represents
a two - dimensional continuum of an infinite
number of points, and this definition makes any
given value of area infinitely divisible. This
definition will make a contradiction with the
conclusion in paragraph (4) as will be illustrated
below.

Now, take a circle, for example, from the
classical definition of area, it represents a
continuum of an infinite number of points
spreading in two dimensions. Since every point
in the circle refers to —or represents— a position
in space, the existence of an infinite number of
points in the circle results in the existence of an
infinite number of positions inside it. This
results in the existence of an infinite number of
positions in (Ax) and (Ay) intervals which
bound this circle as illustrated in Fig. 4-A below.

}l' 1

N

& Fi

X

ay

Ax
FIG. 4-A. A circle which is bounded by (Ax) and
(Ay) intervals.

This happens because every position in the
circle refers to a position in (x) and (y) axes, for
example, position or point number (1) in the
circle refers to position (x;, y;) in the axes,
position or point number (2) in the circle refers
to position (x,, ¥»), and point or position number
(3) will refer to position (x3, y3) in the circle ...
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and so on. Since the number of points inside the
circle is infinite, this results in an infinite number
of positions in (Ay) and (Ax) intervals, as
illustrated in Fig. 4-B below.

¥

Xz
AX
FIG.4-B.

Ly
:-:
ur

The previous result makes a contradiction
with the conclusion in paragraph (4), because the
number of positions in (Ax) and (Ay) intervals
will be infinite, and not limited as shown from
the conclusion in paragraph (4).

By redefining area as a continuum of quanta
instead of points, the spatial quantum represents
an elementary value of area, therefore it is not
divisible, and hence it cannot refer to more than
one position in space, just as the case with the
previous length quantum. Therefore, every
quantum will refer to a single position inside the
circle. Since the quantum has a non-zero value
of area, the number of quanta, and therefore
positions inside the circle, will be limited. Now,
since the Cartesian coordinates are used as an
approximation, every position in the circle is
approximated to a position in (x) and (y) axes.
Position number (1) in the circle is approximated
to position (xi, y;) in the axes, position number
(2) in the circle is approximated to position (x;,
V,) ... and so on, just like the idea from Fig. 4-
B, because the number of positions inside the
circle is limited. This results in a limited number
of positions in (Ax) and (Ay) intervals which
bound the circle’s area, which is consistent with
the conclusion in paragraph (4).

By considering volume, the same concept
used in dealing with area holds here, but with an
additional dimension (z) because volume is a
three - dimensional quantity. This will lead to
redefining volume as a continuum of three -
dimensional quanta, instead of points, as
illustrated below.

Take the cube in Fig. 5 as example.
Classically, the volume inside the cube is
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defined as a continuum of an infinite number of
points spreading in three dimensions. This
definition makes any given value of volume
infinitely divisible. The number of positions
inside the cube will be infinite, since every point
refers to a position, and the number of points is
infinite. This results in an infinite number of
positions in (Ax), (Ay) and (Az) intervals, which
bound the cube (the cube’s edges), since every
position in the cube refers to a position (x, y, z)
in the axes. For illustration, just as the case with
the circle in Fig. (4-B), but here with an
additional dimension (z), point number (1) in the
cube will refer to positions (xi, y;, Z;) in the
axes intervals, and point number (2) will refer to
positions (x,, y», Z») in the axes intervals, ... and
so on. Therefore, the existence of an infinite
number of points inside the cube results in the
existence of an infinite number of positions in
(Ax), (Ay) and (Az) intervals (the cube’s edges).
This makes a contradiction with the previous
conclusion about quantized axes, with a limited
number of positions inside the intervals (Ax),
(Ay) and (AZ).

This contradiction is solved by redefining the
volume as a continuum of quanta instead of
points. The quantum has a volume of a non-zero
value, and since it is elementary and not
divisible, it will refer to a single position in
space, just as the case dealing with area.
Therefore, the number of the quanta inside the
cube, and hence positions, will be limited. This
results in a limited number of positions in (Ax),
(Ay) and (Az) intervals, since every position in
the cube is approximated to a position in (x), (y)
and (z) axes, in agreement with the conclusion in
paragraph (4).

¥

Ay

v

Ax

FIG.5.
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Introduction

Nonholonomic systems are [1] mechanical
systems with constraints on their velocity that
are not derivable from position constraints. The
construction of  Hamilton-Jacobi  partial
differential equations (HJPDE:S) for
nonholonomic constrained system is of prime
importance. The Hamilton-Jacobi  theory
provides a bridge between classical and quantum
mechanics; it implies that quantum mechanics
should reduce to classical mechanics in the
limit72 — 0. The principal interest in this theory
is based on the hope that it might provide some
guidance concerning the form of a Schrodinger-
type quantum theory for constrained fields. The
fact that [2-4] solving the Hamilton-Jacobi
equation gives a generating function for the
family of canonical transformation of the
dynamics is the theoretical basis for the powerful
technique of exact integration of Hamilton's
equations that are often employed with the
technique of separation of variables. In addition
[5, 6], calculating the Hamilton-Jacobi function
enables us to construct the wave function of
constrained systems, for which the constraints
become conditions on it in the semiclassical
limit. This limit also is known as the WKB
approximation and it is named after physicists

Wentzel, Kramers and Brillouin who all
developed it in 1962. The WKB method is a
powerful tool to obtain solutions for many
physical problems and it is generally applicable
to problems of wave propagation in which the
frequency of the wave is very high or
equivalently, the wave length of the wave is very
short, so that the motivation of this work is
furnished by the desire to understand the
quantization of nonholonomic constrained
systems within the framework of the WKB
approximation.

Generalized Lagrange and Hamilton
Equation for Nonholonomic System

Nonholonomic system [7] originated in the
Lagrange-d'Alembert principles. Ferrers by
adding constraints in the form of Euler-Lagrange
equations derived nonholonomic system of
equations of motion. We assume that the
Lagrange function for nonholonomic system has
the following form:

L=1(q.9), (1)

and the nonholonmic constraints
independent and linear in the velocities:

are time
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ijfj(qﬂq.i):O (2)

The Hamiltonian equations of motion are
derived below [8]; we start from the correct
equation of state:

d| oL oL 19/
— = |z =* f 3)
dr\oq; ) oq; aq ;

J

This equation is called the constrained Euler-
Lagrange equation.

With
a

pj_&)j

, “4)

the Hamiltonian is defined in the usual way as:

HO(qoq:t) :piq‘i _L(q9q9t) (5)

Theory for Determining Hamilton-
Jacobi Function for Nonholonomic
Constraints

In classical mechanics [2, 9], the Hamilton-
Jacobi equation is first introduced as a partial

differential equation that the action integral
satisfies:

S=|(pg—H,)dt. (6)

[SY SN

By taking variation of the endpoints, one
obtains a partial differential equation satisfied

by:

oS

—+H,=0. 7

o o (7
This is the Hamilton-Jacobi equation (HJE).

If S(g,f)is a solution of the Hamilton-Jacobi

equation, then S(¢,?) is the generating function

for the family of canonical transformations that
describe the dynamic defined by Hamilton's
equations.

When the Hamiltonian does not depend on
time explicitly, the time t can be separated. In

oS
this case, the time derivative —— in the HIE

ot
must be a constant, usually denoted by
—FE giving the separated solution:

S(q,E,t)=W(q,E)—Et . (8)

Eq. 7 can then be written as:

80

Al-Ajaleen and Nawafleh

ow
HO(qiﬁpi :a_j E. )

i

For our purposes, we write the solution of
Hamilton-Jacobi (H-J) as:

S:S(ql’ ...... ,qn,Otl, ...... ,O(,n,l). (10)

The transformation equations for S give:

s

D ” (11)
oS

B _8_05[' (12)

B;can be thus found from the initial
conditions.

Following [10-13], the corresponding set of
the HJPDEs for constrained systems can be
written as:

as os
H, Yo == sPoa =% :0
q{qﬁ Qas Py " p an (13)

a,f=0,N-R+1,......N.

For nonholonomic systems, this reduces to:

, oS oS
H; =p, +H, :E"'HO(Q,B’qaspa :@j =0.
(14)
Quantization of Nonholonomic
Constraints Using the WKB
Approximation

The WKB method is a formal % expansion
for the wave function that expresses its rapid
oscillations in the semi - classical limit. Using
this expansion, combined with an approximate
quantization condition, we start from the
Schrodinger equation for a single particle in a

potential V(q):

AP SRR P W
5 V@ o Q) |w(g.t) . (15)
We can rewrite this equation by using [14]:
iS(g,t
w(q,t)=exp{(7‘“} (16)
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as

2 2
-aS 1 (aS ih| 0
—vy=—|—=| —|— | S+V
ot v Zm[GqJ Zm[ﬁqj voan

Assuming y # 0, this leads to an equation:

2 2
—as_[fasy mfayo ]
ot 2m\ Oq 2m\ Og

Now, taking the formal limitZ—>0, we
obtain the classical Hamilton-Jacobi equation:

2
-0S 1(aS
— == +V]. (19)
ot 2m\ og
One can use this equation and consider an
expansion:
S(q,0) =Sy +hS, +1*Sy +......... (20)

This is an expansion inZ. Plugging in the
expansion into Eq. 18 and collecting the powers
of %, we find:

2
—aS, 1 (@S
C=—| 2| 4V, 1)
ot 2m\ Oq

2
-as 1| [0 aSy \( &S
Lo — ] = | Sp+2{ =2 || =], (22)
o  2m oq oq )\ og

and similarly for the higher in 7. The leading

equation has only Sy, and it is exactly the same
as Hamilton-Jacobi equation. Once you solve
these equations starting from S§,S),..efc. you
have solved the wave function v in a systematic
expansion in .

The WKB approximation is used mostly for
the time-independent case. Then, the wave

function has the ordinary time

dependence exp( — ;Et

j . For one-dimensional

problem, the Hamilton-Jacobi function S takes
the form:

S(g,0)=S(q)—Et . (23)

Therefore, only S, has the time dependence
So(g,t) =S,(q)—Et, while higher-order terms

do not depend on time. The lowest term S, in
Eq. 21 satisfies the Hamilton-Jacobi equation

2
1(0S

E=—|=2| +V. (24)
2\ og
This differential equation can be solved

immediately to yield:

Sy(9) =%[\2r[E-V(q"ldq' = [ p(¢)dg' .(25)

Once we have known S, we can solve for S;
starting from Eqs. 21 and 22, and using

as,

RS 0 2
o (26)

we find:

&, \(a)_ @5,
2( o j( aq]_’( o ] er

which has the solution

S (q9)= %I dg = %ln p(gq)+ Constant

(28)

Now, the general solution of Schrodinger
equation becomes:

So(q)
h

w(g,t) = eXP[i +iS (q)} GXP(%BJ (29)

=C \/% exp[i % [y2(E- V(q')) dq’} exp( — ;Etj

where C is constant. The present approximation
breaks down when p(q) goes to zero.

However, the semi - classical expansion
(WKB approximation) of the Hamilton-Jacobi
function of unconstrained systems has been
studied [15]. This expansion leads to the
following wave function:

iS(ql-,t)}
/]

w(g;,t)= [_ﬁlw (q,-)}eXp[ (30)

where The above wave

1
Voi(g;)= .
’ \Vr(q)

function satisfies the condition:
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Hyy=0 (31)
in the semi - classical limit # — 0.

This condition is obtained when the
dynamical coordinates and momenta are turned
into their corresponding operators:

9, >4
NP

Pi = D; iﬁq,-’
5 N0

Po = Do Lo

Ilustrative Examples
1. The Sliding of a Balanced Skate

Let us consider as an illustrating example the
problem of a balanced skate on horizontal ice.
One can choose units of length, time and mass so
that the Lagrangian would take the following
form:

L:%(ic2+y2+z'2), (32)

Here, x and y are the coordinates of the point
of contact, z is the angle of rotation of the skate.
The constraint equation is:

f =xsinz—ycosz=0, (33)
Eq. 33 can be rewritten as:
y=xtanz. (34)

According to Eq. 3, we obtain:

§=M\sinz 35)
y=-Acosz (36)
=0, (37)

From Egs. 34 and 35, we find:

. —X
y= . (38)
tanz

Differentiating constraint Eq. 34 with respect
to time to eliminate A, we find:

j=3itanz+zisec’ z . (39)

Inserting Eq. 38 into Eq. 39 and multiplying
the result by (— tan(l)) lead to:

¥ =—¥tan’® z— ztsec’ ztanz. (40)

82

Al-Ajaleen and Nawafleh

By using the identity:
l+tan’ z=sec’ z,
Eq. 40 becomes:
X=-zxtanz . (41)
From Eq. 37, we can solve z(¢) as follows:
z(t)=ait+P,. (42)

Differentiating Eq. 42 with respect to time,
we obtain:

Z=aq. (43)

Integrating Eq. 41, we get:

jidt:j—tanzdz, z':% ) (44)
X dt
This gives:
Inx =Incosz (45)
or
X =Cosz. (46)
Substituting Eq. 42 into Eq. 46 and
integrating the resulting equation:
[xdt=[cos(a,t+P,)dt, 47)
lead to:
x(t)=o,sinz+f,. (48)

Substituting Eq. 46 into Eq. 34, we obtain:
y=sinz. (49)

Now, inserting Eq. 42 into Eq. 49 and
integrating the resulting equation:

[ydt=[sin(oyt+B))dt , (50)
we find:
y(t)=a,cosz+ f;, (51)
1
where Olp =— 03 =—— |
ay ay
Here, PB;,, and P; are constants of

integration related to the initial values of z,x,y;
while 0,0, andosare the initial values of

velocities.

We rewrite Eqs. 42, 48 and 51, respectively
as:
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By =z—oyt _ 5 52
1 . (52)
. oS
B, =x-0, sinz = —=, (53)
2
as
B =y—a,cosz=—=>. (54)
a
Solving Egs. 52, 53 and 54, we obtain:
1
Silz.04) = 20, _50‘121’ (55)
1 5.
Sz(x,az)zxocz —Eaz sinz, (56)
1,
S3(y,053)=y053 —§a3 coSz. (57)

Now, we collect Egs. 55, 56 and 57, which

give the  Hamilton- Jacobi  function
S(z,x,y,(xl,ocz,oc3,t).
S=, + xa, + Y,
el sing
2 27 (58)
1,
-3 a; cosz

The generalized momenta can be derived as:

—ﬁ—a —locz cosz—la2 sinz 59
p:= =05 % 593 (59)
oS
Py=7 =% (60)
oS
py= > . (61)
From these equations, we can obtain
o;,0,,05 as functions of p; andg;:
| I 5.
2 2
Oy =Py (63)
a} = py ° (64)

The Hamiltonian is defined as:

R (65)
a2

Inserting Eq. 62 into Eq. 65, we get the

following expression for the Hamiltonian:

0

1 1 2 2 . ?
H, =5 | P- 5\ cosz—p Tsinz)) o (66)

Now, we will quantize our example; first let
us apply the HIPDEs to the wave function:

Hy = p+H, ¥

(67)
We can rewrite Eq. 67 as:
_EQ -
10t
¢ no wo )
Huy= —_— 68
V= | TGer 20 )Y (68)
5 2
+———sinz
2 oy
where
s hO o ho o ho . hd
e e Ty T

and again we can rewrite Eq. 68 as:

‘ho W not , ]
———— =5t —5C08 z
iot 207 8 ox
o ., Koo
. +———8in" z————co0s z
C, 8 oy 2/ 020X
Hyy = hiﬁﬁsinz Y (69)
21 0z0y
Kt & 0*
————C0SZz—Sinz
a7 5y |
where
w(x y,50=

{20y + xo, + Y1, —%aft—%aj sinz—%%2 €0s 2)

€X]
P h

After a simplification, we get:
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Yy h 2 . h 2 . fi 2 .
Hoy=|——o05sinz——ao5sinz——a5 sinz
oV { 42 4% 2 2 Y
(70)

Taking the limit 7 — 0, we have:
Hyy=0 . (71)
2. The Snakeboard

The snakeboard is a modified version [16, 17]
of a skate board in which the front and back
pairs of wheels are independently actuated.

Let m be the total mass of the board, J the
inertia of the board, J,, the inertia of the rotor,

J, the inertia of each wheel, and assume the

relation J +J +J; =mr

The Lagrangain is given by:

1 m(,'\;+j?+126’2)

2| 27,0 +2J,¢% + T ¥ 7

The system has two nonholonomic
constraints:

£, =%+r Ocosfcotp (73)

f, =y+r Osinfcotg . (74)

The equations of motion can be obtained
from Eq. 3 as:

=\, (75)
=y (76)

mr*0+2J,¥0 = L, cotpcos® + A, cotpsin®

(77)
= Constant = (78)
py = Constant =x (79)

The Hamiltonian H is calculated by using Eq.
5 as:

1

=im(P§ +P§)+m(%—l’w)z
1 1
4—J1P2 +2—JOP§U
(80)
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According to Eq. 78 and Eq. 79, we can
rewrite this equation as:

1 1 2
HO_ZH(‘D?‘—FP;) 2(1112— O)(pH_K)
47, 2J,

(81)

Following Eq. 11, the generalized momenta
are:

Py =—. (82)

According to Eq. 7, the Hamilton-Jacobi

equation becomes:

a5 1 (asY asy
—+— +—
ot 2m\ox) 2m\ dy 4

1 oS ’ g - (83)
+—[——K‘J 25
2(mr? - 1)\ 06 47 2J,
Using Eq. 8, we get:
Sxy0,E E,E)=
Wx y.0.E, E, E)+ A1) 59

where f(?) in this example can be written as:
f(@)=-Et—~E,i—Eqg . (85)

Here, we consider:

E=E +E +Ey. (86)

We can rewrite Eq. 83 as:

os 1 aW
or 2m GX 2m Qy
=0
1 aW P '
K| +—+—
(mﬁ )\ o 47, 210
(87)
Let
2 2
u K
S - +G+C
47, 2y, T (88)

Again we can rewrite Eq. 87 as:
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os 1 (owY 1 (owY
or 2m\ ox 2m\ Oy

1 (aug jZ
+ -K =0
2(1112 —JO) 00 . (89)
+G+CG+G

We will separate the variables as follows:

Wx %6.E,E,E,)=
90
W E)+ Wy E)+Wo,.E)| O
Then we obtain:
2
1 (oW,
—|—| +C =E
2m[ ox J b ©D
LW, 2 G =E
_ + =
m (9_)/' 2 y (92)
2
1 W, ]
-x| +C =E 93
Z(mrz _Jo)( 0 3 =Lg (93)
Integrating Eqs. 91, 92 and 93, we get:
W, =2m(E, —C )x (94)
W, = JZmiEy -G, iy (95)
Wy =\/2(mr2 ~J, XEG ~C;)0+x6. (96)

Now, the Hamilton-Jacobi function takes the
form:

—Et—~ E - Eyt+\20(E,— G)x

2 — J)(E, - C)0+ K0

Let mr* —Jy=C, . (98)

Then, applying the HJDEs to the wave
function using Eq. 14, we obtain:

2 2
ho +L(—h26——hza—j

¢ |iar 2ml o o U oy

Hy = | ) , v  (99)
i) *aaa

where

w(x 30,0=

 {~Et-E—Ey+\2m(E,~C)x
+J2mE,~ G) y+2(E, - G)C,0+ k0
n

exp

After some simplification, we get:

Hyy=0 . (100)

It is worth mentioning that there exist other
examples for a continuous constrained systems
such as the mobile robot which is a classical
example of a continuous nonholonomic system
that has smellier Lagrangian and constraint
equation for the first example [18]. If we apply
the process applied in the first example to this
suggested example, we will get the same results.
Although examples of constraints that are non -
linear in velocities are frequent in mechanics and
engineering, the solution is usually not available
and the mechanical behavior of systems is often
surprising or even unpredictable. Therefore, in
the future one hopes to investigate this type of
nonholonomic constraints for example the
Appell-Hamel.

Conclusion

The nonholonomic constrained systems are
investigated  using the  Hamilton-Jacobi
quantization scheme to yield the complete
equations of motion of the system. The principal
function S is determined using the method of
separation of variables in the same manner as for
regular systems. Further, this function enables us
to formulate the wave function. We illustrate
through two examples how the Hamilton-Jacobi
equation can be used to exactly integrate the
equations of motion: The sliding of a balanced
skate and the snakeboard. It is found that the
nonholonomic constraints become new condition
on the wave function to be satisfied in the semi-
classical limit.
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Abstract: Five new models of magnetic objective lens geometry have been designed and
studied in this work. Different excitation coil shapes and their positions inside the lenses at
a constant excitation (NI = 10 kA.t) were included. Spacious comparison between these
models was realized using the finite element method (FEM) to analyze the magnetic field
distribution, magnetic flux density and optical properties for each model at low relativistic
corrected accelerating voltage (V, = 10 kV). The effect of the lens geometrical shape on the
electron beam voltage passing throughout the optical axis of the lenses at zero image plane
(Z; = 0 mm) has been inspected as well. The optimized one of the deliberated lenses has
been selected as an objective lens for low voltage scanning electron microscope (SEM)
preparatory for next research.

Keywords: Objective lens geometry design; Electron magnetic properties; Electron optical

properties; Relativistic corrected accelerating voltage; Low voltage SEM.

Introduction

In recent years, there is a high demand for
high- resolution scanning electron microscope
(SEM) in all areas of development and
fabrication of micro-electronic and opto-
electronic components in order to visually
evaluate sub - micrometer structures, as well as
to be able to identify the deviations from
standard patterns and in order to acquire and
evaluate topographical data such as heights,
widths or angles of inclination. Conventional
SEM, however, only achieves the required
spatial resolution of fractions of micrometer
down to a few nanometers for small working
distance, and high accelerating voltages above
approximately 20 kV are used which cause
resistant structures and integrated circuits to be
destructed and non-conductive or high resistant
specimens to be charged which is a disadvantage
[1]. Therefore, new researches are interesting to
obtain high resolution observation at low
relativistic accelerating voltages (less than 20
kV), particularly in observing a semiconductor
by the SEM [2].

Intensive studies have been conducted to
improve the magnetic lens geometry,
emphasizing that each parameter of the magnetic
lens has its relative significance from both the
practical and theoretical sides. The optimization
of the polepiece shape is studied for the
symmetrical double polepiece lens by Cleaver
[3] and for the asymmetrical double polepiece
lens by Wenxiong [4]. The influence of the
shape and position of the coil on the projector
lens properties of the symmetrical double
polepiece lens and the single polepiece was
studied by Al-Khashab [5]. The asymmetrical
lens is largely used as an objective lens in the
imaging system of various types of electron
microscope [6]. It was found that the
symmetrical magnetic lens usually provides a
higher magnetic flux density peak and lower
aberration coefficients in comparison with the
asymmetrical lens, due to the fact that the
asymmetrical lens is purposefully designed to
provide a large volume of free space for the
specimen holder in the region of the polepieces,
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and this requirement is found to be difficult to
achieve when the symmetrical objective lens is
used under the limited space available around the
specimen [7].

It is difficult to develop a general optimal
lens design for all applications [8]. The optimum
design of the magnetic electron lens with low
aberration coefficients is generally considered
significant [9]. However, low aberration electron
magnetic lens has been found to require a high
flux density with low half-width [10]. The aim
of the present work is to design five new
asymmetrical magnetic objective lenses with
different geometries and different energized coil
shapes and positions to study their magnetic and
optical properties in order to select the best
resolution and lowest aberration coefficients lens
the focal length (f,) of which, sometimes called
working distance, lies outside the lens region,
where all of the lenses are analyzed at constant
excitation (NI=10 kA.t). Then, the adequate one
of the investigated lenses will be chosen as an
objective lens for low voltage SEM.

Analysis Methods

Recently, the existence of computer eases the
design and the analysis of electron microscope
lenses in which this task was difficult to solve
the mathematical functions numerically. The
magnetic and electric flux density distribution
function can now easily and accurately be
generated by the aid of the computer calculation
before we start the practical design [11]. The
progress in computer simulations helps to solve a
lot of complicated design problems which was
impossible to implement previously. Munro [11]

Al-Khashab and Al-Salih

has used the finite element method (FEM) to
write packages used to calculate the magnetic
and electric fields for electromagnetic lenses
[12]. The design of electromagnetic lenses
depends on the hypothetical mathematical
models for the field distribution like the bell
shaped model and on the experimental fields.
The steps needed to design the electromagnetic
lenses numerically are [13]:

a. The finite element method (FEM) used to
calculate the axial flux density distribution
(B,) for the proposed design.

b. Calculation of the axial ray tracing (trajectory)
by solving the ray tracing equation
numerically using Runge-Kutta method.

c. Calculation of the chromatic factors for the
proposed model by using Simpson method
for each value of the axial magnetic field
distribution and axial ray tracing.

The Objective Lens Design

Five new models of asymmetrical electron
magnetic objective lens have been designed.
These are denoted as L1, L2, L3, L4 and L5,
respectively. Fig. 1 clarifies the comparison
between all of the designed lenses. It is seen that
each one differs from the others in geometric
structure of the iron circuit, coil shape, coil
position, coil sectional area of (1615 mm?, 1330
mm’, 1300 mm’, 1365 mm’ and 1895 mm’,
respectively), axial bore diameter and other
geometrical diameters. However, all of them
have the same length of polepiece snout faces of
(4mm).

a\ Y=
70 =
- .

FIG. 1. Comparison between the schematic diagrams of the objective lens design.
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The polepiece angles were taken equal to 62°
(for L1 & L2), 60° (for L3 & L4) and 58° (for
L5), according to the optimization of Al-
Khashab and Ahmad [14], who found that the
preferred angles for the double and single
polepiece lenses is in the range from 55° to 63°.
The recent designed lenses have the same radial
diameter (150 mm), while their axial length is
170 mm (for L1, L2 and L3) and 165 mm (for
L4 & LS5). The distance between the polepiece
face and the outer edge of the iron shroud bore,
which is denoted as (dqu), is equal to 15 mm (for
L1, L2 and L3) and 10 mm (for L4 & L5) as
listed in Table (1) in the present paper. A
cylindrical gap of 30 mm diameter and about 80
mm length has been designed in each lens to be
used as a place of scan coil deflector preparatory
for next future work. All the suggested lenses
have been tested at a low relativistic corrected
accelerating voltage (V, = 10 kV) and an
excitation (NI = 10 kA.t) as mentioned before.

The Axial Magnetic Flux Density
Distributon

The axial magnetic flux density distribution
(B,) of the designed lenses has been studied with
the aid of computer program (M11) for the
asymmetrical polepiece lenses [13] using the
finite element method. Fig. 2 illustrates the axial
magnetic flux distribution for the designed
lenses. It is noticed that, as we make headway
from L1 up to L5, the peaks of B, increased and
the half-widths alternated ensuring that there is a
noticed progress in the lenses design. This
behavior is useful for focusing the electron beam
passing through the optical axis of the lens. The
change in half-width is due to the difference
between spaces separating the polepiece snout
and the axial bore of the iron shroud, which is
the effective region of the magnetic field
distribution. The increase in this region reduces
the strength of the magnetic field and increases
the half-width [15] and vice versa.

B, (Tesla)

N e -
s-01 £ 5 15

—L1
—L2
—L3
—L4
—L5

25
Z (mm)

FIG. 2. The axial magnetic flux density distribution (B,) for the designed lenses at a constant excitation (NI =

10KA.1).

In spite of obtaining this clear difference in
B,, the outcome is still poor. This is because
there are other characteristics carrying
exaggerate importance needed to decide which
lens is the best, such as the magnetic flux lines
trajectory and the optical properties, which will
be explained in the next sections. It can be said
that this consequence is regarded as a primary
indicator, but not as a definitive ruling,
especially if it is well known that higher peaks of
B, can occur by increasing the sectional area of
the excitation coil and decreasing the space
between the coil and the yoke.

The Magnetic Flux Lines of the
Designed Lenses

In order to demonstrate the effect of the lens
geometrical shape on the magnetic flux lines, an
inspection has been carried out using flux
program (M13) for computing the flux density
distribution throughout the magnetic circuits of
unsaturated magnetic lenses [13] at (V= 10 kV)
and (NI = 10 kA.t).

Fig. 3 illustrates the flux line trajectories of
the designed lenses. It is clear that lens L4 seems
to be the best one, according to the regular and

&9
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little leakage of its flux lines. In addition, its flux =~ This outcome gives a good indicator to
lines propagate in preferred way and path as it is  distinguish the best liked lens. Nevertheless, this
needed to make the required effect on the  needs more investigation.

charged particles passing throughout the lens.

FIG. 3. The cross - section of the designed objective lenses and their flux line trajectories at a constant excitation
(NI =10 kA.t).
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Objective Optical Properties

For the sake of selecting the preferred lens
among the tested lenses, some aspects of the
optical properties have been investigated using
computer program (M21) for computing the
objective properties of the magnetic lenses [13]
in the low range of relativistic corrected
accelerating voltage (V, = 10V— 100 kV) at a
constant excitation (NI = 10 kA.t). The values of
V, are auto - calculated by the aforesaid program
according to the well-known relation [V, =V, (1
+ e/2mc2) V.|, where V, is the accelerating

voltage. The effect of V, on the optical properties
of the introduced lenses has been investigated at
zero image plane (Z; = 0) within vast range of V,
(10 V-1000 kV). This investigation generates
the relation cleared in Fig. 4. It is found that each
design has its own V, to constitute the image at
zero plane on the axial axis. In addition, it is
seen that lenses L4 & L5 possess the lower
proportions of V,, which means that these two
lenses need lower potential values than the other
lenses to show best liked optical properties.

= \
o

Lens no.
T
La “
1 ————
L2 o —————
| T
200000
400000
V. [(volt)

=Ll

L2
L3
LA
m LS

600000

HO00DO00

FIG. 4. The applied relativistic corrected accelerating voltages for the tested lenses needed to form a zero image

plane (Z; = 0).

The values of spherical aberration coefficient
(C;), chromatic aberration coefficient (C.),
resolving power (8) and objective focal length
(f,) have been calculated and studied carefully.
The resolving power & (equal to 0.61C,"A**,
where A is the electron wavelength) of the
designed objective lenses here is drawn as a
function of V.. Fig. 5 demonstrates this relation.
At first sight, it is shown that lenses L1, L2 and
L5 emerge the lower in magnitudes compared
with lenses L3 and L4, but they are overlapped
to be the worse ones at a working voltage (V, =
10 kV). Lenses L3 and L4 seem to be the best at
this working point, and they are nearly
conforming to each other. The preference
between them is difficult and is a scarce task. It

is necessary to go to other optical properties to
accomplish this.

Figs. 6 and 7 illustrate the relationship
between the relative spherical and chromatic
aberration coefficients to the focal length (C;/ f,)
and (C, / f,) respectively for the designed lenses
as a function of an accelerating voltage (V,). It
seems clearly that the best regular behaviors
obtained from lenses L3 and L4. For further
clarification, Fig. 6 is maximized to show the
specified operating point, where lenses L3 and
L4 gave the lowest values, and that is consistent
with the desired goal. They appear to be
completely identical and it is difficult to
distinguish the better one. Again, we need to
look for other optical properties to discriminate
between them.
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FIG. 5. Comparison between the resolving power (0) of the designed lenses with the relativistic corrected

accelerating voltage at a constant excitation (NI = 10 kA.t).
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FIG. 6. Variation of the values (C;/ f,) for the designed lenses as a function of (V,) at a constant excitation

(NI =10 kA.1).
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FIG. 7. Variation of the values (C./ f,) for the designed lenses as a function of (V,) at a constant excitation

(NI =10 kA.1).
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Fig. 8 demonstrates the comparison between
the objective focal lengths for the standing lenses
as a function of (V,). It is clear that lens L4
possesses the least value among all other lenses.
Lenses L3 and L4 seem equal to each other in
values, the magnified section in Fig. 8 clearly
shows that the objective focal length of lens L4
is larger than those of lenses L1 and L2. At the
first glance, one would think that lenses L1 and

L3 are the best depending on their low values of
the focal length (f;,), but the truth is that lens L4
is the best for a very important reason, which is
that the main purpose of this research is to
design a strong objective lens with a short focal
length to get a short working distance and to be
located outside the region structure of the lens to
facilitate the process of the specimen installation.

40 < f,(mm)

L1

—y, ——L2

£mm) |
—=—L4

——L5

1000 10000

10 100

V. (volt)

100000

FIG. 8. Variation of objective focal lengths (f,) for the designed lenses as a function of (V,) at a constant

excitation (NI = 10 kA.t).

Table (1) records some aspects of the optical
and geometrical values for the proposed lenses at
working point (V, = 10 kV) and specified
excitation (NI = 10 kA.t). The distance between
the face of the pole and the end of the outer edge
of the iron shroud (d,,) varies from one lens to
the other depending on the different designs. It is
obvious that lens L3 has the value (do = 15
mm), while its focal length is (f, = 12.34 mm),
which means that the working distance has to be

inside the lens which is considered an
undesirable property to achieve the goal of the
research. However lens L4 has the magnitude
(dows = 15 mm) and its focal length is (f, = 12.84
mm). In other words, its working distance is
outside the lens structure and that complies with
the requirements of the aim of the research work.
Details of the comparison are shown and denoted
in Table (1) below.

TABLE 1. The optical properties for the designed lenses at a working point of (V, = 10 kV) and a

constant excitation (NI = 10 kA.t)

Lensno. | Zmm) | Z,mm) | f,(mm) | d;p(mm) | C,(mm) | C(mm)
L1 -1199 | 1306 | 10.69 15 1007 5.04
L2 -99.76 | -122.3 | 22.53 15 32.2 16.92
L3 -114.1 | -126.4 | 12.@.7. 15 f.of 89
L4 -113.2 | -126 12.84 |« 10 7.9 9.27
LS 86.42 | 1065 | 20.09 10 916 1366
The above result has been considered as a  properties of the magnetic flux lines as

crucial point for the selection of lens L4 as the
best lens among the examined lenses, because it
meets all the requirements necessary to achieve
the goal of the research. It should be
remembered that this lens showed the best

mentioned previously. It should be pointed out
here that although the working distance of lens
L1 is outside the lens structure, it has been
excluded during the search for its bad most
general characteristics.
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Conclusions

In this work, it is found that to make
preference between many electron magnetic lens
designs, both magnetic and optical analyses
should be applied, and the optimization will
depend on the aim of the research to facilitate the
optimal choice. It is noticed practically that the
optical properties of the electron lenses are
improved when the excitation coil localizes

Al-Khashab and Al-Salih

nearby the air gap between the polepiece and the
iron shroud at the bottom of the objective lens.
The selection of lens L4 in this work is based on
its verification of the research goal. Lens L4 will
be investigated later to improve its magnetic and
optical properties, to fabricate it in a next
research in order to use it practically as an
objective lens in a low voltage SEM.
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Abstract: In this paper, the interacting boson model (IBM-1) is described and employed
for calculating the energy levels and electric transition probabilities B(E2) for “!**'%Gd
isotopes”. The values of the parameters have been determined using the IBM-1
Hamiltonian which yield the best fit to the available experimental energy levels. Particular
attention has been paid to the B(E2) transition probabilities. In general, a good agreement
has been achieved between the IBM-1 calculations and the available experimental results of
energy levels and B(E2) values. The results showed that the “'**'“Gd isotopes” are
rotational (deformed) nuclei and that they have dynamical symmetry SU(3) in the

interacting boson model IBM-1.

Keywords: Isotope; Energy levels; Interacting boson model; Transition probabilities.

Introduction

The interacting boson model (IBM) is a
nuclear model proposed by lachello and Arima
in (1974) [1].The basic idea of the IBM [1-5] is
used to describe the low-lying collective states in
even-even nuclei employing a system of
interacting s-and d-bosons carrying angular
momentums 0 and 2, respectively.(It is
reasonable to view the boson states as being
constructed from the valence space only and to
identify the bosons as correlated pairs of like
nucleons). The bosons number N= ns+ngq is finite
and conserved in a given nucleus and simply
given as half of the total number of valence
nucleons. There are four versions of this model
(IBM-1, IBM-2, IBM-3 and IBM-4). In the
IBM-1 version, no distinction is made between
protons and neutrons. Moreover, the valence
number counting is always done relative to the
nearest closed shells. Since the bosons could be
pairs of holes or particles, the s (L=0) and d
(L=2) bosons of the IBM-1 have six sub - states
and therefore define six-dimensional space. This
leads to a description in terms of the unitary
group in six dimensions, U(6).Thus, many of the

characteristic properties of the IBM-1 can be
derived by group- theoretical methods and
analytically expressed. The different reductions
of U(6) lead to three dynamical symmetries
known as SU(5), SU(3) and O(6), which are
related to the spherical vibrator, deformed rotor
and asymmetric (y -soft), respectively. The three

corresponding dynamical symmetries, group
chains of U(6) can be written as [5]:
U(6)-SU(5)- O(5)- O(3)= O(2) @
U((6)DSU(3)D0(3)D 0(2) (IT)
U(6)20(6)> O(5)> 0(3)> 0O(2) (11T)

The energy levels of “'**'°Gd isotopes” have
been extensively experimentally investigated
using a wide variety of reactions. From these
studies, the excited states in the "'*1°Gd
isotopes" have been investigated from (y, v"), (d,
p), (a, 2ny), (a, 4ny), (n, v), (n, n'y) and coulomb
excitation reactions which gave information
about the experimental energy levels and the
B(E2) values in these isotopes [6-28].
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The aim of the present work is to investigate
the dynamical symmetry of ""**'%Gd isotopes"
and study the energy levels and the B(E2) values
of these isotopes within the framework of the
(IBM-1) model.

Theoretical Basics of IBM-1 Model

The most general Hamiltonian of IBM-1 is

[5]:

~ |em,+ns)+a,P."P+a L.L

H = (1
+a,0 .Q+a,T, TA3+a4T4.T4

where ¢ is the bosons energy and the operators
are [5]:

A =§*s , A,=d'd

~ 1 22 1

P=—dd)-—(55
Sdd)==(55)

I [N O P

A :T)
+

&

2
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The phenomenological parameters ay, a;, (a,,
¥), a3, a4, represent the strengths of the pairing,

angular momentum, quadrupole, octoupole,
hexadecoupole interactions between bosons,
respectively.

The three chains of the dynamical symmetries
of IBM-1 are:

Group Chain I: The Vibrational SU(5) Limit

This limit of dynamical symmetry group
describes the vibrational nuclei which have a
spherical shape. The Hamiltonian of this chain
can be written as [3, 5]:

A A A
e(n,+na) +al.L

+a,lTy+a,l,T,

H" = )
Group Chain II: The Rotational SU(3) Limit

This limit is used to describe the rotational
spectra of nuclei that possess axial symmetrical
rotor. The Hamiltonian of this limit is given by
[3,5,29]:

~ A A A A
H" =alL.L+a,0Q (4)
Group Chain III: The y -Unstable O(6) Limit

This limit is used to describe the asymmetric
(y -soft) deformed rotor of nuclei, the
Hamiltonian of this limit is [3, 5, 30, 31]:

HY" =qP*' P +alL.L+al,T, %)

Table 1 shows the behavior of these limits.

TABLE 1. Energy ratios and the basic conditions of the B(E2) values of the corresponding limits [3,

5].

i E(4_1+) E(6_1+) /3(/52,41+ —>21+) B(E2,Oi—>21+) B(E2,2i—>2l+)
2] 2] B(E2;2: >07) | B(E22: >07) | B(E2:2) ->0))

SU(5) 2 3 <2 <2 <2

SU@B) | 3.33 7 <(10/7) ~0 ~0

0(6) 2.5 4.5 <(10/7) =0 <(10/7)
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The Electromagnetic Transitions Operator

The general form of the electromagnetic
transitions operator in IBM-1 is [3. 5, 32]:

- 2O
T :70[s+xs]

Al A2 A 2D
+6¥2|:d+><S +S+><d:| (6)

A 27E)
+ 5, [cfxd}

where yy, a, and g, (L = 0, 1, 2, 3, 4) are
parameters specifying the various terms in the
corresponding operators. Eq. 6 yields transition
operators for EO, M1, E2, M3 and E4 transitions
with appropriate values of the corresponding
parameters.

The electric quadrupole operator E2 has a
widespread application in the analysis of y-ray
transitions and it is deduced from Eq. 6 as [3, 5,
31]:

~ PN €
T(Ez):az[a”xS +S+xd}

e @)
+ 5, [d* xd}

It is clear that, for the E2 polarity, two
parameters a, and [, are needed in addition to
the wave functions of initial and final states.

The B(E2) values are defined in terms of
reduced matrix elements by lachello and Arima
(1987) as [5, 31, 33]:

B(E2L, > L,)=

e | ©

Results and Discussion
Energy Levels

The IBM-1 model has been used in the
calculation of the energy levels of the "'**'*Gd
isotopes", using the experimental energy ratios
E)=329, 33 and pO)= 678, 6.84,

2] 27

1 1

respectively. It has been found that the ""**'%°Gd
isotopes" are rotational (deformed) nuclei and
that they have a dynamical symmetry SU(3)
respecting to the IBM-1.

According to the Hamiltonian of the
dynamical symmetry SU(3) limit (Egs. 1 and 4),
the energy levels of the ""**'®°Gd isotopes" (total
number of bosons are 13,14, respectively) have
been calculated using the angular momentum
and quadrupole parameters [a,, (a, %) ]. The best
fit values of these parameters are given in Table
2, which shows the values of the relevant
parameters, these values are obtained by fitting
to get results of the energy levels that match with
the experimentally reported data [12-27],
whereas, the first two and the last term in
equation (1) have not been included because they
are irrelevant to the case of fully and weakly
deformed nuclei (rotational nuclet).

TABLE 2. The best fit values of the Hamiltonian
parameters for ""**'®°Gd isotopes".

Isotopes & b X
MeV MeV MeV
¥Gd 0.0065 -0.0167 -1.16
190Gd 0.00425  -0.0213  -0.61

Comparison between the experimentally
determined energy levels and the IBM-1
calculations is shown in Fig. 1. Fig.1 shows the
experimental [12, 27] and the IBM-1
calculations of ground state, y and B bands of
1381606 jsotopes". It shows that there is a good
agreement between experimental and the IBM-1
calculations.

Root mean square deviation [34]

2.
RMSD = {NLZ(EM ~E, )2} is used to

compare between experimental results and
calculations of energy levels (N is the number of
levels).The (RMSD) for **Gd is found to be
0.044 in ground state band for seven levels and it
is 0.0165 for five levels in y-band. However, it is
0.0466 in B-band for four levels, and the
(RMSD) for '“Gd is found to be 0.0724 in
ground state band for nine levels and for seven
levels it is 0.05 in y-band. However, it is 0.028 in
B-band for two levels (there is no available
experimental data).
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FIG. 1. The experimental [12,27] and calculated energy levels of ""**'Gd isotopes".

A very good agreement has been obtained
between the experimental and the calculated
energy level wvariations with the angular
momentum as depicted in Fig.2. This figure
shows that the experimental and the theoretical
energy levels of the ground state, § and y bands
n "P*1%°Gd isotopes" increase with increasing
angular momentum. A very good agreement was
also found between the experimental and the
theoretical energy levels of the ground state band

and a good agreement was achieved in energy
levels of B and y bands. In general, the
experimental and the IBM-1 calculations of
energy levels in ""*'°°Gd isotopes" increase
with angular momentum as 1(I+1) because these
isotopes are rotational (deformed) nuclei.
Comparison between the ground state, B and vy
bands of the experimentally determined energy
levels and the IBM-1 calculations is shown in
Fig. 2.

4 —

Energy Levels ( MeV )

158Gd

—%— Exp
@ 1BM-1

g - band

07T 71 T T T T T 1

0 2 4 6 8 10 12 14 16
Angular Momentum (L)

4_
/’
— 3 /
> »
[ »
= Sy
2 2] 4
)
|
>
=
o 1GOGd
c
w 1 — —e— Exp
- @ IBM-1
g-band
0 T I T I T I T I
0 4 8 12 16
Angular Momentum (h)

FIG. 2. Variation of energy levels with the angular momentum for""**'*°Gd isotopes".
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The condition of energy ratios of the
corresponding limits is shown in Table 1. It has
been found from calculations of energy levels
from IBM-1, for ""*'®Gd isotopes" that

E(;—‘) =3.33, 3.326 and E(ﬂ)z 6.99, 6.964;
+ o

1 1

therefore the "'**'%Gd isotopes" are considered
as rotational (deformed) nuclei and the
dynamical symmetry of these isotopes is SU(3)
in the IBM-1.

Electric Transition Probabilities B(E2)

Once the wave functions have been fixed by
fitting the energy levels, one could determine the
B(E2) values between these levels. The
calculated B(E2) values for transitions in
"15819Gd isotopes" were obtained by employing
Eq. 8. The used T parameters of ""**'%°Gd
isotopes" are given in Table 3.

TABLE 3. The used T®? parameters o, and [,
for "*¥1Gd isotopes".

Isotopes o, (eb) B, (eb)
58Gd 0.148  -0.0317
10Gd 0.132 -0.033

A comparison between the experimentally
determined values of B(E2) [12,16,27,28] and
those calculated by the IBM-1 model is given in
Table 4, this table show that the B(E2)

transitions between y-band to g-band and B-band
to g-band are smaller than the B(E2) transitions
between g-band to g-band. This table also shows
that, in general, there is a good agreement
between the experimentally reported and
calculated B(E2) values in ground state bands in

"FI0GH  isotopes" except the transition
10, t0o8 in ""*Gd isotope", where the
experimental and calculated B(E2) values of this
transition have weak agreement. The

experimental and calculated B(E2) transitions
between B-band to g-band and y-band to g-band

in general are in a very good agreement except
+

the transitions4; to2,, 2;t02; and 0;t0o2; in
“IGd isotope” which have weak agreement.
The weak agreement between the experimental
and calculated values in some B(E2) in those
isotopes can be explained by the fact that many
small components of the initial and final wave
functions contribute coherently to the value of
this reduced E2 transition probability, since these
small components are not stable enough against
small changes in the model parameters [35].
There is no available experimental transition
data to many transitions in Table 4, therefore,
these data have been predicted by using IBM-1.
Experimental and calculated B(E2) values are
also compared with available theoretical values.

TABLE 4. Experimental and calculated B(E2) values of g-band to g-band, y-band to g-band, B-band to
g-band and B-band to y-band in “"**'**Gd isotopes”.

¥Gd isotope
(g-band to g-band) B(E2)(e’b%) (y-band to g-band) B(E2)(e’b?)
initial state final state Exp. IBM-1 initial state final state | Exp. IBM-11BA[36]
+ +
ih gu 11'2275 11'36939 2, 0," ]0.0178 0,018 0.0170
61 . 1 L N Lél1 2, 2," 1003 0.029 0.0266
h ' ' 2, 4,7 10.0014 0.0019 0.0018
8, 6, 1.65 1.626 " N
N . 4, 2, 10.0057 0.0091 -
10, 8, 1.69 1.589 ot 4+ o037 o034 -
12, 10, 1.55 1.516 2 ! ' '
(B-band to g-band) B(E2)(e’b?) (B-band to y-band) B(E2)(e’b?)
initial state final state | Exp. IBM-1 IBA[36] | initial state final state Exp. BM-1
0, 2" 0.006 0.0097 - 0, 2," - 0.051
25" 0," 0.0016 0.0015 0.002 25" 2, - 0.0099
25" 2, 0.001 0.0025 0.0033 25" 4, - 0.0165
25" 4," 0.007 0.006 0.0076 45" 4, - 0.0118
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'“Gd isotope
(g-band to g-band) B(E2)(e’b?) (y-band to g-band) B(E2)(e’b?)
initial state final state Exp. IBM-1 initial state final state | Exp. IBM-1 IBAJ[36]
+ +
o ga 1.041 11'027137 2" o |0.0202 0.02027 0.0176
6. At ] 1593 2, 2 0.0366 0.0365 0.0275
81* 61* Lex 2," 4, 0.0037 0.003 0.0018
1 1 - . + +
10, gt ] 1603 4, 2, - 0.0081 -
! ! ' 4," 4," - 0.0433 -
12,7 10, - 1.5503 2 ! '
(B-band to g-band) B(E2)(e’b?) (B-band to y-band) B(E2)(e’b%)
initial state final state Exp. IBM-1 | initial state final state Exp. IBM-1
0, 2, - 0.00022 0, 2, - 0.0988
25" 0, - 0.00004 25" 2," - 0.0165
25" 2, - 0.00003 25" 4, - 0.0321
25" 4, - 0.00013 45" 4, - 0.0189

Note: The relation between Weisskopf unit
and electron barn unit is B(E2) (W.U) =
5.9435x10° A" (e’b%) [37].

In general, there is a good agreement between
the experimentally reported B(E2) values and the
theoretically calculated ones.

Comparison between the ground state bands
of the experimentally determined B(E2) values
and the IBM-1 calculations in '**Gd isotope is
shown in Fig.3.

According to the basic conditions of B(E2)
ratios of corresponding limits in Table 1, the
experimental and the calculated values of B(E2)
ratios are given in Table 5.

A comparison between Table 5 and the basic
conditions of B(E2) ratios in Table 1 shows that
"138190Gq isotopes" are considered as rotational
(deformed) nuclei  possessing  dynamical
symmetry SU(3) according to the IBM-1.

2.0 —
1.6 —
-'l 1.2 —
N
+
-l
&
W 0.8 — 158
o Gd
—sk— Exp
————— @ I1BM-1
0.4 —
07— 71 71 T T "1
0 2 4 6 8 10 12

angular momentum ( L)
FIG. 3. Variation of B(E2) values with the angular momentum in g-band for '*Gd.
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TABLE 5. Experimental and calculated values of B(E2) ratios in " "**'®Gd isotopes".

Isotope | B(E2;47 -2%) | B(E2;0; >2]) | B(E2;2; —>2))

B(E2;2) »07) | B(E22{ >0) | B(E2;2f - 0))

Exp IBM-1 Exp IBM-1 Exp IBM-1

5¥Gd 1.459 1.41 0.0058 0.0091 | 0.03 0.027

190Gd - 1.414 - 0.0002 | 0.035 0.035
Conclusions

Theoretical calculations using IBM-1 model
were performed for”'**'Gd isotopes” with
proton number 64. These isotopes have a total
number of bosons of 13 and 14, respectively and
considered as fully rotational (fully deformed)
nuclei, and the dynamical symmetry of these
isotopes is SU(3). The low-lying positive parity
states (energy levels) and the theoretically
obtained B(E2) values for these isotopes using
IBM-1 model are compared with the

experimentally reported values. A very good
agreement was obvious. Therefore, it is possible
to describe the energy levels of “*'%Gd
isotopes” by using IBM-1 model. Moreover, it is
worth to mention that more experimental
investigation on “"*'%Gd isotopes” B(E2)
values is required in order to identify the
strength of E2 transitions within the ground state
band, from B-band to ground band and from y-
band to ground band and from f-band to y-band.
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