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About the Cosmological Constant, Acceleration Field,
Pressure Field and Energy

Sergey G. Fedosin

Sviazeva Str. 22-79, Perm, 614088, Russia.

Received on: 12/9/2015; Accepted on: 26/11/2015

Abstract: Based on the condition of relativistic energy uniqueness, the calibration of the
cosmological constant was performed. This allowed to obtain the corresponding equation
for the metric and to determine the generalized momentum, the relativistic energy,
momentum and mass of the system, as well as the expressions for the kinetic and potential
energies. The scalar curvature at an arbitrary point of the system equaled zero, if the matter
is absent at this point; the presence of a gravitational or electromagnetic field is enough for
the space-time curvature. Four-potentials of the acceleration field and pressure field, as
well as tensor invariants determining the energy density of these fields, were introduced
into the Lagrangian in order to describe the system’s motion more precisely. The structure
of the Lagrangian used is completely symmetrical in form with respect to the four-
potentials of gravitational, electromagnetic, acceleration and pressure fields. The stress-
energy tensors of the gravitational, acceleration and pressure fields are obtained in explicit
form. Each of them can be expressed through the corresponding field vector and additional
solenoidal vector. A description of the equations of acceleration and pressure fields is
provided.

Keywords: Cosmological constant, Acceleration field, Pressure field, Covariant theory of

gravitation.

1. Introduction

The disadvantage of this approach was that the
relativistic energy of the system could not be
determined uniquely, since the expression for the
energy included the scalar curvature. In this
paper, we use another universal calibration of the
cosmological constant, which is suitable for any
particle and system of particles and fields. As a
result, the energy is independent of both the
scalar curvature and the cosmological constant.

The most popular application of the
cosmological constant A in the general theory
of relativity (GTR) is that this quantity
represents the manifestation of the vacuum
energy [1-2]. There is another approach to the
cosmological constant interpretation, according
to which this quantity represents the energy
possessed by any solitary particle in the absence
of external fields. In this case, including A into
the Lagrangian seems quite appropriate, since In GTR, the gravitational field as a separate
the Lagrangian contains such  energy object is not included in the Lagrangian and the
components, which should fully describe the role of a field is played by the metric itself. A

properties of any system consisting of particles knovyn problem aris.ing from such an approach is
and fields. that in GTR there is no stress-energy tensor of

. o the gravitational field.
Earlier in [3-4], we used such calibration of

the cosmological constant, which allowed to II} contrast, in the. coyariant theory .Of
maximally simplify the equation for the metric. ~ gravitation, the Lagrangian is used containing

Corresponding Author: Sergey G. Fedosin Email: intelli@list.ru
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the term with the energy of the particles in the
gravitational field and the term with the energy
of the gravitational field as such. Thus, the
gravitational field is included in the Lagrangian
in the same way as the electromagnetic field. In
this case, the metric of the curved spacetime is
used to specify the equations of motion as
compared to the case of such a weak field, the
limit of which is the special theory of relativity.
In the weak field limit, a simplified metric is
used, which almost does not depend on the
coordinates and time. This is enough in many
cases, for example, in case of describing the
motion of planets. However, generally, in case of
strong fields and for studying the subtle effects,
the use of metric becomes necessary.

We will note that the term with the particle
energy in the Lagrangian can be written in
different ways. In [5-6], this term contains the

invariant ¢p,4/g,, u"u" , where p, is the mass

density in the co-moving reference frame and
u" is four-velocity. The corresponding quantity
in [7] has the form p002 . In [3] and [8], instead

of it the product c¢,/g,, J*J" is used, where T

Sergey G. Fedosin

J* is mass four-current. In this paper, we have
chosen another form of the mentioned invariant

— in the form u u J* . The reason for this choice is
the fact that we consider the mass four-current
J* = p,u” to be the fullest representative of the

properties of matter particles containing both the
mass density and the four-velocity. The mass
four-current can be considered as the four-
potential of the matter field. All the other four-
vectors in the Lagrangian are four-potentials of
the respective fields and are written with
covariant indices. With the help of these four-
potentials, tensor invariants are calculated which
characterize the energy of the respective field in
the Lagrangian.

Action and its variations
principle of least action

in the

The action function

We use the following expression as the action
function for continuously distributed matter in
the gravitational and electromagnetic fields in an
arbitrary frame of reference:

KR-20)-1D Jre—S @ gLy jp_CEp pur_
c lexG * c " 4 *
S=[Ldt=] | J-gdz, (1)
c c
—u J" - u u" ——m J"— m
c” l6zn * c 167[0'f’wf
where:

L — the Lagrange function or Lagrangian,

dt — the differential of the coordinate time of
the used reference frame,

k — a coefficient to be determined,
R — the scalar curvature,

A — the cosmological constant,
J" = pyu" — the four-vector of gravitational
(mass) current,

P, — the mass density in the reference frame
associated with the particle,

. cdx” . .
u- = — the four-velocity of a point
ds
particle, dx" - four-displacement, ds -
interval,

¢ — the speed of light as a measure of the
propagation velocity of electromagnetic and
gravitational interactions,

(ﬂ .
o

gravitational field, described by the scalar
potential ¥ and the vector potential D of

this field,
G — the gravitational constant,

®,=vV,D,-V D, =0,D,-0,D, - the

D

o

Dj — the four-potential of the

gravitational  tensor  (the tensor of
gravitational field strengths),
&P =g g"’® ~ _  definition of the

v
gravitational tensor with contravariant indices
by means of the metric tensor g“*

B



About the Cosmological Constant, Acceleration Field, Pressure Field and Energy

c
electromagnetic field, which is set by the
scalar potential ¢ and the vector potential

A of this field,

4, =[£,—Aj — the four-potential of the

Jjh= poqu” — the four-vector of the

electromagnetic (charge) current,
P,, — the charge density in the reference frame

associated with the particle,

&, — the vacuum permittivity,
FNV:VHAV—VVAH:Q[AV—GVAH — the
electromagnetic tensor (the tensor of

electromagnetic field strengths),

_ v . . .
u, =g, u — the four-velocity with a covariant

index, expressed through the metric tensor
and the four-velocity with a contravariant
index; it is convenient to consider the
covariant four-velocity locally averaged over
the particle system as the four-potential of the

acceleration field u , = (ﬁ,—Uj , where &
c

and U denote the scalar and vector

potentials, respectively,
u, =V,u,-Vou, =8Huv —8vuﬂ —  the

acceleration tensor calculated through the
derivatives of the four-potential of the
acceleration field,

1 — a function of coordinates and time,

T, = p—ozu 0= g,—l’[ — the four-potential
Po€ ¢

of the pressure field, consisting of the scalar

potential ¢ and the vector potential II, p,

is the pressure in the reference frame
associated with the particle, the relation

Dy
Po€
state,
fﬂv =V,n,-V,x, =6H T, —6V7TH — the

tensor of the pressure field,

specifies the equation of the matter

o — a function of coordinates and time,

J-gdX=\-gcdtdx'd’dx’ - the invariant

four-volume,  expressed  through  the
differential of the time  coordinate

dx’ = cdt, through the product dx'dx’dx’
of differentials of the spatial coordinates and

through the square root \/§ of the

determinant g of the metric tensor, taken

with a negative sign.

Action function (1) consists of almost the
same terms as those which were considered in
[3]. The difference is that now we replace the
term with the energy density of particles with
four terms located at the end of (1). It is natural
to assume that each term is included in (1)
relatively independently of the other terms,
describing the state of the system in one way or

another. The value of the four-potential U, of
the set of matter units or point particles of the
system defines the four-field of the system’s
velocities, and the product u, J* in (1) can be
regarded as the energy of interaction of the mass
current J* with the field of velocities. Similarly,

Dﬂ is the four-potential of the gravitational

field, and the product D, J* defines the energy
of interaction of the mass current with the
gravitational field. The electromagnetic field is

specified by the four-potential A4 , the source of

u

the field is the electromagnetic current j*, and

the product of these quantities A, j* is the

density of the energy of interaction of a moving
charged matter unit with the electromagnetic
field. The invariant of the gravitational field in
the form of the tensor product @D, @ is

associated with the gravitational field energy and
cannot be equal to zero even outside bodies. The
same holds for the electromagnetic field

invariant F, F*". This follows from the
properties of long-range action of the specified
fields. As for the field of velocities U, the field

should be used to describe the motion of the
matter particles. Accordingly, the field of

accelerations in the form of the tensor u and

uv

the energy of this field associated with the
invariant uuvu’w refer to the accelerated motion

of particles and are calculated for those spatial
points within the system’s volume where the
matter is located.
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The last two terms in (1) are associated with
the pressure in the matter, and the product

T, J* characterizes the interaction of the
pressure field with the mass four-current, and the
. . uv o .

invariant f,, f*" is part of the stress-energy

tensor of the pressure field.

We will also note the difference of four-
currents J* and j* — all particles of the system

make contribution to the mass current J*, and
only charged particles make contribution to the

electromagnetic current j*. This results in
difference of the fields’ influence — the
gravitational field influences any particles and
the electromagnetic field influences only the
charged particles or the matter, in which by the
field can sufficiently divide with its influence the
charges of opposite signs from each other. The

field of velocities u,,, as well as the mass current

J#, are associated with all the particles of the
system. Therefore, the product u, J* describes

that part of the particles’ energy, which stays if
we somehow "turn off " in the system under
consideration all the macroscopic gravitational
and electromagnetic fields and remove the
pressure, without changing the field of velocities

By o
u,, or the mass current J* = pyu”.

Variations of the action function

We will vary the action function S in (1)
term by term, then the total variation 65 will be
the sum of variations of individual terms. In
total, there are 9 terms inside the integral in (1).
If we consider the quantity A a constant (a
cosmological constant), then according to [7-9]
the variation of the first term in the action
function (1) is equal to:

k
~kR“’+=Rg"’ - —
5S1 :.[ 2 5g05ﬂ _g dza
—kAg“ﬁ
(2)

where:
R’ is the Ricci tensor,

68, is the variation of the metric tensor.

Sergey G. Fedosin

According to [3], the variations of terms 2
and 3 in the action function are as follows:

—quﬁGJ“éfﬂ —1Jﬂ5D[,
C C
58, = : ) —gdz,
—ZD”J”g 08,p
3)
2V, 5D, -
4r G
58, =] 1 —gds,
-—U“’s
2C gaﬁ
4)
where:

éﬂ is the variation of coordinates, which results

in the variation of the mass four-current J*
and in the variation of the electromagnetic

four-current j*,

5Dﬁ is the variation of the four-potential of the
gravitational field,

and U®? denotes the stress-energy tensor of the
gravitational field:

2
aﬂ_c

472G

(gavéxvé’(ﬂ _%gaﬂéyvéﬂvj

¢’ 1

— a Kf ap v
- (QD P g, 0t j

- 4G
(5)

Variations of terms 4 and 5 in the action
function according to [6-7] and [10] are as
follows:

~LF,, 78 -2 64,
5S4=j L —gdy,
—ZA,,J g7 6g,,
(6)
cg,V, F*’ 54, -
58, = L gy J-gdz. ()
2c op

where 0 Aﬂ is the variation of the four-potential

of the electromagnetic field and W*” denotes
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the stress-energy tensor of the electromagnetic
field:

o av K 1 o v
w P :eocz(—g F.F ﬂ-i—zg PF F" j

o K 1 o \4
:gocz(FKF ﬂ—i—zg PF, F" j

®)

Variations of the other terms in the action
function (1) are defined in Appendices A-D and
have the following form:

—luﬂgJafﬂ —lJﬂ5u[,
58, = Cl ¢ —gdz,
—;uﬂJ”gaﬂ5gaﬂ
9
< Vv, u“ﬂ5u[, -
5, = 4”1" Jogds. (10)
_2_CBa'B 5gaﬂ

where Ou 5 1s the variation of the four-potential

of the acceleration field and B’ denotes the
stress-energy tensor of the field of accelerations:

: 1
B’ ="\ —o™u_u"’+=>g“u_u"|.
47_[77( 8 KV 4g uv
(11)
1 orp_1p
—~f 4, J7E" —=J"om,
58, = Cl ﬁc —gdz.
—%nﬂJ”g 5ga[,
(12)
¢ Vaf“ﬁ&r[,—
4r o
5S9=j | J-gd=, (13)
-—P“5
2¢ Eap

where the stress-energy tensor of the pressure
field is given as:

2
C

PP =
dro

1
(_gavf;(\/f’(ﬁ +Zgaﬁf;[\/f‘uvj'
(14)

In variation, in order to simplify (10), the
special case is considered, when 77 is a constant,

which does not vary by definition. According to
its meaning, 77 depends on the parameters of the

system under consideration and can therefore
have different values. The same should be said
about o .

The Motion Equations of the Field,
Particles and Metric

According to the principle of least action, we
should sum up all the variations of the individual
terms of the action function and equate the result
to zero. The sum of variations (2), (3), (4), (6),

(7, 9), (10), (12) and (13) gives the total
variation of the action function:

08 =085, +65,+35S,+65,+5S;
15
+0S,+0S,+0S;+6S, =0. (19

The field equations

When the system moves in spacetime, the
variations 5gaﬂ, &P, 5Dﬂ, 5Aﬁ, 5uﬁ and

orn 5 do not vanish, since it is supposed that they

can occur only at the beginning and the end of
the process, when the conditions of motion are
precisely fixed. Consequently, the sum of the
terms, which is located before these variations,

should vanish. For example, the variation 5Aﬂ

occurs only in 4.5, according to (6) and in 65,
from (7), then from (15) it follows that:

1. a
I (—Z]ﬁ +cg,V, F ﬁjéAﬁ\/—g dx=0.

From this, we obtain the equation of the
electromagnetic field with the field sources as:

V, F* = J* ot VoF* P =—py j*, (16)

c’e,
where 1, = —— is the vacuum permeability.
0

The second equation of the electromagnetic
field follows from the definition of the
electromagnetic tensor in terms of the
electromagnetic four-potential and from the
antisymmetry properties of this tensor:
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V.F,+V F_+V F _=0

o uv viou u-vo
apys —
or £ V.F,,=0, (17)

where £%#7° is a Levi-Civita symbol or a
completely antisymmetric unit tensor.

The variation 5Dﬂ is present only in (3) and
(4), so that according to (15) we obtain:

1 c
——JF =V ®*P |S§D,\[-2d>=0.
j[ c 4G “ j NTE

The equation of gravitational field with the
field sources follows from this as:

SIEG 1 o V@ =
C C

A7 G

2

V, @ = Je.

(18)
If we take into account the definition of the
tensor: CDW = VHDV —VVDH
=0,D,-0,D, and take the
derivative of this tensor with subsequent cyclic
interchange of the indices, the following
equations are solved identically:
vV & +chbw +VHQ'>VG =0

o uv

gravitational

covariant

afyd
or £7°V @, =0. (19)

Equation (19) without the sources and
equation (18) with the sources define a complete
set of gravitational field equations in the
covariant theory of gravitation.

Consider now the rule for the difference of
the second covariant derivatives with respect to
the covariant derivative of the electromagnetic

four-potential V*A4”
(V,V, =V V)VeAr =
a yij yij a
R, VAT =R, VA"

=RP, ,(V'4* =V4")=—R  F"*

s

With the rule in mind, the application of the
covariant derivative V , to (16) and (18) gives
the following:

V,V,FP =V V V4P -V V V4"
=R, F" =—p,V,j".

Sergey G. Fedosin

dr G

2
C

R, ®" =—="2V_J".

This shows that field tensors F*“ and @*¢
lead to the divergence of the corresponding four-

currents in a curved space-time. Mixed curvature

B
tensor Rﬂ’aﬁ

in Minkowski space. In this case, the covariant
derivatives become the partial derivatives and
the continuity equations for the gravitational and
electromagnetic four-currents in the special
theory of relativity are obtained:

2, j%=0,0,J°=0.

and Ricci tensor R, vanish only

(20)

We will note that in order to simplify the
equations for the four-potential of fields, we can
use expressions which are called gauge
conditions:

B _ \gu — B _\gH —
V,D'=V"D, =0V, 4’ =V"4,=0.01)
The acceleration field equations

The wvariation of four-potential 5uﬁ is

included in (9) and (10). Therefore, according to
(15), we obtain:

j[—lJﬁJr < Vau“ﬁjéuﬁ«/—gdeo.
c 4rn

J? or Vﬂu“ﬂ =—47T2
c c

T]Jtl'

(22)

If we compare (18) and (22), it turns out that
the presence of the four-vector of mass current

J% not only leads to the occurrence of space-
time gradient of the gravitational field in the
system under consideration, but also is generally
accompanied by changes in time or by four-
velocity gradients of the particles that constitute
this system. Besides, the covariant four-
velocities of the whole set of particles forms the

velocity field ug, the derivatives of which

define the acceleration field and are described by

the tensor u As an example of a system,

v -
where it can be clearly observed, we can take a
rotating partially-charged collapsing gas-dust
cloud, held by gravity. An ordered acceleration
field occurs in the cloud due to the rotational
acceleration and contains the centripetal and
tangential acceleration.
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Due to its definition in the form of a four-
rotor of ug, the following relations hold for

acceleration tensor u,,, :

V. u

o uv

aPyd
or & V.u,,

+Vv“o,, +Vﬂum =0

=0. (23)
As we can see, the structure of equations (22)
and (23) for the acceleration field is similar to
the structure of equations for the strengths of
gravitational and electromagnetic fields.

In the local geodetic reference frame, the
derivatives of the metric tensor and the curvature
tensor become equal to zero, the covariant
derivative becomes a partial derivative and the
equations take the simplest form. We will go
over to this reference frame and apply the

derivative 0" to (23) and make substitution for
the first and third terms using (22):

0=0,0"u,, +0"0,u,,+0,0"u,,

47 4rn
=8G(— = Jﬂj+muw+aﬂ( = Jaj.
4 n 4 n

i1, )0, (422

If we apply definition u,, =0,u,—0,u, to
where 1=0"0, is
the d'Alembert operator, it will give:

Ou,,=0 (6Guﬂ —6ﬂu0) =0l u, —8HD u_ .

four-d’ Alembertian [ u

ou’

Comparing with the previous expression, we
find the wave equation for the four-potential u ,:

4
Duzﬂn

2
“oe

J,.

On the other hand, after lowering the
acceleration tensor indices, we have from (22):

4 n

c2

J, =6vuvﬂ =6V(6vuﬂ —0,u,)

=Uu,-0,0"u,.

Comparing this equation with equation for
Hu, leads to the expression:

0"u,=0,u" =g,

where ¢ is some constant.

In an arbitrary reference frame, we should
specify the obtained expressions, since in
contrast to permutations of partial derivatives, in
case of permutation of the covariant derivatives

from the sequence Vﬂvv to the sequence

V,V,, some additional terms appear. In
particular, if we use the relation:
v _ uo_
Viu, =V, u" =0, (24)
then after substituting the  expression
u’? =veu’ —VPu* in (22), the wave
equation can be written as follows:
g’o ,0,u “
ryou’ —I° ou”
+g ” ‘ o s s ‘ o (25)
+1"Sp6vu +u’0, va
4
=20 e,
c

In the curved space, operator V V" acts

differently on scalars, four-vectors and four-
tensors, and it usually contains the Ricci tensor.
Due to condition (24), the Ricci tensor is absent
in (25), but the terms with the Christoffel
symbols remain.

Equation (24) is a gauge condition for the

four-potential #,, which is similar by its

meaning to gauge conditions (21) for the
electromagnetic ~ and  gravitational  four-
potentials. Both (24) and (25) will hold on
condition that 1 = const .

In Appendix E, it will be shown that the
acceleration tensor u,, includes the vector
components S and N, based on which,

according to (E6), we can build a four-vector of
particles’ acceleration.

The pressure field equations

To obtain the pressure field equations, we
need to choose in (15) those terms which contain

the variation o7 - This variation is present in
(12) and (13), which gives the following:

j{—lﬂm ¢ Vaf“ﬂj&rﬁ«/—gdZ:O.
dro

c
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dr o dr o

Vafaﬂz - Jﬂ or Vﬂfaﬂ:_ J*.
c

(260)

It follows from (26) that the mass four-

current generates the pressure field in bodies,

which can be described by the pressure tensor

2
C

f P The same relations hold for this tensor as
for the tensors of other fields:

Vcrf;tv +vao-y +V/4f;/0' :0

or &7°V f . =0. 27)

The wave equation for the four-potential of
the pressure field follows from (26):

gﬂvapavn“ +
r;;apns —F‘;vﬁs T

a N N a
+1"Sp6v7r +7 6S1"vp

g” (28)

4
_470 .

C2
Equation (28) will be valid if there is gauge
condition of the pressure four-potential:

Virg, =V, 7" =0. (29)

The properties of the pressure field are

described in Appendix F, where it is shown that
the pressure tensor fﬂv contains two vector

components C and I, which determine the
energy and the pressure force, as well as the
pressure energy flux.

The equations of motion of particles

The variation éﬂ that leads to the equations

of motion of the particles is present in (3), (6),
(9) and (12). For this variation, it follows from

(15):

1 (o8 1 +0
=@y, S ——Fp, j -

I N

—uy, JT == f,. J°
C F C F

Uy, ST =Dy T+ Fy JO A [,

The left side of the equation can be
transformed, considering the  expression

J? = p,u° for the four-vector of mass current

Sergey G. Fedosin

density and the definition of the acceleration
tensor Uy, =Vyu, =V u,:
Uy, ] =—pyu (Vﬂug —Vauﬁ)

oy Duﬁ
= u u =
Po Up =Py Dz

(30)

We used the relation u°V u, =0, which
follows from the
V,Wu,)=V, (c*)=0 and the operator of

proper-time-derivative as operator of the
derivative with respect to the proper time

equation

u’v, ZDE’ where D is a symbol of four-
T

differential in curved spacetime and 7 1is the
proper time [11]. Taking (30) into account, the
equation of motion takes the form:

Duﬁ o .o o
£ Dr =d5ﬁ0J +Fﬁ0] +fﬂGJ .

(€2))

We will note that the equations of field
motion (16) — (19), of the acceleration field (22)
and (23), of the pressure field (26) and (27) and
the equation of the particles’ motion (31) are
differential equations, which are valid at any
point volume of spacetime in the system under
consideration. In particular, if the mass density

P, in some point volume is zero, then all the

terms in (31) will be zero.

Du 5 ) .
at the left side of (31) is
T

The quantity

the four-acceleration of a point particle, while
the proper time differential D7t =dr is
associated with the interval by relation:

ds =cdt and the relation: Du 5= dx’V _u 5

holds. The first two terms at the right side of (31)
are the densities of the gravitational and
electromagnetic four-forces, respectively. It can
be shown (see for example [3], [12]) that for
four-forces exerted by the field on the particle,
there are alternative expressions in terms of the
stress-energy tensors (5) and (8):

o k .o k
@, J" =V'U,,, F, j"=-V'W,,.

ko (32)

Similarly, the left side of (31) with regard to
(30) is expressed in terms of stress-energy tensor
of the acceleration field (11) as:
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Du d(yv)
by J°=V* 7Y (T+[vxQ
pop =ty J7 =V By, () A po(T +[vxQ]) a7

To prove (33), we should expand the tensor +Po (E+[v><B])+p0 (C+[VXI])’

B, with the help of definition (11), apply the

B where Vv is the velocity of a point particle, I'
covariant derivative V* to the tensor products  is the gravitational field strength, Py, 1s the
and then use equations (22) and (23). Equation
(33) shows that the four-acceleration of the
particle can be described by either the

charge density, E is the electric field strength,
C is the pressure field strength, € is the
torsion field vector, B is the magnetic field
induction and I is the solenoidal vector of the

For the pressure field, we can write the same  pressure field.
as for other fields:

acceleration tensor i, or the tensor By, .

If during the time d¢ the density p, does

f ﬁUJ 7= —Vkpﬁ - (34) not change, it can be put under the derivative’s
) ) sign. Then, at the left side of (36) the quantity
In (34), the pressure four-force is associated JE E
with the covariant derivative of the stress-energy L appears, where E = P is the
tensor of the pressure field. dt J1-v2/c?
From (31) — (34) it follows that: relativistic energy density. Similarly, at the left
dJ
k i ity ——
VA( Bﬂk +U/i'k +Wﬁ o+ pﬁ =0 side of (37) the quantity 1 appears, where
ap ap ap afy _
or vﬁ' (B +U+ W™+ P™)=0. (35) J= L:’/z is the mass three-current
1-v/c
In Minkowski space u; = (}/ c, — }/V) , where density.

y = —————is present, four-differentials D  The equations for the metric

V1= Vz/ ¢’ Let us consider action variations (2), (3), (4),
become ordinary differentials d, (6),(7), ), (10), (12) and (13), which contain
Dt =dt =dt/y , and the motion equation (31)  the variation 5g,,. The sum of all the terms in
falls into the scalar and vector equations, while
the vector equation contains the total
gravitational force with regard to the torsion
field, the electromagnetic Lorentz force and the
pressure force:

(15) with the variation g, , must be zero:

poczdd_};zpov.r+p0qV'E+pov'C9 (36)
a k a (¢4 1 o 1 @ 1 j ¢
~kR*"+=Rg"’ —kAg"" ~—D, J" g"" ——U"" ——4, " g’
> 2¢ 2¢ 2c 5, 5\-gdz=0
_LW“[’—Lu Jﬂgaﬂ_LBaﬂ_in Jﬂgaﬂ_ipaﬂ Eap g =0.
2C 2C H 2C 2C “ 2C

~2ckR*’ +ckR g’ —2ckAg®’ = 8)
=D, J" g P +U + 4, j* g +W P +u, J" g’ + B +7,J" g*F + PP

The equation for the metric (38) allows to W€ take the covariant derivative V s in this
determine the metric tensor g“ﬁ by the known equation, the left side of the equation vanishes

quantities characterizing the matter and field. If
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on condition A = const .
account, we obtain:

Taking (35) into

v DHJ”g“ﬂJrAHj”g“ﬂJr o
B apf apf -
+u, J" g+, J" g

DJ"+A,j" +u, J +m, J =y, (39)

where )Y is a function of time and coordinates

and the scalar invariant with
coordinate transformations.

respect to

If we expand the scalar products of vectors
using the expressions:

dt _ dx" dt
D J'=cp,—D =cpy— (W -v-D),
. Py D= =P W )
A, jt = dt A 40
HJ _Cqug(go_V. )’ ( )
dt
7, J" =cp0£(go—v«ﬂ),
then (39) can be written as:
dt dt
cpy—— (W =v-D)+cp,—(p-V-A)
ds ds (41)

dt
+poc2 +epy——(p-v-I)=g.
ds

If the system’s matter and charges are divided
into small pieces and scattered to infinity, then
there the external field potentials become equal
to zero, since interparticle interaction tends to be

zero, and at v =0 we obtain the following;

(pol/lo T Po Pyt poc2 +p0)oo =X. (42)

Consequently, y 1is associated with the

particle’s proper scalar potentials y, and ¢,

the mass density 0, and the pressure p, in the

particle located at infinity. Expression (41) can
be considered as the differential law of
conservation of mass-energy: the greater the
velocity v of a point particle is, and the greater

the gravitational field potentials ¥ and D, the
electromagnetic field potentials ¢ and A and
the pressure field potentials g and II are, the
more the mass density p, differs from its value

at infinity. For example, if a point particle falls
into the gravitational field with the potential v/,

then the change in the particle’s energy is

10
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. dt .
described by the term cd— Po¥ - According to
s

(41), such energy change can be compensated by
the change in the rest energy of the particle due

to the change p,. Since the gravitational field
potential y is always negative, then the mass

density p, and the pressure inside the point
particle should increase due to the field potential.

This is possible, if we remember that the
whole procedure of deriving the motion
equations of particles, field and metric from the
principle of least action is based on the fact that
the mass and charge of the matter unit at varying
of the coordinates remain constant, despite of the
change in the charge density, mass density and
its volume [7]. If the mass of a simple system in
the form of a point particle and the fields
associated with it is proportional to y, then

according to (41) the mass of such a system

remains unchanged, despite of the change in the
fields, mass density p, and pressure p,.

Conservation of the mass-energy of each particle
with regard to the mass-energy of the fields leads
to conservation of the mass-energy of an
arbitrary system including a multitude of
particles and the fields surrounding them. We
will remind that this article refers to the
continuously distributed matter, so that each
point particle or a unit of this matter may have

its own mass density p, and its value ¥ .

We will now return to (38) and take the
contraction of tensors by means of multiplying

the equation by g,;, taking into account the
relation g, , 2” =4 and then dividing all by
2:
ckR —4ck A=
1 .U ! (2 (43)
2DHJ‘ +2Aﬂj‘ +2uﬂJ‘ +271HJ‘

where R=g, ﬁ,Raﬁ is the scalar curvature, and

it was taken into account that the contractions of

tensors U*? , w? | B“Y and P*” are equal to
zero.

In case if the cosmological constant A were
known, based on (43), we could find the scalar

curvature R .
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In order to simplify equation (38) in [3] and
[4], we introduced the gauge for A, at which the
following equation would hold, if we
additionally take into account the term with the

pressure 7, J":
2ckA=-u,J"-D, J" -4, j" —r,J". (44)

In the gauge (44), the equation for the metric

(38) takes the following form, provided that
4

—2ck = g , where 3 is a constant of order
b4
of unity:
1
R’ ——Rg" =
. 2G (45)
7 4ﬂ (U +w " +B +P“ﬂ).
c

We will note that if from the right side of (45)
we exclude the stress-energy tensor of the
gravitational field U*” , replace the tensor B“?
by the stress-energy tensor of the matter in the

form ¢’ = p,u”u” and neglect the tensor

P’ then at =1 we will obtain a typical

equation for the metric used in the general theory
of relativity:

R%*# _leaﬂ :ﬁ

2 c!

The equation for the metric (38) and
expression (39) must hold in the covariant theory
of gravitation, provided that A =const. If in

(We?+¢°"). (46

(39) we remove the term D, J #. then we will

obtain an expression suitable for use in the
general theory of relativity. In this case, given

that u, J* = p, c?, instead of (39), we obtain the

following:
A J"+ e +m, I =7 (47)

If in (47) we equate the term with the energy
of particles in the electromagnetic field (in the
case when the field is zero) to zero, then the sum
of the rest energy density and the pressure
energy of each uncharged point particle must be
unchanged. It follows that the pressure change
must be accompanied by a change in the mass
density. If the system contains the

electromagnetic field with the four-potential Aﬂ

acting on the four-currents j* generating them,

then in the general case there must be an inverse
correlation of the rest energy, pressure energy
and the energy of charges in the electromagnetic
field.

Indeed, in the general theory of relativity, the
mass density determines the rest energy density
and spacetime metric, which represents the
gravitational field. In (47), the energy of charges
in the electromagnetic field is specified by the

term Au j*, and the mass density and hence the

metric are associated with this energy at a
constant ) . On the other hand, the metric is

obtained from (46). Therefore, the occurrence of
the electromagnetic field influences the metric in
two relations — in (47) the mass density and the
corresponding metric change, as well as in the
equation for the metric (46) the stress-energy

tensor of the matter ¢“ﬁ changes, while the
stress-energy tensor of the electromagnetic field
WP also makes contribution to the metric.

A well-known paradox of general theory of
relativity is associated with all of this — the
electromagnetic field influences the density, the
mass of the bodies as the source of gravitation
and the metric, while the gravitational field itself
(i.e., metric) does not influence the electrical
charges of the bodies, which are the sources of
the electromagnetic field. Thus the gravitational
and electromagnetic fields are unequal relative to
each other, despite the similarity of field
equations and the same character of long-range
action. Above, we pointed out the fact that the
mass four-current leads to the gravitational field
gradients, and the addition of the charge to this
mass current generates additional
electromagnetic (charge) four-current and the
corresponding electromagnetic field gradients,
depending on the sign of the charge. From this,
we can see that the gravitational field looks like
a fundamental, basic and indestructible field and
the electromagnetic field manifests as some
superstructure and the result of charge separation
in the initially neutral matter.

If we consider (44) to be valid, then from
comparison with (39), we see that the equation
2ck A = -y must be satisfied. Thus, when A is
considered as a cosmological constant, we can
use it to achieve simplification of the equation
for the metric (38) and bring it to the form of
(45). At the same time, the relation (39) is
symmetrical with respect to the contribution of
the gravitational and electromagnetic fields to

11
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the density, in spite of the difference in fields.
We will remind that in the equation of motion
(31), both fields also make symmetrical
contributions to the four-acceleration of a point
charge.

Although the gauge for A in the form of (44)
seems the simplest and simplifies some of the
equations, in Section 7 the necessity and
convenience of another gauge will be shown.

L:I(—MHJ”—DHJH_AH]'H_”HJH) _gdxldxzdx3+

2

1
ckR-2ckA+——db, &" ——F, F"
167G m
J. CZ CZ
- u, u" ———— m
lozn * 167rc7f”v

The integration in (48) is carried out over the
infinite three-dimensional volume of space and
over all the material particles of the system. We
assume that the scalar curvature R depends on

the metric tensor, and the metric tensor g, , the

field tensors @ F

uv 2 uv 2

uyv’ }(l‘uva the mass
density p,, the charge density p,, and the

pressure p, are functions of the coordinates
t,x,y,z and do not depend on the particle

velocities. Then, the Lagrangian in its general

form (48) depends on the coordinates, as well as
on the four-potential of pressure 7, and four-
potentials of  the gravitational and

electromagnetic fields D, and 4, .

We will divide the first integral in the
Lagrangian (48) into the sum of particular
integrals, each of which describes the state of

one of the set N , of the system’s particles. We

will also take into account that the Lagrangian
depends on the three-dimensional velocities of

the particles V:(dx b dz
where n=1,2,3,...N, specifies the particle’s

number, while the velocity of any particle is part
of only one corresponding particular integral. If

we denote by Lf the second integral in (48),

which is associated with the energies of fields

12
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Hamiltonian

In this and the next sections, we rely on the
standard approach of analytical mechanics. As
the coordinates, it is convenient to choose a set

. . 0

of Cartesian coordinates: x =cf, x'=x,
2 3

X =y, x =z.

Let us consider action (1) and express the

T Lagrangian from it:

(43)
—gdx'dx’dx’.

inside and outside the fixed physical system and
is independent of the particles’ velocities, then
we can write for the Lagrangian:

L =L(t,x,y,Z,V,DH,Aﬂ,7z'ﬂ)

NI’ n n
=Y L+L, =L+L,,
n=1
n( — H_ H
where L":J‘[ u, J' =D, J
A, j" -, "

a particular Lagrangian of an arbitrary particle.

] —g dx'dxdx® 1

We will introduce now the Hamiltonian H
of the system as a function of generalized three-

n

dimensional momenta P of the particles:

H=H(t,x,y,z,P,Dﬂ,Ay,7ty). Under the

system’s generalized momentum, we mean the
sum of the generalized momenta of the whole set
of particles:

NI’ n n 1 2 3 Np
P=ZP=Pn =P+P+P+...+P.

n=1

To find the Hamiltonian, we will apply the
Legendre transformations to the system of
particles:

NI’ n n n n
H:Z(P-vj—L:(P-vj -L,

n=1

(49)

provided that:
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ﬂ
P

N a N,

(50)

n
n=l 6V n=l 6v

The equality in (50) gives the definition of

the generalized momentum P, and we can see
that the generalized momentum of an arbitrary

particle equals ln’ = a—nL On the other hand, the
ov

n

. " 0L .
equations P =— allow to express the velocity
ov

v of an arbitrary particle through the generalized

momentum P. Then, we can substitute these
velocities in (49) and determine A only through

n

P.

ov

In order to find in (50), in each

particular Lagrangian L, we should express J*

n

and j* in terms of the velocity v and interval
ds :
dx" dt dx"
J'u =C = _— .
Poas ~ s a
dt dx"
J'= (51
Poras ar
while dx" =(cdt,dr), and we introduce the
A d "
notation o = (c, ?r) =(c,v)=(c,v"), where
t t

o

the four-dimensional quantity is not a real

four-vector. With regard to the definition of the

T

Nﬂj. _pot‘g_v Uj po(l// VD)

~Pog ((P_V' A)_ po(SO_V'H)

—gdx'dx’dx’
( )

four-potential of the acceleration field

9 . .
u,= [—, - Uj , for each particle we obtain:
c

u, J" =cp0%(9—:f-lnjj. (52)

In (48), the unit of volume of the system in
any particular integral can be expressed in terms

of the unit of volume in the reference frame Kp

associated with the particle in the following way:
d

J-gdxd'dx’dx’ = —S(w/—g dxldxzdx3) (53)
cdt 0

From this formula in the weak-field limit in
Minkowski space, when ds = cdt/y , it follows
that the volume of a moving particle is decreased
in comparison with the volume of a particle at
rest. Given that ds=cdr, where 7 1is the
proper time in the reference frame Kp of the

particle, the equality of four-volumes in different
reference frames follows from (53):
J. —g cdtdx 'dx’dx’ =
J.( —~g cdvdx 'dx*dx 3) .
0

This equation reflects the fact that the four-
volume is a four-invariant.

Under the above conditions, (40), (51), (52)
and (53) can be written for the Lagrangian (48)
as follows:

c? 1 (54)
ckR-2ckA+— Gqﬁvqﬁ””—4—F FH -
T
+J. . ) Ho —gdx'dx’dx’,
¢ w_ € uv
- u
lozn * l6n o Toro” =/

13
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as well as after partial volume integration:
N, | m (S—V-Ujer (w—v-D)
L=-

n=l1

+qn(go—:f-g)+;;1(go—:f-lﬁ[)

Sergey G. Fedosin

c? 1 (55)
ckR-2ckA+ @HVQP”V ——FHVF“V—
167G 4u, L2 s
+I , - —gdx dx“dx’,
c
- fofH
16zn “° léxo ™
n n N n
_ _ 1 2 3 : P
where m = jpo (1/ gdx dx dx )0 is the mass Z
1
of an arbitrary particle,
q=J‘p0q(w/—g dxldxzdx3) is the particle’s ( U+mD +qA +m17),
0 n=1
charge. In (55), the scalar and vector field P=mU+mDi+qA+mII. (56)

potentials are averaged over the particle’s
volume, which means that they are the effective
potentials at the location of the particle.

In operations with three-vectors, it is
convenient to write vectors in the form of
components or projections on the spatial axes of
the coordinate system using, for example,

instead of the velocity v, the quantity v', where
i=1,2,3. Then,v' =v,

the velocity derivative can be represented as:

0

ov
in particular, we obtain:
=(D,,D,.D,).

With this in mind, from (55) and (50), we
find:

2 _ 3 _
Vi=v, v =v, and

0 o .
F. For the gravitational vector potential
v

Dz(Dx7Dy7Dz)

Based on this, we find for the sums of the
scalar products of three-vectors by summing
over the index i:

n o n n n n n (57)
Sl mUNV+mDi V'
nzz; n n N n n n

+q AV +mIlY

From (49), taking (55) and (57) into account,
we have:

T

N/) n n n n
H=Z(m9+mt//+qq0+mgoj
n=1
¢’ oo 1 y
ckR-2ckA+ I Ay T (58)
lexG " 4u, * L
—I , , —gdx dx“dx’.
_ W C
l6xn loro ™"

In (58), the Hamiltonian contains the scalar
curvature R and the cosmological constant A .
As it will be shown in Section 6 about the
energy, this Hamiltonian represents the
relativistic energy of the system. To make the

14

picture complete, we could also express the
quantity 3=cg,,u" in (58) through the
generalized momentum F. We have described

this procedure in [4].
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For continuously distributed matter, the
masses and charges of the particles in (58) can
be expressed through the corresponding

1;1 = }po (\/;dxldxzde )0 ,

; — ]ipoq (\/; dx' dx?dy’ )0 . Also, taking (53)

integrals:

into account, in which we can substitute the T

0
u

. c 0
expression —— =—, where u
ds ¢

time component of the four-velocity of an
arbitrary particle, from (58) we find:

denotes the

1
H :Zj(p08+pol// +p0q(p+p0go) u’\J—g dx'dx’dx’
C2 v 1 v
ckR-2ckA+ @, D" ——F, F" - (59)
167G 4u, L s
—j , , —gdx dx“dx”.
C uv 4 uv
- u
lozn * 167r6f’”f
Hamilton’s equations OH oL oH _ oL OoH _ dL
Assuming that the Hamiltonian depends on ot o or or ’ oD, oD, ’
the generalized three-momenta of particles P: OH oL 6H oL OH
nn = s n _V’
H=H(r,P,D,, A, 7,) and the Lagrangian 04, aA an an# oP
depends on three-velocity of particles :': 86 = In’ (63)
ov

L= L(trV A,,m,), where ;l':(x,y,z)

ot
is a three-dimensional radius-vector of the
particle with the number n, we will take
differentials of L and H, as well as the
differentials of both sides of equation (49):

oL

=—Dt ZaLD ZaL D
n= lar n= lav (60)
+a—LDD a—LDA +6—LD7r
GDH GAH 67zﬂ
pr =2 py s ZaH Dr
ot = or
+ZaiDP aiDD (61)
= op oD,
+aiDA +aiD7r
BAH 07z

NI’ n n NI’ n n
DH = Z(DP- vj +Z(P-va ~DL. (62)

n=1 n=1

Substituting (60) and (61) into (62), we find:

The last equation in (63) leads to (50) and
gives the expression (56) for the generalized

momentum P of an arbitrary particle of the
system in an explicit form.

We will now apply the principle of least
action to the Lagrangian in the form
L=1L(t, r V D,.A4,
variation to zero, when the particle moves from
the time point ¢, to the time point ¢, .

ﬂ,), equating the action

58 =5J;L(t,:‘,:f,DH,AH,7rH)dt

l

>

nlar
j- oL

5 +Z—5v
n= lav
aL

——04,
aA

(64)

+—0oD,
oD,

dt =0.

+—57r

fmu
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In (64), it was assumed that the time variation
is equal to zero: &t =0. Partial derivatives with

variations 6D,, 64, and 67, lead to field

equations (16), (18) and (26). If we take into
account the definition of velocity in the second

n

term in the integral (64): VZ%, then the
t

integral for this term is taken by parts. Then, for
the first and second terms in the integral (64), we
have the following:

N, 1,
}:j{——5 ﬁ-kégd5rj=

=Ly \ Or ov
, (65)
N N 12
Z ZJ- oL d oL Sr dt
n=l1 n=l1 " d
6v n\ or 6v

i

When varying the action, the variations O r
are equal to zero only at the beginning and at the

end of the motion; that is at #, and £, . Therefore,
for vanishing of the variation 5§, it is necessary
that the quantity in brackets inside the integral

(65) would be equal to zero. This leads to the
well-known Lagrange equations of motion:

oL d aL

- —. (66)

or oy
L n
According to (63), (3_n= P, as well as
ov
L

a—l;l = —a—n. Let us substitute this in (66):
or or
61:1 d P 67)
or dt

Equation (67) together with equation
OH
——=V from (63) represent the standard
oP

Hamiltonian equations describing the motion of
an arbitrary particle of the system in the
gravitational and electromagnetic fields and in
the pressure field. According to (67), the rate of
change of the generalized momentum of the
particle by the coordinate time is equal to the
generalized force, which is found as the gradient
with respect to the particle’s coordinates of the
relativistic energy of the system taken with the

16
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opposite sign. These equations are widely used;
not only in the general theory of relativity, but
also in other areas of theoretical physics. We
have checked these equations in [4] in the
framework of the covariant theory of gravitation
by direct substitution of the Hamiltonian.

The system’s energy

We will consider a closed system which is in
the state of some stationary motion. An example
would be a charged ball rotating around its
center of mass, which forms the system under
consideration together with its gravitational and
electromagnetic fields and the internal pressure.
In such a system, the energy should be conserved
as a consequence of lack of energy losses to the
environment and taking into account the
homogeneity of time; i.e., the equivalence of the
time points for the system’s state.

The system’s Lagrangian, taking the fields’
energy into account, has the form of (55). Due to
the stationary motion, we can assume that within

the system’s volume the metric tensor g, , the

scalar curvature R,
field D

i
depend on time. But, since any point particle
moves with the ball, then its location and
velocity are changed, being defined by the radius
vector r and velocity v, respectively. We may
assume that the Lagrangian of the system does
not depend explicitly on time and is a function of

the four-potentials of the
A, and of the pressure 7, do not

the form: L = L(r,v). Now, we will take the

time derivative of the Lagrangian, as it is done
for example in [13], not only for one but for a set
of particles, and will apply (66):

N

dL 1 éLnd" aLd
dt dt n=l\ or av
oL oLdv
= — v+
n=l{ Or av dt
N n
ol nd oL  OL dv
= V——o-
|t ov av dt
d | " oL
= —_— A% "
dt 55 ov
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N/’ n
i vaf —L|=0.
dt| 5= ov

The quantity in the brackets is not time-
dependent and is constant. This gives the
definition of relativistic energy as a conserved
quantity for a closed system at stationary motion:

(68)
n=l{ Qv

With regard to (63) and (49), we find the
following:

N

(IWJ—L:H.
n=1

It turns out that the relativistic energy can be
expressed in a covariant form, since according to
(69) the formula for the energy coincides with
the formula for the Hamiltonian in (49).

E= (69)

To calculate the relativistic energy of the
system with the matter, which is continuously
distributed over the volume, it is convenient to
pass from the mass and charge of the particle to
the corresponding densities inside the particle.
According to (59), we obtain:

1
EZ—_[(P09+Pol//+poq(p+p0go)u° —gdxldxzdx3
C
c’ | )
CkR-2ek A4, "~ F, F* (70)
167G 4:”0 H o
_-[ 2 2 —gdx dx“dx’.
¢ c
— u u.”V_ Hv
lezn ™ 167raf’”

Using expression (70), we can find the
invariant energy £ of the system, for which we
should use the frame of reference of the center of
mass and calculate the integral. In addition, at a
known velocity v of the center of mass of the

system in an arbitrary reference frame K, we
can calculate the momentum of the system in

K . This can be clarified as follows. We will
define the invariant mass of the system taking
the mass-energy of the fields into account using

. E .
the relation: m, =—, where c is the speed of
c

light as a measure of the velocity of propagation
of electromagnetic and gravitational interactions.

If the four-displacement in K has the form:
di* = (cdt,dx, dy, dz) = (cdt,dr) = dt(c, V),
then, for the four-velocity of the system in K,
cdX” @ dx "
ds — ds dt

ut =

we can write:

The four-vector p* =mu"

E
=—(m0c,m0v)=(—,pj defines  the
ds c

four-momentum, which contains the relativistic

cdt cdt -
energy E=—m, c’ =—2UF, and relativistic
ds s
cdt dt E .
momentum p=—m,V= c__;) v. This
ds ds c
gives the formula for determining the

E
momentum through the energy: p=—v, and,
c

correspondingly, for the four-momentum:

. (E E E
pl=l—pl=|— V]|
C c c

In the reference frame K', in which the
system is at rest v=0, p=0, df =dr, and

E

then £=E, and also (p"),_, = (—O,O, 0, OJ;
c

that is in the four-momentum in the reference

frame K', only the time component is non-zero.

If we multiply the four-momentum by the
speed of light, we will obtain the four-vector of

the form H”:Cp”=(E,Cp)=(E,£Vj,
c

the time component of which is the relativistic
energy, equal in value to the Hamiltonian. Thus,
we find the four-vector, which in [4] was called
the Hamiltonian four-vector.
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The Cosmological Constant Gauge and
the Resulting Consequences

Sergey G. Fedosin

We will make transformations and substitute (43) and (39) in (70):

1
E Z—I(P019+Pol//+poq(p+p0go)u° —gdxldxzdx3
c
c’ 1
20k A+2y + W@ ———F, F" 1)
J‘ lonG 4p, L
B 2 2 —-g dx dx dx .
¢ Hv c uv
- u, u"——
l6zn " 167rc7f’”f
If we choose the condition for the  then the relativistic energy (71) is uniquely
cosmological constant in the form: defined, since the dependence on the constants
20kA+2y =0, (72) f A and y disappears:

‘ :clI(PoSwow +Poy @+ Py u” =g dx dx *dx”

2
¢ V@ﬂV—LFMF”V
J- 167G “ 4/10
_ ¢’ v _ ¢’ f uv
lozn léro "

We will remind that the quantities A and Y
can have their own values for each particle of
matter. But on condition of (72), the expression
for the relativistic energy (73) becomes universal
for any particle in an arbitrary system of
particles and their fields.

From (72) and (39), the following equation is
obtained:

2ckA=-2D,J" ~24, }*

2u J*=2x J* 79
—ZU " — LT u .
In order to estimate the value of the

cosmological constant A, it is convenient to
divide all of the system’s matter into small
pieces, scatter them apart to infinity and leave
them motionless. Then, the vector potentials of
the fields and pressure become equal to zero and
the relation remains:

ckA=(-pyy, ~ PogPo _poc2 — D)o -
It follows that A, just like y in (42), is

associated with the rest energy, with the pressure
energy and with the proper energy of the fields
of the system under consideration.

If in some volume there are no particles and
the mass density p, and the charge density p,,

18

—g dx'dxdx’.

(73)

are zero, then in this volume there must remain
the relativistic energy of the external fields:

uv
loxG "
E,, ——J. 7[1 —gdx'dx’dx’.
——F, F"
4u, "
(75)

Based on (73), we can express the energy of a
small body at rest. For simplicity, we will
assume that the body does not rotate as a whole
and there is no motion of the matter and charges
inside it (an ideal solid body without the intrinsic
magnetic field and the torsion field). Under such
conditions, the coordinate time of the system
becomes approximately equal to the proper time
of the body: dt~dr. Since the interval
ds =cdrt, then we obtain: ds ~cdt. Since
there is no spatial motion in any part of the body,
we can write:

2
c dx"
gzchyuH:gOy dS
2 3
c c’dt )
:g0y£(0dt’0’0’0):g00 ds =C Zoo-
uozcdxo N
ds



About the Cosmological Constant, Acceleration Field, Pressure Field and Energy

With this in mind, we obtain from (73):

E, =I(g00pocz+pol//+poq(p+pog0) —g dx 'dx *dx -

¢’ oL pw
I 162G " ap, "
c’ c’
- u, u"" — "V
lozn ** 167rc7f”v

In the weak field limit in (76), we can use
8y ®1, /=g = 1. The tensor product u,,u""
in the absence of matter motion inside the ideal

solid body vanishes. Using (F5) and (F6), we can
write:

C=—v[ﬁj, 1=0,
Po
¢’ 1
wo_ C2_c2]?
167r0f”v 87[0( )

2]

Besides, in [4] it was found that in the weak
field for a motionless body in the form of a ball
with uniform density of mass and charge, the
following relations hold for the body’s proper
fields:

2
C

- (02
G "
1

4u,

@/JV :;1—*2 ,
8 G

u

F, P =-2p2
v 2

j(%podex Ydx dx’ =

j —er dx "dx *dx >,
8t G

I(% Po, qoj dx'dx* dx’ =

W)
I(%Ez jdxldxzdf.

According to (77), the potential energy of the
ball’s matter in the proper gravitational field
which is associated with the scalar potential v

is twice the potential energy associated with the

—g dx 'dxdx’.

(76)

field strength I'. The same is true for the
electromagnetic field with the potential ¢ and

the strength E both in the case of uniform
arrangement of charges in the ball’s volume and
in case of their location on the surface only.
Substituting (77) into (76) in the framework of
the special theory of relativity gives the invariant
energy of the system in the form of a fixed solid
spherical body with uniform density of mass and
charge, taking into account the energy of their
proper potential fields:

poc2 +lpol//
2
(EO)SR ZJ. +%p0q§0+p0 dx 'dxdx’.
2
2l
&no ol
(78)

This calculation is apparently incomplete,
since in reality inside any body there are
particles, which cannot be as motionless as the
body itself is. Therefore, in (78), in addition to
the pressure and its gradient within the bodyj, it is
necessary to add the kinetic energy of motion of
all the particles which constitute the body.

The metric

Substituting (74) and (39) into (43), we find
the expression for the scalar curvature R :

ckR=-2D J"-24,j"
-2u,J"-2m,J* (79)
= —2%)

4

while ck =— , where f is a constant

_°c
16xGp
of the order of unity.
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As it can be seen, the scalar curvature is zero
in the whole space outside the body. The
equation R=0 does not mean, however, that
the spacetime is flat as in the special theory of
relativity, since the curvature of spacetime is
determined by the components of the Riemann
curvature tensor.

We will now substitute (74) into the equation
for the metric (38):

—2ckR*’+ckR g’ =
—D, J" g P +U —A4, j" g"" +W P L (80)
—ou“g“ﬂ +B“ﬁ—7rﬂJ”g“'B +P,
that also can be written using (39) as follows:
~2kR*P+ckR g’ =

Ul +w e+ B’ +P“ﬁ—)(g“ﬁ} e

If we take the covariant derivative of (81), the
left side of the equation vanishes due to the
property of the Einstein tensor located there. The
right side, with regard to the equation of motion

(35) and provided that the metric tensor g“ﬁ in
covariant differentiation behaves as a constant
and y is a constant, vanishes too.

In (80), we can use (79) to replace the scalar
curvature:

~2kR*’=D J" g*" +U*"
. ap ap
+4,j"g"" +W
+u,J" g*’ +B*’

U gap af
+m,J gt + P

(82)

If we sum up (80) and (82) and divide the
result by 2, we will obtain the following equation
for the metric:

1
R -2k g =

(83)

“r lk B +U +Ww *P 4 PP),
C

while with regard to (79) V ;R =0, according
to (35) V(B +U*’ + W’ + P*’)=0 and
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1
V[{R“ﬂ _ER g“ﬂj =0 as the property of the

Einstein tensor.

In empty space according to (83), the
curvature tensor R*” depends only on the
stress-energy tensors of the gravitational and
electromagnetic fields U“” and W, so these
fields change the curvature of spacetime outside
the bodies. We will note that in equation (83),
the cosmological constant A and the tensor

product of the type D, J* 2*” are missing. This

fact makes determination of the metric tensor
components much easier.

If we compare (83) with the Einstein equation
(46), then two major differences will be found
out — at the right side of (83) stress-energy
tensors U*? , B*/ and P*” are present, and in
addition the coefficient in front of the scalar
curvature R is two times less than in (46).

The Energy Components

In Newtonian mechanics, the relations for the
Lagrangian and the total energy are known:
L=E -U, E =E +U, where E, denotes
the kinetic energy, which depends only on the
velocity, and U denotes the potential energy of
the system, depending both on the coordinates
and the velocity. In relativistic physics, instead
of individual scalar functions and three-
dimensional vectors, four-vectors and four-
tensors are used, in which the scalar functions
and three-dimensional vectors are combined into
one whole. In addition, instead of the negative
total energy E,, the positive relativistic energy

E is usually used. While we have already
determined the energy E in (73), then for the
Lagrangian (54) we should additionally replace
the scalar curvature R with the help of (79) and
the cosmological constant A with the help of

(74). Taking the relation: (w/—g dx 'dx dx’ )
0

0
u

=—./—gdx'dx’dx® into account this will
¢

give the following;
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1M —pO(S—V‘Uj—pO(l//—VD)
L==Y
C n n n o n
_poq((P_V'A)_po(SO_V'H)
c’ 1
oY ——F F"
162G *“ 4y, *
+j —gdx
c’ uo_ ¢’ f fﬂV
- u
lozn *¥ l6ro™ ™
Calculating the energy £E,, which is

associated with the four-dimensional motion, as f

%(E-+L)

1 ol n.n n.n n on n o n
Z—CZ;f(PoV'UJrPoV‘DJrPOq v-A+p0v«Hju° —g dx 'dx dx’.

n

where V is three-velocity vector of the particle
with the number 7.

If in (5§7) we replace the masses m and

charges g by the corresponding integrals in the
m= jpo («/—g dxldxzde) ,
0

; = ]iqu (\/; dx' dx?dx’ )0 , and transform
the

form:

the in form

\/; dx' dx* dx’
( )

units

0
u?w/—g dx' dx’ dx’ thenf

volume

1 Y v ll+ é D
__ZJ' Po Po - g dxdx
253 +Py, v- A+p0v-l'[
_J' ’ w__ L w__ €
l6xG " du, l6zn **

For a solid body in the limit of the special
theory of relativity, when /—g =1, u’=cy,

1 1
_(E —L)=—I( p09+p0y/+p0q(o+pogo)uo\/gdxldxzdx3

~g dx 'dx’dx’
(84)

"dx 2dx?,

a half-sum of the relativistic energy (73) and the
Lagrangian (84), we find:

(85)

N/ n n
(P- vj. As we

) ) 1 &
we obtain the relation £, = —Z

n=l1
can see, the kinetic energy FE, of the system in
the reference frame of the center of mass

n

vanishes only when the velocities v of all the
system’s particles at the same time vanish.

We will determine the potential energy U, as

a half-difference of the relativistic energy (73)
and the Lagrangian (84):

dx’ (86)

2
g dxldx .
l6ro™ "
1

2/.2
Y

I-v
energy (85) of the system is as follows:

, the expression for the kinetic
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1t PyV-Utpv-D
(Ey sk ZEZI non n
"+, v A+ py v-TT

The main part of the kinetic energy is
proportional to the square of the velocity, and
vector potentials of all fields, including the
velocity field and pressure field, make
contribution to this part of the energy.

For the potential energy (86) of a solid body
in the limit of special theory of relativity, the

ny

tensor product u,, u"" according to (E8) tends

to zero. We will also take into account the values
of other tensor products:

Sergey G. Fedosin

}n/dx Ydx 2dx . (87)

2

c v 1 2 2.2
Lo = (e,
167G 81 G
2
c g, v Ey ;2 2p2
—2F F* =——(E"—c"B"),
7w 2( )
e 1 2 272
W=ee—(C*=CcT).
167r0f’”f 87[0( )

It gives the following:

Use = [( o9+ P + Py, 0+ o) v ' d’

N, n

—%Zf(poé- U+ p,v- D+ p,, V- At p, v- H)j v ' dy’ d’
n=1

+I[L(r2 —CZQZ)—%)(EZ —¢*BY)-

81 G

The potential energy depends also on the

L(Cz —czlz)j dx' dx’ dx’.
o

system, then the potential energy of the system
remains, taking the field energy into account:

velocity. If v =0 for all material particles of thgf

Up)sk ZI( PoC 2+p0‘// +poq(0+p080) dx 'dx *dx’

+j[%(r2 —c2!22)—%°(E2 —¢BY)———

2 (CZ—czlz)j dx 'dx dx .
o

(88)

In the absence of external fields and internal
motions in the fixed system, in (88) the fields
Q, B, I become equal to zero. As a result,
with regard to (77), the potential energy becomes
equal to the relativistic energy (78) for a fixed
ideal solid body.

Conclusions

We have presented the Lagrangian of the
system as consisting of one term for the
curvature and four pairs of terms of identical
form for each of the four fields: gravitational and
electromagnetic fields, acceleration field and
pressure field. As a result, for each field we have
obtained equations coinciding in form with each
other. The spacetime is also represented by its

proper tensor metric field g,,;. The mass four-

current J* interacts with the specified fields,
gaining energy in them. Moreover, the
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electromagnetic field changes the energy of
electromagnetic four-current j*. However, the
fields
momentum, which are part of the tensors U*”
(5), w** (8), B*” (11) and P** (14),
respectively.

also have their proper energy and

The similarity of field equations implies the
necessity of gauge; not only of the four-
potentials of  the gravitational and
electromagnetic fields, but also of the four-
potentials of the acceleration field and pressure

field, as well as of the mass four-current J* and

Iy

electromagnetic four-current ;. From the

standpoint of physics, the meaning of such
gauges is that the source of divergence of the
three-velocity vector of small volume may be the
time changes in the particle’s energy in any
fields which are present in the given volume.
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This may be the particle’s energy in the velocity
field, the energy in the pressure field or the
energy in the gravitational or electromagnetic
fields.

In contrast to the standard approach, we do
not use any of the variety of known forms of
stress-energy tensors of matter. Instead, the
energy and momentum of the matter are
described based on the acceleration field, the
acceleration field tensor and the stress-energy
tensor of the acceleration field. The contribution
of pressure to the system’s energy and
momentum, respectively, is described through
the pressure field with the help of the pressure
field tensor and the stress-energy tensor of the
pressure field. In this case, the acceleration field
and the pressure field, as well as the
electromagnetic and gravitational fields, are
regarded as the four-dimensional vector fields
with their own four-potentials.

Representation of the gravitational field as a
vector field is performed within the covariant
theory of gravitation [3-4], in contrast to the
general theory of relativity, where gravitation is
described indirectly through the spacetime
geometry and is considered as a metric tensor
field. We consider as an advantage of our
approach the fact that the energy and momentum
of the gravitational field at each point are
uniquely determined with the help of the stress-
energy tensor of the gravitational field; whereas,
in the general theory of relativity, we have to
restrict ourselves only to the corresponding
pseudotensor, such as the Landau-Lifshitz stress-
energy pseudotensor [13].

In order to uniquely identify the relativistic
energy of a particle or a matter unit, we used a
special gauge of the cosmological constant,
giving this constant the meaning of the rest
energy of the particle with “turned-off” external
fields and influences. This led to the expression
for the relativistic energy of the system (73) and
to the equation for the metric (83), the right side
of which is the sum of four stress-energy tensors
of the fields.

In the absence of the cosmological constant in
the Lagrangian (1), it would be impossible to
perform the specified calibration, the physical
system’s energy would be uncertain and the
presented theory would remain unfinished. In
our approach, the cosmological constant does not
reflect the energy density of the empty cosmic
space, or the so-called dark energy, but rather the

energy density of the matter scattered in space.
4

Given that —2ck = , where B is a
8
constant of the order of unity, it follows from
l6xGp, B .
(74) that A ¥ ————— Substituting here the

standard estimate of the cosmological constant
A~10""m?, we find the corresponding mass
density: p, #3x107 kg/m. This density is
sufficiently close to the density of cosmic matter,
averaged over the entire space.

It can be noted that our expression for the
relativistic energy and the equation for the metric
differ substantially from those obtained in the
general theory of relativity. For the energy it
follows from the fact that instead of the stress-
energy tensor of matter we use the stress-energy
tensors of the acceleration field and the pressure
field, while the gravitational field is directly
included in the energy, and not indirectly
through the metric.

Let us take the Einstein equation for the
metric with the cosmological constant from [14].
In the general case, the right-hand side of this
equation contains the stress-energy tensor of the

electromagnetic field W *” and the stress-energy
tensor of matter ¢“” :

1
R’ —ERg“ﬂ +Ag"’ =

81 G (89

4
C

(W’ +¢* )

The simplest form of the stress-energy tensor
of matter without taking the pressure into
account is the expression in terms of the mass

density and the four-velocity: ¢*” = p,u“u” .

Contraction (89) with the metric tensor g_ 5

gives the following:

8rGyp R
p/2 4¢ R
4c 4

where ¢ = gaﬂqﬁ“ﬂ.

After substituting A in (89), the equation for
the metric is transformed as follows:

A=

B
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R“'B—iRg“'Bz
$n G y (90)
ﬂ’- a a a
; (W AT ﬁj.

Now, equation for the metric (90) in the
general theory of relativity can be compared with
our equation for the metric (83). The main
difference is that in (83) all the tensors at the
right side act the same way, and in contraction
with the metric tensor they vanish. But, it is not

the case in (90) — if the expression g, , wer =0

is valid for the electromagnetic stress-energy
tensor, then for the stress-energy tensor of matter

Sergey G. Fedosin

the relation g, ﬁ¢“ﬁ =0 does not hold, so that

in (90) one more term —%g“ﬁ is needed. As a

result, in the general theory of relativity, not only
the gravitational field is represented in a special
way, through the metric tensor, which differs
from the method of introducing the
electromagnetic field into the equation for the
metric, but also the stress-energy tensor of

matter ¢*” is asymmetric with respect to the
metric, in contrast to the stress-energy tensor of
the electromagnetic field W*” .

Appendix A. Variation of the sixth term in the action function

We need to find the variation for the sixth
term in (1):

58, =—%j5(uﬂ J*J-g)dz.

We will need the expressions for variation of
the metric tensor and the four-vector of the mass
current, which can be found, for example, in [7],
[9] and [14]:

(AI)

5g" =—g"g""8g,,.

5\-g =@g“ﬁ6gaﬁ. (A2)
5J0 =V (Jo& —Jr¢e%)

:ﬁaa [\/%(Jafﬁ _Jﬁgo‘):|. (A3)

In view of (A2) and (A3), we have the
following:

E(ou“\/;)

=u,—-g 6J" +u,J"6\-¢g
+J4\-g 5u”

=u, 0, =g (/7" -ur&)]

+J”\/§5uu.

(A4)
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We will transform the first term in (A4) with
the help of functions’ product differentiation by
parts:

u,o, [\/%(Jf’g*‘ —J”g")] _
0, [u g (17& =s"&)]
—J-g (& —T"E%)o,u,,

In action variation, the term with the
divergence can be neglected; the remaining term
can be transformed as follows:

—-g (J“ﬁ” —J”fa)aauﬂ =
~@,u, —0,u,)J " J-g =
uMJgﬁ”\/%.

Substituting these results in (A4) and then in
(Al), we find:

—cluﬂgJafﬂ —clJﬂ5uﬂ
oS, = —gdX.
6 I —Lu J”g“ﬂ5g
2C H ap
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Appendix B. Variation of the seventh term in the action function

Variation for the seventh term in (1) for the
special case, when 77 is a constant, taking into

account (A2) will be equal to:

¢ J.5(uyvu”v\/§) dx,

lérn
3,0
=5(uyvu’”)\/§+uwu’”5 -g
=u,, ou""\|-g +u’”5uw\/§

1 v o
+Euwu” g’ -g 5gaﬁ.

58, =—

(B1)

Since u"" =g"* gﬁvuaﬁ, the tensor u, , is
antisymmetric, then using the expression for
5g” from (A2), we find:

,, Su" g =u,,5(g" g"u,, N8
ghg ou,, +g"u, 58" +
SR e

=u“ﬂ5ua[, -g +2uﬂvg”“uaﬁ\/§5gﬁv

=u Su,,\-g —2¢""u, u" J-g 5g,,.

Substituting this expression in (B1) gives the
following:

RN Y
_2gVﬁquuka\/§5gaﬁ

1 vV __a [
+EUHVU'H g ! _g 5gaﬁ'

(B2)

We will denote by B*? the stress-energy
tensor of the acceleration field:

av 194

2 -8 ulcvu
B = 1
drn +Zg“ﬁuﬂvu“v

(B3)
Given that u, =Vu,-Vu,
=0,u,—0,u,, using differentiation by parts,

as well as the equation which is valid for the
antisymmetric tensor:

aa(u“ﬂ\/%):\/%vau“/’, for the term

2u“’ Su, s\ —g in(B2), we obtain:

2uaﬁ5uaﬁ\/§
=2u""5(0,u,-0,u, -8
=2u""(8,0u, —0,0u, \-g
=4u*’ \[-g 0,6u,

:4aa(u“ﬁ —g5uﬁ)—48a(u“ﬁ -g )5u[,

:4aa(u“ﬁ\/§5uﬁ)—4 vV u®f \/§5u[,.

The term 48a(u“ﬂ\/§5uﬂ) in the last

expression is the divergence, and it can be
neglected in the variation of the action function.

Substituting the remaining term in (B2) and
then in (B1) and using (B3), we find:

C

apf _
vV, u®"du,

J-gdz.

4 n
1

2¢

oS, =
=] e

Appendix C. Variation of the eighth term in the action function

Action variation for the eighth term in (1) has
the form:

58, =—%I5(ﬂ” J*J-g)dz.

Acting like in Appendix A, taking (A2) and
(A3) into account, we find:

(7, %)
=7,\—g 6J" +7tuJ”5\/§+J” -g or,
=0, g (/7" - )]

1 [ o
+57THJ‘ g% \|-g 08,5 +J"\-gom,.
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7,0, N-g (17" -ume)]
=0, mg (J7g" -T"e7)]
~J-g(J7er-gre)o,x,.

In action variation, the term with the
divergence is insignificant; the second term is
transformed further:

Sergey G. Fedosin

—\/—-g (J“f” —J”f“)agnﬂ
=—(0,m,-0,7,)J " J-g
f T g

As a result, the variation of the eighth term
equals:

1 1
—f JOEP T s
1 p
—%nﬂJ”g ﬂ5ga[,

58 =| —gdx.

Appendix D. Variation of the ninth term in the action function

In the special case when o is a constant, for
the variation of the ninth term in (1), with regard
to (A2), we have:

——[8( St g )z,

l6ro
S(f ot =2 )
=5(f S " Wg 4SS " S
=f wOf =g +f " 8f -2
=T

ua _pv
g

58, =

(D1)

Replacing f*' =g Jup and using

o gﬁ " in (A2), we transform the first term of the
equation and then substitute it in (D1):

fudf "¢
=/ 8(2"“ 8" fus )-8
I A SRS SV LY
~f g7, 55" J-g
=f S g +2f 8" g2 5"
= “PSf g —28" f o f g 52,
S(fuf " \-2)
=21 “P5f, -8
~2g""f f " J-g 8.,

1 vV o [
+Ef,uvf'u g g _g 5gaﬁ'
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We will denote by P*’ the stress-energy
tensor of the pressure field:

2 _gavflcvf “h

o c
P B [ 1 p ” (DZ)
dro +Z g S
We will transform the term
2f“ﬁ5faﬁ -g, given that

fﬂv = 6/4 w,—0, 7,, using differentiation by

parts as well as equation

0,(f =g )=\-g ¥,/ which is valid
for the antisymmetric tensor:
218 f -8
=2/"5(0,7, 0,7, -8
=2/""(0,6m, —0,0m, \-g
=4/ |-g 0,6m,
=40,(f*" g om,)
~40,(f g )om,
=40,(/"-g5p,)
—4v, [’ J-gon,.

In the latter equation, the term with the
divergence can be neglected, since it does not
contribute to the variation of the action function.
Substituting the results in (D1), we find the
required variation:
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Appendix E. Acceleration tensor and equations for the acceleration field

By definition, the acceleration field appears
as a result of applying the four-rotor to the four-
potential:

u, =V,u,-Vou, =8Huv —8vuﬂ.

The tensor u v is antisymmetric and includes
various components of accelerations. By its
structure, this tensor is similar to the
gravitational tensor @, and the electromagnetic

tensor F

uv 2
components depending on the field potentials
and the velocities of the field sources.

each of which consists of two vector

In order to better understand the physical
meaning of the acceleration field, we will
introduce the following notations:

1
=0gu; —0;uy ==5S,,
C

Uy,

1

u, =0, ~0,u,=—N,, (ED)

where the indices i, j, k form triples of non-
recurring numbers of the form 1,2,3 or 3,1,2 or

2,3,1; three-vectors S and N can be written by
components:

S: Si :(SlaSzaS3)=(SanyaSz);
N=N, =(N1,N2,N3)=(NY,N},,NZ).

Then, the tensor u,, can be represented as

follows:
S
o S 5 s
c c c

—Sx 0 -N, N,
c

U=l g (E2)
-—— N, 0 -N,
c
—i -N, N, 0
c 3

In order to simplify our further arguments, we
will consider the case of the flat spacetime; i.e.,
Minkowski space or the spacetime of the special

theory of relativity. The role of the metric tensor
in this case is played by the tensor n“ﬁ , the non-
of which are n° =1,

zero components

n"=n*=n"=-1. With its help, we will
raise the indices of the acceleration tensor:

uaﬂ :na,unvﬂuﬂv
S
0 S, 5, S,
C C C
S,
. 0 NN, (E3)
_SV
L N. 0 -N,
C
S5 N N 0
c )

We will expand the four-vector of the mass
current: J* = p,u"” =p0(}/c, }/V), where

B 1
" \/1—\/2/02

can replace the covariant derivatives V 5 with

. In equations (22) and (23), we

the partial derivatives O 5 - Now, with the help of

the vectors S and N, these equations can be
presented as follows:

1 0S 4nnyp,v

V-S=4r , VxN=——+4+— 220/
7 Po 8 ¢’ ot ¢’
V~N=0,V><S=—%—lj. (E4)

The equations (E4), obtained in the
framework of the special theory of relativity for
the case 1 =const, are similar in their form to

Maxwell equations in electrodynamics.

If we multiply scalarly the second equation in
(E4) by S, multiply scalarly the fourth equation
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by —N and sum up the results, we will obtain
the following:

1 (S*+EN?)

-V. [S X N] = > > 5
c t (E5)
4nny poV-S
.
c
Equation (ES5) contains the Poynting’s

theorem applied to the acceleration field. The
meaning of this differential equation is that if in
a system the work is done to accelerate the
particles, then the power of this work is
associated with the divergence of the
acceleration field’s flux and the change in time
of the energy associated with the acceleration
field. The relation (ES), in a generally covariant
form according to (33), can be written as
follows:

08 _ 0B
Vﬁ,B =—u Jﬂ.

We will now substitute (E2) in (30) and write

the scalar and vector relations for the
components of the four-acceleration
ag =(a,a,):

du
po_o =Py = Uy, J° = _}/_pos_v >

dr c

du, o
Po— = Pod; = U,

Cdr (E6)

=7 P, (S+[vxN]).

The components of the four-acceleration are
obtained from these relations after canceling 0, .
As we can see, both vectors S and N make
contribution to the space component a, of the
four-acceleration, the vector S has the
dimension of an ordinary three-acceleration and

the dimension of the vector N is the same as
that of the frequency.

If we take into account that the four-potential

of the acceleration field u,= [ﬁ,—Uj in the
c

case of one particle can be regarded as the
covariant four-velocity, then from (E1) in
Minkowski space, it follows:

28
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S= —VS—a—Uz —*Vy —M,
ot ot

N=VxU=Vx(yv). (E7)

The vector S is the acceleration field
strength and the vector N is a quantity similar
in its meaning to the magnetic field induction in
electrodynamics or to the torsion field in the
covariant  theory = of  gravitation  (the
gravitomagnetic field in the general theory of
relativity). At the constant velocity v = const,
the vectors S and N vanish. If there are non-
zero time derivatives or spatial gradients of the
velocity, then the acceleration field with the
components S and N and the acceleration

tensor u,, appear. In this case, it is possible to

state that the non-zero tensor #,, in the inertial

reference frame leads to the corresponding
inertia forces as the consequence of any
acceleration of bodies relative to the chosen
reference frame.

If we substitute the tensors from (E2) and
(E3) into (B3), then the stress-energy tensor of
the acceleration field B’ will be expressed
through the vectors S and N . In particular, for

the tensor invariant u,,u"" and the time

components of the tensor B*”, we have:

uyvu.uv z_%(SZ_CZNZ)’
C
B =L (574 2N, BY =—C[SxN].
87n 4rn
(E8)

The component B’ | after its integration over
the volume in the Lorentz reference frame,
determines the energy of the acceleration field in

the given volume, and the vector

2
C

4rn
energy flux of the acceleration field. Therefore,
to calculate the energy flux of the acceleration
field, the vector K should also be integrated
over the volume.

K=cB" =

[SxN] is the density of the
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Appendix F. The pressure tensor and equations for the pressure field

The pressure tensor is built by antisymmetric
differentiation of the four-potential 7, :

fw =V,r, -V, 7, =8Hﬂv —8Vﬂﬂ.

We will introduce the following notations:

1
fOi zaoﬂ'i _aiﬂ'o =-C,,
C

fij=0,m;=0,m, =-1I,, (F1)

where the indices i, j, £ form triples of non-
recurring numbers of the form 1,2,3 or 3,1,2 or
2,3,1; the three-vectors C and I in the
Cartesian coordinates have the components:

C=C =(C,G,0) :(Cv’cy’cz);
I1=1,=(.,L,1,)=(_,1,1)).

In the specified notations, the tensor fﬂv can
be represented by the components:
, & G ¢
c c c
C
-—— 0 -1 1
S = (F2)

C
C
- 0 -
C
_Cz

c

In Minkowski space, the metric tensor does
not depend on the coordinates and time and
consists of zeros and ones. In such space, the

components of the tensor f*" repeat the

components of the tensor f; and differ only in

v

the signs of the time components:

0 & & _C
C C C
I
wo| € ' F3
f c (F3)
=~ L0 -
C
. -1, I, 0

[

Substituting in equations (26) and (27) the
covariant derivatives V s With the partial
derivatives O 5> We can represent these equations

in the form of four equations for the vectors C
and I:

V-C=4rnoyp,,
vxr=L 9C ATOTPY gy,
¢ ot c
Vsz—ﬂ. (F4)
ot

We will remind that the equations (F4),
obtained in the framework of the special theory
of relativity, are valid for the case of o = const .
Similarly to (ES), we obtain the equation of local
pressure energy conservation:

1o+
2¢? ot
N 4royp,v-C .

2
C

_V.[CxI]=

This equation also follows from equation (34)
and can be written with the help of the tensor

PP according to (D2) as follows:

B _ 05
VPP =—f"),.

Tensor invariant f, " f*" and the time

components of the tensor P’ are expressed
with the help of (F2) and (F3) through the

vectors C and I:

y 2
S I = —C—Z(C2 -c’r),

POO :L(C2+CZI2)’ POi :L[CXI]
&ro 4ro

(F5)

The component P°° of the stress-energy
tensor of pressure determines the pressure

energy density inside the bodies, and the vector

2
C

F=cP" =

[CxI] defines the density of
4ro

the pressure energy flux.
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We will now estimate the quantity f; J°
with the index i=1,2,3. According to (31), this

quantity determines the contribution of the
pressure field into the total density of the force
acting on the particle. In view of (F2), it turns
out that the density of the pressure force has two
components:

fiod® =—;/p0(C+[v><I]).

For comparison, the time component is the
density of the pressure force capacity divided by
the speed of light:

o 7p0V'C
Jo=th =
fog 7 =T

The vector C has the dimension of

acceleration and the vector I has the dimension
of frequency. These vectors, with the help of
(F1) and the definition of the four-potential of

the pressure field 7 =p—°2u = g,—l’[
ope ¢

in Minkowski space, can be written as follows:

Sergey G. Fedosin

Cz_vp_a_ﬂz_v[ypoj_ﬁ[mo:j’
ot £ ot\ p,c

(F6)

2

1=V><11=V><[“’°Vj,
Po€

where u,, denotes the four-velocity, p, is the

pressure in the frame of reference associated

1

factor and v is the particle velocity.

with the particle, y = is the Lorentz

The vector I, according to its properties, is
similar to the magnetic induction vector, and the
vector C is similar to the electric field strength.
Motionless particles do not create the vector I,
and for the vanishing of the vector C it is also
necessary that the relation y p, / P, would not
depend on the coordinates. In this case, the

contribution of the pressure field into the
acceleration of the particles will be zero.
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Abstract: We measured the fine particle number concentrations at four sites in Amman
and one site in Zarqa during March 6 — May 28, 2014. These were urban except for one,
which was a sub-urban site. The highest number concentrations (24-hour median as high as
5.2x10* cm™) were observed at Hai Masoum; an urban site in Zarga influenced by traffic
and industrial activities. In Amman, the highest number concentrations were observed at
the urban residential sites (Umm Summagq and Al-Hashmi Al-Shamali, 24-hour median as
high as 4.6x10* cm'3), whereas the lowest was at the sub-urban site (Shafa Badran, 24-hour
median as high as 2.3x10° cm”). The daily pattern of the fine particle number
concentrations was characterized by three peaks during the daytime. The first and last
peaks are probably related to the morning and afternoon traffic rush hours, which are
similar to those observed in the developed countries. The third peak was around midday,
which is possibly related to increased traffic activities related to school buses. The lowest
concentrations (~4600 cm™) at Shafa Badran were observed after midnight and before the
morning rush hours. Different lowest values were observed at the five sites because of
different population densities and nearby anthropogenic activities.

Keywords: Atmospheric aerosol particles, Spatial-temporal variation, Daily pattern,

Background.

1. Introduction

Urban aerosols have a complex dynamic
behavior, because they are a mixture of
regionally transported aerosols and a wide range
of locally emitted aerosols [1]. Besides being
externally mixed, their composition can vary
depending on the source type, geographical
region, state of development and dynamic
processes involved in their transformation.

While the urban aerosols impact the local air
quality (e.g., loss of visibility), they also have a
large spatial-scale effect, because they are not

localized to the geographical location of the
source area and are likely to be transported over
large distances where they affect the air quality
and the climate. Exposure to urban aerosols
might lead to serious health effects [2—6]. As
stated by the WHO, the health effects of urban
aerosols are usually assessed by monitoring
exposure to certain particulate matter classes
(such as PM;, and PM;5), in addition to some
gaseous pollutants (such as carbon oxides,
nitrogen oxides, ...etc.). Not long time ago, the
WHO suggested that black carbon (BC, often

Corresponding Author: T. Hussein

Email: thussein@ju.edu.jo



Article

measured as elemental carbon, EC) may operate
as a carrier of a wide variety of combustion-
derived chemical constituents of varying
toxicity. While the health effects occur at
relatively low particle mass concentrations, the
toxicity of inhaled particles is believed to be
linked to other concentration metrics, such as the
particle number or surface area concentrations

[7].

As will be presented herein, the aerosol
research activities in the Middle East have been
limited to PM concentrations, some gaseous
pollutants, chemical and elemental analysis and
very few about particle number concentration. It
is worth to mention two studies that presented an
Enhanced Particulate Matter Surveillance
Program. This program aimed at providing
scientifically founded information on the
physical and chemical properties of dust
collected during a period of approximately 1
year in Djibouti, Afghanistan, Qatar, United
Arab Emirates, Iraq and Kuwait [8-9]. The
region has been under considerable development
and urbanization, leading to a change in land use
and surface geology. For example, dried soils
and diminished vegetation cover in the Fertile
Crescent have caused greater dust generation and
increased dust days in the past years [10]. As it is
expected, the eastern Mediterranean region will
suffer warming and drying during this century
leading to higher dust emissions and thus,
exposure to ambient aerosols.

In Egypt, aerosol research has been the most
extensive in the Arab world. It is dated back to
the late 70’s and early 80’s of the past century
[11-12]. Tadros et al. [13] reported the
difference in the aerosol size distribution, which
was indirectly calculated by means of the Mie
theory, between agricultural and industrial sites
in Egypt. More recently, Moustafa et al. [14]
determined the mass size distributions of seven
elemental composition aerosols at an industrial
site. More about elemental and chemical analysis
of aerosols can be found in Boman et al. [15],
Hassan et al. [16] and El-Araby et al. [17].
Mahmoud et al. [18] utilized a box model to
derive the origin and amount of emissions of
black carbon in Cairo. It was also shown that the
air quality of the coastal regions in North Egypt
is affected by the flow bringing long-range
transported anthropogenic air pollution from
Europe towards North Africa, as well as the flow
of desert dust from North Africa towards Europe
[19]. This phenomenon was explained by certain
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weather  conditions  prevailing in  the
Mediterranean Sea. In another study, El-Askary
and Kafatos [20] examined the influence of dust
storms, dense haze and a smog-like phenomenon
known as the ‘black cloud’ on the aerosol optical
properties. The effect of meteorological
conditions on air pollution and the optical
properties of aerosols were examined by Elminir
[21] and by El-Metwally and Alfaro [22].

In Saudi Arabia, for instance, about eleven
studies focused on PM concentrations and some
chemical and elemental analysis [1, 23-30]. In
the United Arab Emirates, there is a very few
number of articles focused on aerosols with most
of them dedicated to the aerosol optical depth
and its relation to the dust episodes [31-33]. In
fact, airborne dust affects the aerosol optical
depth on a large scale [33-35].

In Kuwait, the main focus of aerosol research
was dated to the oil fire plumes in 1991 [36—41]
and very few focused on aerosol dust episodes
[42]. In Iraq, Dobrzhinsky et al. [43] and
Engelbrecht and Jayanty [44] focused on mineral
and road dust events, whereas Hamad et al. [45]
presented a source apportionment analysis for
PM, s carbonaceous aerosols in Baghdad.

Researchers in Lebanon have given extensive
attention to analyze the chemical composition of
fine and coarse aerosols and its relation to
certain dust outbreaks, long-range transport and
local emissions [46-52]. Waked et al. [53]
modeled the evolution of some air pollution
parameters (O3, CO, NO, and PM,5) at a sub-
urban site in Beirut. In another study, they
reported the composition and  source
apportionment of organic aerosols in Beirut
during winter 2012 [54].

To our knowledge, there is less than ten
articles published on PM, some gaseous
pollutants and limited chemical analysis in
Jordan. For instance, Al-Momani et al. [55] and
Gharaibeh et al. [56] focused on heavy metals
and elemental analysis of aerosol samples in Al-
Hashimya and Irbid, respectively. Soleiman et al.
[57] indicated that emissions from the highly
populated and industrialized Israel-Gaza coast
are transported inland and lead to elevated levels
of ozone over Jordan. Hamasha and Arnott [58]
reported black carbon concentrations at six sites
in Irbid city. Abu Allaban et al. [59] focused on
dust re-suspension from limestone quarries
nearby a town located north east of Amman and
reported PM,y concentrations as high as 600
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pg/m’ with most of the airborne PM being in the
coarse fraction. Schneidemesser et al. [60]
determined sources and seasonal variation of
organic carbon as well as the contribution to fine
particulate matter (PM,s) in Palestine, Jordan
and Israel. They recently presented an extensive
analysis on the PM, s to report its major chemical
components including metals, ions, as well as
organic and elemental carbon [61]. According to
their study, the PM, s varied from 20.6 to 40.3
pug/m’ and was higher in summer compared to
winter. The PM, 5 concentrations in the spring
were greatly impacted by regional dust storms.
There was only one study that focused on fine

particle number concentrations in Jordan,
specifically in Amman city [62].
However, the previous studies mainly

focused on regional aerosols (i.e., dust) and did
not present information on the spatial-temporal
variations of particle number concentrations
within cities in the Middle East. The main
objective of this study is to investigate the
number concentrations of sub-micron particles at
four sites within Amman and compare them with
another site located in Zarqa city. The
measurement campaign took place during three
months: March 6 — May 28, 2014. We
specifically focused on: (1) temporal variation
(hourly, daily and weekly) and (2) spatial
variation that covered an area confined within an
equilateral triangle (9 km side length) inside
Amman and extended to the location in Zarqa (at
a distance of about 20 km from Amman).

2. Materials and Methods

2.1. Sites Description: the
Kingdom of Jordan

The Hashemite Kingdom of Jordan (29°-33°
North and 37°-39° East) is located about 100 km
east of the Mediterranean Sea. To its south is the
Arabian desert and to its north is the Fertile
Crescent part of Syria (Fig. 1a). It comprises a
wide variety of topography: desert area (eastern
and southern parts), high mountains (northern
and western parts), as well as the Dead Sea and
the Jordan Valley (at about 400 m below the sea
level).

Hashemite

The population of Jordan is about 9.5 million
people (by the end of 2016). One third of the
population live in the capital city, Amman,
which covers an area of about 50x35 km”. The
capital city itself is located in the north-western
part and is comprised of a complex terrain of

several mountains that makes it challenging to
evaluate the air quality in the city. About 30 km
north-east of Amman is located the second
largest city (Zarqa) in Jordan. The topography of
Zarga is rather flat. Besides being large in
population density, Zarqa accommodates a vast
range of industrial activities and waste
management sites.

Following our 2009 measurement campaign
[61], we performed a more extensive
measurement campaign in the spring season of
the year 2014 to measure sub-micron particle
number concentrations at four sites in Amman
and one site in Zarqa (Fig. 1b). Following is a
detailed description of each site. Table 1 lists the
measurement sites along with the aerosol
measurement period and site abbreviations,
which are to be used throughout the article.

Campus of the University of Jordan — Amman:
urban-background site

The campus of the University of Jordan (JU
@ [32.0129N,35.8738E]) is a mixture of pine
tree forest and buildings (3—4 floors). It can be
classified as an urban-background site. It is
located at about 10 km from the city center. The
surrounding of the campus is mainly a populated
residential area. One of the main highways is
parallel to the western side of the campus.

Umm Summaq — Amman: urban-residential site
with major traffic influence

Umm Summaq (US @ [31.9880N,35.8387E])
is located in the north-western part of Amman at
about 11 km from the city center. It can be
classified as an urban-residential site. The
surrounding area mainly contains residential
buildings, schools, two big malls and business
centers. The area has developed and most of the
buildings have been built just few years ago.

Shafa Badran — Amman: suburban-residential
site with minor traffic influence

Shafa Badran (SB @ [32.0527N,35.8960E])
is located in the north-eastern part of Amman at
about 13 km from the city center. It can be
classified as an urban-residential site. The nature
of the area is rocky landscape intersected by one
of the main highways (Al-Urdon street), which
links the capital Amman with the northern cities
(Jarash, Ajloun, Irbid, ...etc.). The residential
area has been under continuous development
with many multi-floor buildings rising every
year.
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Measurement Locations:

1 - University of Jordan

2 - Umm Summagq

3 - Shafa Badran

4 - Al-Hashmi Al-Shamali
5 - Hai Masoum (Zarqa)

FIG. 1. (a) Map of Jordan showing the main cities and (b) A zoom in Amman and a part of Zarqa with a shade
that indicates the land use. The numbers indicate the measurement site locations.

TABLE 1. Measurement sites.

Site Name City Classification Period Code
Campus of the March 6 -18  JUI1
University of Jordan Amman Urban Background h April 14-30  JU2
Umm Summaq Amman Urban Residential Major traffic MAa;}ill 1183 - Us
Shafa Badran Amman  Sub-urban  Residential Minor traffic May 1 -11 SB
Hai Masoum Zarqa Urban Residential Maj of traffic May11-18 HM
Minor industry
Al-Hashmi Al-Shamali  Amman Urban Residential Major traffic May 19 — 26 HS
Al-Hashmi Al-Shamali — Amman: urban-  expanded toward each other over the past three

residential site with major traffic influence

Al-Hashmi Al-Shamali (HS @
[31.9656N,35.9552E]) is located in the eastern
part of Amman at about 2 km from the city
center. It can be classified as an urban-residential
site. The measurement location itself was
situated on a slope of a mountain. Towards the
south-west, there is a mountain on which the
Royal Palaces are situated. Both mountains form
a canyon, where one of the main roads (Al-
Istiklal) connects the eastern parts to the western
parts of the capital city.

Hai Ma’soum - Zarqa: urban-residential site
with major traffic and minor industry
influence

Zarqa is the second largest city in Jordan after
Amman. It is located about 24 km northeast of
Amman. The border between Amman and Zarqa
is not well defined, because both cities have
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decades. Zarqa accommodates densely packed
residential areas mixed with military centers,
small and large industrial facilities, waste
management sites, as well as quarries and mines.

The measurement location at Hai Masoum
(HM @ [32.0704N,36.0753E]) was chosen as
close as possible to Amman, but still as far as
possible from the potential sources other than
local traffic. Therefore, this site can be classified
as an urban-residential site with major traffic and
minor industry influence.

2.2 Aerosol Measurement

The aerosol measurement was performed
with a portable Condensation Particle Counter
(CPC, TSI model 3007). This type of CPC is
capable of recording the fine particle number
concentration in the diameter range of 10 nm — 1
um. We operated CPC with a 5-minute
averaging time at each site. The sampling inlet
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was an about 1-meter copper tube (4—mm inner
diameter). The use of a short sampling line
would have minimal effects on the nominal flow
rate, cut-off size and particle losses.

2.3 Weather Conditions

The Jordan Meteorological Department
(JMD) provided the weather data during the
measurement campaigns. The weather data used
for this study was measured at the Amman Civil
Airport, which is located in Marka. The airport
itself is located at about 11.5 km south east of
the central site in this study (the University of
Jordan campus).

Records of the meteorological wvariables
included hourly averages of the ambient
temperature, relative humidity, wind direction
and speed, precipitation and pressure.

According to this weather observation (Fig.
2), the wind speed was as high as 11.6 m/s, with
a median of 2.7 m/s and an overall average of
about 3 m/s. The overall average and median
values of temperature were about 18.3 °C,
having a clear daily pattern with a maximum as
high as 33 °C (observed around midday) and a
minimum as low as 4 °C (registered around
midnight). The relative humidity varied between
7% and 91% with an overall average value of
about 40% (median 36%). The pressure varied
between 917 mbar and 932 mbar with an average
value around 925 mbar. During the whole
measurement campaign, the prevailing wind
direction was rarely from east; it was mainly
(more than 65%) between -135° and +45°.

3. Results and Discussion
3.1 Spatial Variation

The fine particle number concentration
showed a clear spatial variation within the
capital city (Amman); see Tables 1-6 and Fig. 2.
The lowest concentrations were observed at
Shafa Badran (SB), which is a sub-urban
residential site with minor traffic influence. As
shown in Table 4, the daily median value varied
between 1.0x10" and 2.3x10* cm” (average
1.1x10* — 2.4x10* cm™). The urban background
site (the University of Jordan campus, JU) had
slightly higher daily median concentrations than
those observed at SB (Tables 2 and 4); the daily
median value varied between 1.3x10* and
4.0x10* cm™ (average 1.5x10% —4.1x10* cm™).

The two urban sites (Umm Summaq and Al-
Hashmi Al-Shamali) recorded somewhat higher
daily median values of fine particle number
concentrations (Tables 3—-5). At Umm Summagq
(US), the daily median value varied between
1.8x10* and 4.6x10* ecm™ (average 1.9x10* —
5.2x10* cm”), whereas at Al-Hashmi Al-
Shamali (HS) it was 3.0x10" — 4.6x10* cm’
(average 3.0x10* — 4.6x10* cm™). We attribute
the higher concentrations at these two sites to the
anthropogenic  activities  (mainly traffic
emissions) nearby the measurement sites.

The site located in Zarqa city showed the
highest concentrations with a daily median value
between 2.0x10* and 5.2x10* cm” (average
2.2x10* = 5.3x10* cm™); Table 6. We expect the
number concentrations to be even higher in areas
nearby the center of Zarqa city, because this city
has high population density with industrial
activities distributed within and around the city.

As illustrated in the introduction section, fine
particle number concentrations in the Middle
East, especially in Jordan, have not been
reported with an exception for the study by
Hussein et al. [61], who reported the fine particle
number concentrations at JU and HS during
spring 2009; about one week measurement
period at each site. The observed concentrations
in this study for HS (average 3.0x10* — 4.6x10"
cm”) agree with those previously reported by
Hussein et al. [61] as 2.3x10* — 6.9x10" cm™.
The same can be found for the JU site; in this
study, the average concentrations are 1.5x10* —
4.1x10* cm™, whereas those reported by Hussein
et al. [61] were 2.5x10% —3.7x10* cm™.

In  general, the observed number
concentrations in Amman were higher than what
is usually reported in some cities in the
developed countries [63—73]. For example,
Ruuskanen et al. [74] presented the number
concentrations in three European cities; the
average number concentrations were about
20300 cm™, 25900 cm” and 25800 cm” in
Helsinki, Erfurt and Alkmaar, respectively.
Recently, Reche et al. [75] reported the average
particle number concentrations in the urban
background of Barcelona (Spain), Lugano (Italy)
and North Kensington (UK) as 16850 cm>,
14950 cm™ and 12150 cm™, respectively. In the
same study, the average number concentrations
at road site in Bern (Switzerland) and
Marylebone (UK) were 28000 and 22150 cm™,
respectively. A sub-tropical urban site (Santa
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Cruz Tenerife) influenced by shipping emissions
had an average number concentration of about
12000 cm”, whereas at an industrial site at
Huelva (Spain) it was 17900 cm™. Wehner and
Wiedensohler [76] showed a seasonal trend in

Hussein et al.

locations in four EU cities. At the central
locations of Helsinki, Athens, Amsterdam and
Birmingham, they were about 12500 cm™, 20300
m>, 18100 cm™ and 18800 cm™, respectively.
At the residential sites, they were 4500 cm”,

15250 cm”®, 26350 cm” and 16100 cm”,
respectively. We, therefore, expect that the
number concentrations in some locations in
Amman are in line with the previous results

the particle number concentration at a
moderately polluted site in Leipzig (Germany)
with average concentration as 21400 cm” in
winter and 11600 cm™ in summer. Puustinen et

al. [77] compared fine particle number  obtained in various locations in Europe.
concentrations between central and residential
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FIG. 2. Hourly average (a) fine particle number concentration, (b) ambient temperature, (c) wind speed, (d)
relative humidity, (e) pressure and (f) precipitation during the whole measurement campaigns March 6 — May
28, 2015. The abbreviations on top of the figure refer to the name of the site location as the campus of the
University of Jordan (JU), Umm Summaq (US), Shafa Badran (SB) and Hai Masoum (HM).
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TABLE 2. 24-hour statistics of fine particle number concentrations at the University of Jordan campus
(JU), which is an urban background site in Amman.

Date Day Mean STD 25%  Median  75%
6 March Thursday 32376 10449 23839 28829 39754
7 March Friday 19090 8654 12031 19486 26082
8 March Saturday 22133 10229 14226 24457 29056
9 March Sunday 27721 16098 11395 31335 41351
10 March Monday 22672 12489 10766 25193 28524
11 March Tuesday 22112 7774 16937 19491 25990
12 March  Wednesday 20300 10891 10244 23877 29839
13 March  Thursday 21705 12292 8668 24050 32867
14 March Friday 26632 7411 19027 25618 32205
15 March Saturday 30911 13003 18057 34855 38462
16 March Sunday 41123 16892 30147 39591 51179
17 March Monday 34554 12896 24964 37533 43024
14 April Monday 31852 7692 25021 31072 38339
15 April Tuesday 33805 11829 26050 28603 43649
16 April  Wednesday 24104 10661 15661 22846 29543
17 April Thursday 30874 10238 21398 30031 38091
18 April Friday 14957 7619 9340 12768 21843
19 April Saturday 15657 4866 12793 14383 19643
20 April Sunday 25180 8901 15564 27597 29602
21 April Monday 25839 14373 11077 25301 39698
22 April Tuesday 34100 13901 22767 33069 42835
23 April  Wednesday 34635 17081 19900 32596 50521
24 April Thursday 34059 9166 26932 32037 40572
25 April Friday 20195 6232 15842 19843 23196
26 April Saturday 25401 9551 17463 26061 33738
27 April Sunday 31604 5468 27148 31697 36253
28 April Monday 29938 8491 22208 29749 38027
29 April Tuesday 27115 9566 17339 26700 36485
30 April  Wednesday 25839 14287 9798 24919 33908
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TABLE 3. 24-hour statistics of fine particle number concentrations at Umm Summaq (US), which is
an urban residential site with major traffic influence in Amman.

Date Day Mean STD 25%  Median  75%
19 March  Wednesday 51613 27651 34945 46306 57965
20 March ~ Thursday 43544 11062 36168 42667 51589
21 March Friday 35651 11749 26784 31529 41669
22 March Saturday 36992 17475 22659 36693 50152
23 March Sunday 32713 16335 20331 35175 40029
24 March Monday 30540 13633 16333 31469 42103
25 March Tuesday 32673 14250 22008 31788 45623
26 March  Wednesday 36193 11312 28673 34214 41279
27 March ~ Thursday 44989 24696 26289 41473 62581
28 March Friday 37193 9874 31086 37822 43705
29 March Saturday 36626 45626 16448 19343 35825
30 March Sunday 19362 9924 11178 20308 24818
31 March Monday 33176 12704 18995 34411 45214

1 April Tuesday 26876 9703 19300 28034 35451
2 April Wednesday 26913 12562 19857 25107 30858
3 April Thursday 31968 17961 18163 28672 47663
4 April Friday 28710 15392 12797 27596 40215
5 April Saturday 33281 9393 27083 32256 37061
6 April Sunday 27740 15216 15932 28210 38656
7 April Monday 28586 11843 22286 26181 30932
8 April Tuesday 27509 11934 23905 29167 37409
9 April Wednesday 25067 10929 17040 25201 31788
10 April Thursday 20083 15696 10818 18040 21926
11 April Friday 36014 10427 27059 35239 43974
12 April Saturday 37162 13033 28514 36032 41461
13 April Sunday 6594 1626 5167 6413 7912

TABLE 4. 24-hour statistics of the particle number concentrations at Shafa Badran (SB), which is a
sub-urban residential site with minor traffic influence in Amman.
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Date Day Mean STD 25%  Median  75%
1 May Thursday 20840 11362 9615 23198 30409
2 May Friday 21274 13781 7844 18677 32991
3 May Saturday 19713 9964 13746 19976 23883
4 May Sunday 20430 11436 12576 15994 27873
5 May Monday 18151 8422 13520 16216 23561
6 May Tuesday 19008 11753 10243 17829 23335
7May  Wednesday 23834 16305 12299 17449 32216
8 May Thursday 14415 6516 8973 14963 19052
9 May Friday 11281 4914 7210 9990 14569
10 May Saturday 20390 7537 14699 20170 25910
11 May Sunday 16806 8242 7090 16700 24771
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TABLE 5. 24-hour statistics of fine particle number concentrations at Al-Hashmi Al-Shamali (HS),

which is an urban residential site with major traffic influence in Amman.

Date Day Mean STD 25%  Median  75%
20 May Tuesday 35609 12418 27490 34259 45474
21 May Wednesday 37872 12934 26747 33198 48763
22 May  Thursday 38316 13242 28838 36061 45751
23 May Friday 38717 10554 30934 36366 47197
24 May Saturday 33688 13219 25684 30050 40669
25 May Sunday 45317 11281 35877 45640 50898

TABLE 6. 24-hour statistics of fine particle number concentrations at Hai Masoum (HM), which is an
urban residential site with major traffic and minor industry influence in Zarqa.

Date Day Mean STD 25%  Median  75%
12 May Monday 25639 15262 17718 21179 32314
13 May Tuesday 22303 10466 15692 22173 30731
14 May Wednesday 35103 19556 23141 36046 49287
15 May Thursday 52847 27866 27846 48184 69366
16 May Friday 41546 16820 29903 41084 51440
17 May Saturday 33090 13889 18411 34342 42643
18 May Sunday 26706 14501 15624 26259 36079
3.2 Temporal Variation — Daily Pattern Another peak in fine particle

The temporal variation of fine particle number
concentrations showed a clear daily pattern at
each measurement site (Fig. 3). The average
daily pattern of fine particle number
concentrations at the urban background site (JU)
was characterized by high concentrations during
daytime (07:00-18:00) on all days. Dividing the
dataset into workdays and weekends, we
observed that on workdays, the daytime
concentration was higher than 30000 cm™, while
it was in the range of 20000-30000 cm” on
weekends. The workdays had the highest
concentrations (as high as 45000 cm™) during
the morning traffic rush hours (between 06:00
and 09:00). The lowest concentrations (as low as
10000 cm™) were observed after midnight and
before 06:00.

The sub-urban site (SB) showed rather a
similar daily pattern to that of the urban
background site (JU), but the concentrations
were lower at the sub-urban site (Fig. 4). On
both workdays and weekends, the average fine
particle number concentrations were in the range
0f 20000-35000 cm™ (Fig. 4a) on workdays and
in the range of 20000-25000 cm™ on weekends
(Fig. 4b). On workdays, the effect of the
morning traffic rush hours was also visible with
the highest concentrations recorded at this site.

concentrations was recorded around noon on
workdays; that is most likely linked to increased
traffic activities related to school buses, which
are mainly operated by diesel engines. The
lowest concentrations (as low as 4000 cm™) were
observed after midnight and before 06:00.

The urban residential sites (Figs. 5 and 6),
which were influenced by major traffic activities,
showed similar daily patters, but the
concentration values were higher at HS than at
US. This is due to the fact that HS is a more
populated area than US. Both workdays and
weekends showed two main peaks during the
daytime and a late evening peak. The first
daytime peak was between 06:00 and 09:00 and
represented the morning traffic rush hours, while
the second daytime peak was around noon and
represented the traffic activity of school buses,
and the late evening peak was most likely due to
late shopping activities. The workdays’ daytime
average concentration was 2500055000 cm™ at
HS and 3000042000 cm™ at US. The late night
peak observed on both workdays and weekends
was as high as 45000 cm™ at HS and as high as
42000 cm™ at US. The lowest concentrations at
both sites were recorded after midnight and
before 06:00; at HS, the lowest concentration
was as low as 20000 cm” and at US it was as
low as 12000 cm™.
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FIG. 3. Average daily patterns of fine particle number concentrations at the campus of the University of Jordan
(JU, urban background) during March 6—18 and during April 14-30, 2014.
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FIG. 4. Average daily patterns of fine particle number concentrations at Umm Summagq (US, urban residential
with major traffic influence) during March 18 — April 13, 2014.
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FIG. 5. Average daily patterns of fine particle number concentrations at Shafa Badran (SB, suburban residential
with minor traffic influence) during May 1-11, 2014: (a) during workdays (Sunday - Thursday) and also
showing Thursday separately and (b) on the weekend (Friday — Saturday) and also showing Friday and
Saturday separately.
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FIG. 6. Average daily patterns of fine particle number concentrations at Al-Hashmi Al-Shamali (HS, urban
residential with major traffic influence) during May 26 — 29, 2014.

The urban site (HM) in Zarqa city also
showed a similar daily pattern as those observed
at HS and US (Fig. 7). The common thing
between the three sites is that they are all urban
residential with major traffic influences.
However, the HM site had a minor influence of
industrial activities. What is also interesting is
that this site had a dominant morning peak in
fine particle number concentrations that started
around 05:00 and lasted until noon with a
maximum concentration (higher than 60000 cm™
around 07:00). Similar to the sites in Amman,
the lowest concentration was recorded after
midnight and before 06:00 and it was as low as
10000 cm™.

To sum up the findings about the daily
patterns, all the urban residential sites showed a
daily pattern for fine particle number
concentrations that is characterized by three
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peaks (two during the daytime 06:00—-18:00 and
a late night peak); this daily pattern was similar
for both workdays and weekends. The absolute
value of the concentration was related to the
population density and other anthropogenic
activities. For example, HM and HS were more
populated than US; and additionally, HM was
influenced by industrial activities.

In the urban areas, the daily pattern of fine
particle number concentrations is closely related
to emissions from traffic and industry. For
example, traffic activity on workdays is usually
characterized by two main rush hours (morning
and afternoon) that represent the times when
people go to work and return back home [69].
Such daily patterns were reported in most cities
in the developed countries [76, 78—79].
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FIG. 7. Average daily patterns of fine particle number concentrations at Hai Masoum in Zarqa city (HM, urban
residential with major traffic and minor industrial influence) during May 11-18, 2014.

4. Conclusions

We  measured fine particle number
concentrations in Jordan at four locations within
the capital city, Amman. We additionally
performed similar measurements at a single site
in the second largest city in Jordan, Zarqa. The
measurement campaign took place during March
6 — May 28, 2014. We specifically focused on
the temporal-spatial variation (hourly, daily and
weekly) of fine particle number concentrations.
The measurement sites in Amman included an
urban-background site (the University of Jordan
campus), two urban-residential sites (Umm
Summaq and Al-Hashmi Al-Shamali) and
suburban-residential site (Shafa Badran). The
site in Zarqa was an urban-residential site with
minor industrial influence. All sites were
influenced by traffic emissions.

There was a clear spatial and temporal
variation of fine particle number concentrations
within Amman. The highest concentrations were
observed at the urban residential sites (Shafa
Badran and Al-Hashmi Al-Shamali, 24-hour
median value as high as 34.6x10* cm™) and the
lowest were at the sub-urban site (Shafa Badran,
24-hour median value as high as 2.3x10* cm™).
The highest concentrations among all sites were
recorded at the urban-residential site in Zarqa
(Hai Masoum); 24-hour median value being as
high as 5.2x10* cm™.

The daily pattern at the residential sites was
characterized by three peaks during the daytime.

The first peak and last peak are related to the
morning and afternoon traffic rush hours, which
are similar to those observed in the developed
countries. The third peak was around midday,
which is possibly related to increased traffic
activities related to school buses. During the day,
the lowest fine particle number concentrations
(~4600 cm™) were observed at the sub-urban
residential site (Shafa Badran) after midnight
and before the morning rush hours. This lowest
value was different among the sites, and it was
most likely related to population density. For
example, at the urban sites, it was higher than
that at the sub-urban site.

The spatial variation found in fine particle
number concentrations agrees well with one of
our studies about polycyclic aromatic
hydrocarbons (PAHs) in collected floor dust
within Amman city [80]. PAHs are usually
accompanied with combustion processes and we
presume that the main sources of fine particulate
matter is also related to the same processes in
Amman; hence, high fine particulate matter
concentrations are expected to be in the same
locations with high PAHs concentrations found
in floor dust.

The limitations of this study are as follows:
(1) It did not consider the particle number size
distribution that can reveal the modal structure of
aerosol particles and (2) The measurement
campaign at some of the sites was very short that
it might not be enough to make a strong
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conclusion about the fine particle characteristics.
These  features  would  require  more
comprehensive observations in Jordan.
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Abstract: Porous silicon samples were prepared by electrochemical anodic etching of p—
type silicon wafer in hydrofluoric (HF) acid-based solution. The electrochemical process
allowed precise control of porous silicon properties, such as average pore diameter, average
pore depth and porosity. The effect of current density on physical properties of porous
silicon was investigated by Scanning Electron Microscopy (SEM), I-V characteristics and
Fourier Transform Infrared (FTIR) spectroscopy. The average pore diameter and average
pore depth were found to increase with the increase in current density. The average pore
diameter varied from (10 to 28) nm and the average pore depth varied from (470 to 2200)
nm, when the current density was changed from (5 to 36) mA/cm’® for 10 minutes. In
addition, Al/porous/crystalline silicon sandwich showed a good rectification device.

Keywords: Porous silicon, Electrochemical etching, Current density, SEM, FTIR, I-V

characteristics.

Introduction

Porous silicon is an important material for
applications in microelectronics. Since Uhlir and
Tumer [1, 2] first reported in the late 1950s that
silicon surface can be covered with a brown film
during anodization in HF solutions [3], porous
silicon was found to form by electrochemical
etching of p or n doped mono-crystalline silicon
in  hydrofluoric acid (HF) [4]. The
microstructural and physical characteristics of
porous silicon, such as thickness, pore diameter,
pore distribution and specific surface area are
critically dependent on various processing
conditions, etching solution composition, current
density, etching time, illumination and properties
of the silicon substrate, such as doping level and
crystal orientation [4-8]. In general, porous
silicon (PS) obtained by anodization of a silicon
wafer is a versatile material which can display
different morphologies by varying the doping
density of the wafer as well as the formation
parameters. Nanoporous silicon (24 nm) can be
generally achieved by using p-type as well as

n-type silicon of low and moderate doping
density. Mesoporous silicon with pore diameters
from 5 to 50 nm is generally formed utilizing
highly doped silicon as substrate, and for
macropore (>50 nm up to a few pm) formation
moderately doped silicon is usually employed
[9]. All these different types of porous silicon are
used in basic research studies, but are also
appropriate for potential applications.

Porous silicon; a versatile material with
various morphological natures, is compatible to
today’s microtechnology and is of interest for a
great variety of applications. The high surface
area of this material (nanoporous silicon ~1,000
m’ /cm’, mesoporous silicon ~100 m* /ecm® and
macroporous silicon ~1 m’ /ecm’) makes it
suitable to fill the pores with one or more guest
materials, which results in a drastic change of the
physical properties [10].

In order to form porous silicon, the current at
the silicon side of the silicon/electrol yte interface
must be carried by holes, injected from the bulk
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towards the interface. Several different
mechanisms regarding the solution chemistry of
silicon have been proposed, but it is generally
accepted that holes are required for pore
formation [11]. The global anodic semi-reaction
can be written during pore formation as:

Si + 2HF + 2h"— SiF,+2H", (1)
SiF,+4HF— H,+ H,SiF . 2)

The etching rate is determined by holes (h")
accumulating in the adjacent regions of the HF
electrolyte and Si atoms [3, 6, 7 and 12]. Porous
silicon is a promising material due to excellent
optical, mechanical and thermal properties,
compatibility with silicon-based
microelectronics [13] and low cost [14]. All
these features have led to many applications of
porous silicon, such as solar cells, gas sensors,
pressure sensors, bio-sensors, photovoltaic
devices, ...etc. [15-19]. The interest in porous
silicon has increased greatly over the past
decades, mainly due to its photoluminescence
properties and the potential applications
arising from these [20]. Technological
application of porous silicon (PS) as a light
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emitter would have a significant impact on
numerous technologies, such as light emitting
devices [21], micro-cavities[22], wave guides
and solar cells[23,24]. Porous silicon (PS) is
an interesting material for gas sensing
applications [25, 26].

In this paper, scanning electron microscopy
(SEM) is used to study the influence of etching
current density on pore diameter and pore depth
for mesoporous silicon.

Experimental Details

The experiment setup of electrochemical
etching is illustrated in Fig. 1. A constant current
is supplied between two electrodes immersed in
Teflon cell (highly acid-resistant material)
containing an aqueous solution of hydrofluoric
acid HF (49%), ethanol C,HsOH (99%) and
deionized water H,O. Adding ethanol to the
electrolyte ~ produces more  homogenous
structures. Ethanol removes hydrogen bubbles
induced during the -electrochemical reaction,
making the porous structures more uniform [6].

543 21
b

FIG. 1. Electrochemical etching experimental setup: (a) schematic view, (b) cross-section of the electrochemical
etching tank. 1- Teflon container, 2- screw, 3- aluminum anode, 4- O-ring, 5- silicon wafer, 6- platinum

cathode, 7- electrolyte, 8- variable power supply.

The substrate used was mono-crystalline p-
type silicon (100) oriented, with 3-30 Qcm
resistivity and a thickness of 675 + 25 um. The
silicon wafers were cleaved into 4cm squares
(few mm larger that the O-ring used in the
etching container) to ensure a leak-free seal. The
silicon samples were placed at the bottom of the
cylindrical Teflon container and fixed by an
aluminum plate as backing material, so that the

48

current required for the etching process could
pass from the bottom surface to the top of the
polished surface via the electrolyte. Platinum
plate represents the cathode which was placed
perpendicular to the silicon surface at a distance
of 2cm. The porous layers on the surface of these
samples were prepared at current densities of 5,
10, 20 and 36 mA/cm” for 10 min etching time.
After etching, the samples were thoroughly
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rinsed with ethanol (twice or more) to remove
any HF trace. Finally, the samples were
examined wusing FIE Scanning Electron
Microscope (SEM), Keithly electrometer [-V
characteristics and Thermo Nicolet Fourier
Transform Infra-Red (FTIR) spectroscopy in
order to verify precisely pore formations on the
silicon membrane.

Results and Discussion

Fig. 2 shows the top view and cross-section
SEM images of the porous silicon, prepared by
electrochemical etching of p-type silicon wafers
for 10 minutes. The electrolyte consists of
1(49%) HF: 2(99%) C,HsOH:2 H,O, using
different current densities of 5, 10, 20 and 36
mA/cm’. With the help of the surface images of
the samples, the dark spots on the images are
attributed to the pores formed, whereas the white
area corresponds to the remaining silicon. The
pores are spherical and irregular in shape and are
randomly distributed on the porous silicon
surface. Porous silicon formed at different
current densities has different pore sizes. At a
current density of 5 mA/cm’, pores were 9-11
nm in diameter and 420-500 nm in depth (Fig. 2
a). For current density of 10 mA/cm’, the pore
diameter was 15-17 nm, while pores were 630-
710 nm in depth (Fig.2 b). The use of 20
mA/cm’ current density resulted in pore diameter
of 18.4 -20.0 nm and pore depth of 1260-1400
nm (Fig. 2c). Finally, at a current density of 36
mA/cm’, the pore diameter became 27-29 nm
and the pore depth was 2130-2300 nm (Fig. 2d).

density.

Fig. 3 shows the distribution of pore sizes for
a sample prepared using a current density of 10
mA/cm’, for which the average pore diameter
was 16 nm with a standard deviation of 0.6 nm.

The variation in the average pore diameter of
porous silicon with etching current density is
illustrated in Fig. 4. As can be seen, the pore
diameter increases exponentially with current
density [27]. The current density was changed
from 5 mA/cm’ to 36 mA/cm’ and the average
pore diameter increased from 10 nm to 28 nm.
The average pore diameters were determined via
manual measurement of at least twenty pores
randomly selected from two different SEM
images. The average pore diameters appear to be
in good agreement with what is expected for
meso-pore layer [9,10]. The variation in the
average pore depth of porous silicon with
etching current density is illustrated in Fig. 5.
The average pore depths were determined via
manual measurement of at least ten pores
randomly selected from two different SEM
images. When the current density was changed
from 5 mA/cm’ to 36 mA/cm’, the average pore
depth increased from 470 nm to 2200 nm. Pore
depth generally increases with increasing current
density, because increasing current
density produces excess electron-hole pairs and
subsequently enhances the porous silicon
thickness layer [11, 28]. In fact, the relation
between pore depth and current density has been
predicted to be of the form:

dpore = (1.2)(1)°*, 3)

where d,or is the pore depth and J is the current

The University of Jordan
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FIG. 2. Top view and cross-section SEM images of the porous silicon samples. The samples were prepared by p-
type (100) orientation in electrolyte consisting of HF:C,HsOH:H,O in the ratio of (1:2:2) by volume with an
etching time of 10 minutes, (a) current density = 5 mA/cm?, (b) current density = 10 mA/cm?, (c) current
density = 20 mA/cn’, (d) current density =36 mA/cm’.
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FIG. 3. Pore size distribution for a porous silicon sample formed at a current density of 10 mA/cm®. Data from
tow different SEM images was used.
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51



Article

I-V Characteristics

Fig. 6 shows current-voltage (I-V)
characteristics for Al/ porous silicon/ crystalline/
Al sandwich structure device. These were
measured under illumination conditions as a
function of different etching current densities
(5mA/cm’ and 20mA/cm’) and 10 minutes
etching time. Keithly electrometer (model
6517A) was used to measure the current-voltage
(I-V) characteristics. The (I-V) curves were
obtained by applying a varying bias voltage
(from -5V to +5V). The variation in forward bias
characterization is controlled by porous silicon
layer resistance. This result explains the
reduction of flow current in forward bias with

Ammar M. Al-Husseini

increasing the etching current density [29]. The
pore diameter increases as etching current
density increases and hence the resistance of
porous silicon layer becomes too high. This will
reduce the forward current density. When the
pore diameter increases, the pore wall which acts
as a carriers’ trap will increase to form a high
resistive region which decreases the current
passing through the porous silicon layer. Also,
increasing the etching current density from 5
mA/cm® to 20 mA/cm” will lead to increase the
thicknesses of the porous silicon layer.
Increasing the thickness of the porous silicon
layer will lead to increase its resistivity due to
reduced mobility in it [30-33].

------- for 20 mAsem? :
i,
=
E 4
L]

2

for 5 mAsom? 10

-

.10

FIG. 6. I-V characteristics of Al/porous silicon/crystalline silicon/Al sandwich structure device.

Fourier Transform Infra-Red (FTIR)
Study

Fourier = Transform  Infrared  (FTIR)
spectroscopy has been widely used as a tool for
characterization of chemical bonding, especially
extensively in porous silicon. Thermo Nicolet
670 FT-IR spectroscopy was utilized in this
study to characterize the active vibrational bonds
in the porous silicon sample. The system covers
the range (500-4000 cm™) at room temperature.
When infrared radiation interacts with the
sample, the chemical bonds will stretch, contract
and bend. As a result, the bonds will tend to
absorb the infrared radiation at different
wavelengths.
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Fig. 7 shows the FTIR absorbance spectrum
of porous silicon at a current density of 10
mA/cm” and an etching time of 10 minutes. The
peaks are: 624.94 cm’ Si-Si bonds vibration,
837.62 cm” Si-H, wagging mode and 940.21
em’ Si-H, scissor mode. The peaks around
1051.22 cm” and 1144.45 cm’ are related to
Si—O-Si stretching modes. The peaks at 2120.74
em’ and 2903.27 cm’ are, respectively, related
to Si—H stretch and C-H stretch. Chemical bonds
and their IR resonance positions detected in
porous silicon are shown in Table (1). The FTIR
peaks are in good agreement with other reported
results [34, 35].
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TABLE 1. Bonds in porous silicon spectrum at a current density of 10 mA/cm” and an etching time of

10 min.
Wave number (cm')  Bonds Vibration modes
634.50 Si-Si Stretching
837.62 Si-H, Wagging
940.21 Si-H, Scissor
1051.22 Si-O-Si Stretching
1144.45 Si-O-Si Stretching
2120.74 Si-H Stretching
2903.27 C-H Stretching
3.2
2.8
@
e 24 |
®
2
o
g 2
<
1.6 -
1 .2 T T T T T T
500 1000 1500 2000 2500 3000 3500 4000
Wavenumbers (cm-1)

FIG. 7. FTIR spectrum of porous silicon at a current density of 10 mA/cm” and an etching time of 10 min.

Conclusions

Porous silicon samples were prepared by

electrochemical etching method at various
current densities. The results show that the
diameter and depth of the pores were

substantially affected by the etching current
density. The Scanning Electron Microscopy
(SEM) investigation shows that the average pore
diameter and depth are increasing with the
increase of etching current density. I-V
characteristics of Al/porous silicon/crystalline
silicon/Al sandwich structure device showed

good rectification characteristics.  Finally,
Fourier Transform Infrared (FTIR) spectroscopy
studies  revealed  vibration, = symmetrical

stretching, wagging and stretch/bend bonds.
These results indicate that the porous silicon is a
good candidate for photonic devices.
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Abstract: Using high-resolution y- ray spectroscopy, the activity concentrations of some
radioactive isotopes such as mU, B2Th and *°K in different rock samples, collected from 31
quarries in Hebron Governorate, Palestine were measured. For this purpose, 62 rock
samples were gathered from different quarries of the region under investigation. The
measured activities of 238U, 22Th and *°K were found to range from 21.3 to 100.5, 1.3 to
11.6 and 13 to 583 qug'l, with average values of 47.6, 4.2 and 100 qug'l, respectively.
For all samples, the radium equivalent activity (Ra.,), as well as other radiological effects
were estimated and found to be below the recommended levels. Therefore, the results
indicate that the investigated materials can be used as building construction materials
without radiation threat. This study can be used as a baseline for natural radioactivity
mapping in the region under investigation. The results may also be used as reference data
for monitoring possible radioactivity pollution in the future.

Keywords: Natural radioactivity, Effective dose rate, Rocks, Hazard index, Palestine.

Introduction

Human beings are continuously exposed to
ionizing radiations of natural origin, and life on
earth has developed under the ubiquitous
presence of environmental gamma and charged-
particle radiation. Radiation may be one of the
effects for life and biological development. It is
also, however, well established that ionizing
radiation may harm life and biological systems.
Measurement of natural radiation background is
very important to determine the environmental
hazards on human health and is essential to set
the standard radiation levels and national
guidelines according to international
recommendations [1, 2].

Natural radioactivity in geological materials,
mainly rocks and soil, comes from *’Th and
28U series and natural K [3]. These

radionuclides have a half-life comparable to the
age of the earth. Gamma radiation from these
radionuclides represents the main external source
of irradiation of the human body. The knowledge
of radionuclides distribution and radiation levels
in the environment is important for assessing the
effects of radiation exposure due to both
terrestrial and extraterrestrial sources. Terrestrial
radiation results from radioactive nuclides
present in varying amounts in soils, building
materials, water, rocks and the atmosphere.
Some of the radionuclides from these sources are
transferred to man through the food chain or
inhalation, while extraterrestrial radiation
originates from outer space as primary cosmic
rays [4].

Corresponding Author: Khalil M. Thabayneh
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As many know, building materials are
comprised of rocks, thus containing radioactive
nuclides. The knowledge of the natural
radioactivity of building materials is important
for the determination of a population’s exposure
to radiations, as most of the residents spend
about 80% of their time indoors [5]. The
presence of radioisotopes in building materials
causes external exposure for those who live in
buildings. **°Ra and *’Th can also increase the
concentration of **Rn and *’Rn, as well as its
isotopic daughters in buildings. *’K and part of
the above-mentioned radionuclides cause
external exposure, while the inhalation of *’Rn,
*Rn and their short lived progeny leads to
internal exposure of the respiratory tract to alpha
particles [5, 6].

In Palestine, our laboratory previously
conducted a series of studies, with the objective
to determine radioactivity levels and associated
dose rates from surface soils, building materials,
plants and some imported granites and ceramics
[7-14]. For this study, we extend our
measurements to systematically cover nearly all
rock samples used as primary (raw) materials in
the building and construction industry in
Palestine. For this purpose, the activity
concentrations and radiological effects of those
naturally occurring radionuclides were measured
in 62 representative samples, by means of high-
resolution gamma-ray spectroscopy. The results
obtained were compared with the world median
values and the accepted upper limits.

Materials and Methods
The Study Area

Hebron Governorate (Latitude: 31° 32' 0" N,
Longitude: 35° 5' 42" E) is located in the south
of the West Bank, 30 km south of Jerusalem
(Fig. 1). It is the largest governorate in the West
Bank in terms of size and population. Its area is
about 1068 km?, which is about 19% of the West
Bank total area. The population of Hebron
Governorate is 650,000 people according to the
estimates of the Palestinian Central Bureau of
Statistics [15]. The number of Palestinian
communities in the governorate is 158, the
largest of which is Hebron city, located on
the Hebron Mountains. The governorate lies
between 400 and 1013 meters above sea
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level. Hebron is a busy hub of West Bank trade,
responsible for roughly a third of the areas gross
domestic product, largely due to the sale of rocks
from quarries. In addition to sale of rocks, local
economy relies on handicraft, different industries
and construction [16]. The area mainly consists
of Cenomanian, Eocene, Turonian and Senonian
limestones. Whilst the Cenomanian and
Turonian limestones are mostly very hard and
resemble marble, the Senonian and Eocene
limestones are generally of soft and chalky
nature [17]. The main soil type is "terra rossa".
This is the most typical soil of the mountains in
the governorate and soil formation on hard
limestone. Its soil reaction is generally neutral to
moderately alkaline, and its soil has a high
content of soluble salts. Both the high iron
content and the low organic matter are
responsible for the red color. They are mainly of
loamy texture. In addition to the "terra rossa"
soils, mountain marl soils and alluvial soils are
also present in considerable areas. Mountain
marl soils are formed from the chalky marls of
Senonian and Eocene ages [17]. Agricultural
areas surround the region, where the farmers in
the region usually cultivate fruits, such as grapes,
figs and plums [16]. The climate is of
Mediterranean type with a long hot and dry
summer and a short cool and rainy winter.
Accordingly, the climate of Palestine is
classified as an eastern Mediterranean one.
Temperatures increase to the south and towards
the Jordan Valley (east) [17].

Sampling and Sample Preparation

According to the map of Palestine shown in
Fig. 1, a total of 62 rock samples have been
collected randomly from 32 main quarries (two
samples from each site) at the area under
examination. Rock samples were crushed to
small pieces and ground to powder. Each sample
was dried in an oven at 105 °C and sieved
through a 100 mesh, which is the optimum size
enriched in heavy minerals. The samples were
sealed in standard 1000 ml Marinelli beakers,
dry weighed and stored for a minimum period of
one month in order to allow daughter products to
come into radioactive secular equilibrium with
their parents **’Ra and ***Th. Then radionuclides
were counted for 1200-1440 minutes, depending
on the concentration of the radionuclides.
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FIG.1. West Bank geographical map and sample location of the Hebron region.

Radioactivity Measurement

The concentrations of the natural
radionuclides, such as **°Ra, ***U, ***Th and *K
were measured using gamma spectroscopy with
an n-type HPGe detector with 15 % relative
efficiency and 1.85 keV resolution (FWHM) for
the 1332 keV photons of “°Co and MCA with
8000 channel. The efficiency calibrated for the
spectrometry system was designed by using a
mixture of radioactive sources: °Ce (166 keV),
*PHg (279 keV), ¥Sr (514 keV), "'Cs (662
keV), *Y (898 and 1836 keV) and ®“Co (1173

=10
6 -

and 1333 keV) in the energy range (186—1850)
keV. The calibration efficiency curve beyond
1850 keV was constructed using different energy
peaks of **°Ra series (*'*Bi has peaks at 2204 and
2448 keV) in order to cover the range from 60
up to 2500 keV (16). The standard source packed
in the Marinelli beaker had the same geometry as
that used for measured samples. The efficiency
curve for HPGe detector is shown in figure 2.

a T T
a 500 1000

' e . L
1500 2000 2500

Gamma Energy (KeV)
FIG.2. The photo peak efficiency curve of HPGe detector.
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The activity concentrations of *K were
measured using the gamma lines of 1460.8 keV.
U concentration was determined by means of
its progeny full energy peak of gamma-ray lines:
*Ra (186.2 keV), *"*Pb (295.21 keV, 352 keV)
and *"“Bi (609 KeV, 1120.29 keV and 1764.8
keV). **Th was determined through its progeny
full energy peak of gamma-ray lines: “Ac
(338.6 keV, 911.2 keV and 968.9 keV),”’Pb
(238.6 keV), **TI (583.3 keV and 2614 keV)
[11]. The software Personnel Computer
Analyzer was used for the collection of the
spectra. The net count rates under the most
prominent full energy peak of all radionuclide
daughter peaks were calculated by subtracting
the background spectrum from the respective
count rate obtained for the same counting time.
Then, the activity of the radionuclide was
calculated from the net area of prominent gamma
ray energies.

Since the counting rate is proportional to the
amount of the radioactivity in the samples, the
activity concentration (C) can be calculated from
the following equation [9]:

Cou
C(Bq/kg)zlxg—nexM ’ (1)
r Ty

where C,., is the net peak count rate, /, is the
absolute gamma decay intensity for the specific
energy photo peak (including the decay
branching ratio information), Ey is the absolute
efficiency of the Germanium detector at this
energy and M is the mass of the sample in kg.

Results and Discussion
Activity Concentrations of 230, Th and K

The activity concentrations of natural
radionuclides (***U, **Th and “K) for all rock
samples are determined and shown in (Table 1).
The average activity concentrations of **U,
#2Th and “K are in the range of 21.3- 100.5
Bgkg™!, 1.3 - 11.6 Bgkg ' and 13.0 - 583

58

Thabayneh et al.

Bqkg ', respectively, with total average values
of 47.6, 4.2 and 100 Bqgkg ', respectively. The
measured activity concentrations of ***U, **Th
and *°’K were compared with the values reported
worldwide, as shown in Table 2. The study
determined that the measured average activity
concentrations of **U in this study are higher
than most of the reported values from other
countries, as well as the world’s average value
(35 Bgkg ") [18], while the average activity
concentrations of **Th and “K are lower than
most of the reported values from other countries,
as well as the world’s average values (30 Bqkg ™'
for **Th and 400 Bgkg ' for *K) [18]. The
highest levels of **U radionuclides were
recorded in the samples RS, RS,, RS;, RS, and
RS; at the Tafuh site and in the samples RS,;,
RS,4, RS,s and RSy at the Dura site, knowing
that the two sites are geographically adjacent.
For *K radionuclides, the highest levels were
recorded in the samples RS, RS, and RS at the
Tafuh site. In the present study, higher values of
38U could be due to the presence of higher
amounts of accessory minerals and may be the
result of the presence of radioactive-rich granite,
phosphate, sandstone and quartzite. The
variations of radioactivity levels at different
measurement locations are due to the variation of
concentrations of these radioactive nuclides in
the geological formations.

In all sampling sites, mean activity
concentration is of the order >*Th < **U < *K.
Actually, the activity concentration of *°Th is
much lower than those of **U and *K, since
*Th is more soluble in rain water. ~°U
concentration is found to be higher than that of
#2Th in all the sampling sites. This may be due
to the low geochemical mobility and insoluble
nature in water of uranium. The *’K activity
dominates over *°Th isotope activities, which
may be due to the presence of feldspar minerals
that are more concentrated in *’K.
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TABLE 1. The average activity concentrations of radionuclides in rock samples at different locations
in Hebron region- Palestine.

Sample code Site Iiegr;si‘;y ;1;21; activity cor;g;:rations (Bqlz;gl';)
m
RS, Tafuh 1890 51.8 7.7 548.6
RS, Tafuh 1610 59.3 9.9 462.4
RS; Tafuh 1940 58.7 7.5 242.6
RS, Tafuh 1810 57.5 4.3 74.1
RS; Tafuh 1530 100.5 4.7 24.4
RS¢ Tafuh 1960 449 7.3 583.0
RS, Sa'eir 1950 35.6 4.2 63.0
RSg Sa'eir 1880 38.9 3.0 48.0
RSy Sa'eir 1620 22.5 1.4 17.5
RSy Bani Na'im 1250 442 4.5 51.5
RSy, Bani Na'im 1450 38.7 2.6 36.8
RS, Bani Na'im 1750 31.8 2.0 24.9
RSy3 Bani Na'im 1740 43.0 2.9 31.5
RSy, Bani Na'im 1790 72.2 4.1 45.7
RSis Bani Na'im 1840 37.3 2.0 15.7
RSy Alshioukh 1510 35.0 3.0 40.7
RSy, Alshioukh 1560 42.4 2.1 19.8
RS;5 Alshioukh 1620 35.6 2.8 39.4
RSy Alshioukh 1460 46.6 2.7 33.7
RSy Alshioukh 1920 25.6 1.3 18.1
RS, Alshioukh 1925 44.0 2.9 32.1
RSy, Alshioukh 1360 21.3 3.0 32.8
RS, Dura City 1880 77.2 2.5 39.0
RS, Karma/ Dura 1810 79.6 3.7 30.6
RS;s Karma/ Dura 1940 59.1 8.7 13.0
RSy Tabaka/ Dura 1810 87.7 53 68.8
RS,; Kraseh/ Dura 1490 33.0 11.6 271.9
RSy Yatta 1360 37.8 2.8 41.1
RSy Yatta 1350 39.6 2.7 45.2
RS; Samou 1660 44.0 33 51.4
RS;; Samou 1710 30.0 34 31.9
Range = - 1250 - 1960 21.3-100.5 1.3-11.6 13.0 - 583.0
Total average = ----—-- 1690 47.6 4.2 100

TABLE 2. Comparison of activity concentrations of rock samples at the area under investigation with
other areas of the world.

Country “%U (Bgkg) “Th (Bqkg ") K (Bakg " References
Nigeria 39.7 62.6 604 [4]
Cyprus 1.0-588 1.0-906 50 - 1606 [19]
Brazil 31.0 73.0 1648 [20]
Germany 5.1-76.0 3.4-70.0 10 - 2070 [21]
Kenya 43.1-360 38.6-271.7 245 - 1780 [22]
Turkey 19.7 35.1 386 [23]
Iran 7.5-178.1 6.5-172.2 557 -1539 [24]
Iraq 29.0 3.0 361 [25]
Saudi Arabia 513.1 39.1 242 [26]
India 36.6 73.2 992 [27]
Egypt 12.0-19.3 10-17.7 298.6 —955.8 [28]
Palestine 21.3-100.5 1.3-11.6 13 -583 Present stud

47.6 4.2 100 Y
World average 35 30 400 [18]
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Absorbed Dose Rate Measurement

Based on the radioactivity levels of *°U,
*Th and *K, the absorbed dose rate in air (D,)
in nGy h" at 1 meter above ground level with
have contribution of terrestrial gamma radiation
was calculated using the following formula [29,
30]:

D, (nGy /hr) = 2
0.427C,, +0.662C,, +0.043C, |’

Thabayneh et al.

where Cy, Cp, and Cy are activity concentrations
(Bgkg™) of #*U, *°Th and *’K, respectively, in
the rock samples.

The calculated average absorbed dose rate
varied from 11.2 to 50.8 nGyh' with a total
average value of 27.4 nGyh™' (Table 3). The high
calculated absorbed dose rate may be due to
elevated level of ***U. Minimum dose rate may
be due to lower amount of all the measured
radionuclides. The average absorbed dose rate
obtained is lower than 55 nGyh' which was
reported by UNSCEAR [18].

TABLE 3. The radium equivalent (Ra,,), the dose rate (Dr) and the annual effective dose (4ED) in

rock samples.

Sample Code  Ra.,(Bqkg') D, (nGyh")  AED (uSvyr")
RS, 105.0 50.8 62.3
RS, 109 51.8 63.5
RS; 88.1 40.5 49.7
RS, 69.3 30.6 37.5
RSs 109.1 47.1 57.8
RS¢ 100.2 49.1 60.2
RS, 46.4 20.7 25.4
RSy 46.9 20.7 25.4
RSy 25.8 11.2 13.8
RSyo 54.6 24.1 29.5
RSy, 45.2 19.8 243
RSy, 36.6 16.0 19.6
RS; 49.6 21.6 26.5
RSy, 81.6 35.5 43.6
RS 41.4 17.9 23.0
RSi¢ 42.4 18.7 22.4
RSy, 46.9 20.3 24.9
RSy 42.6 18.7 23.0
RSy 53.0 23.1 28.4
RSy 28.7 12.5 15.3
RS, 50.6 22.1 27.1
RSy, 28.1 12.5 15.3
RSy 83.8 36.3 44.5
RSy4 87.2 37.8 46.3
RSy 72.5 31.6 38.7
RSy 100.6 43.9 53.9
RSy, 70.5 335 41.1
RSy 44.9 19.7 24.2
RSy 46.9 20.6 25.3
RS; 52.7 23.2 28.4
RS;, 37.3 16.4 20.2

Range 25.8-109.1 11.2-50.8 13.8 -63.5

Total average 61.2 27.4 33.6

Annual Effective Dose

In order to estimate the annual effective
doses, one must take into account the conversion
coefficient from absorbed dose in air into
effective dose received by adults and the outdoor
occupancy factor. In the UNSCEAR [18] report,
a value of 0.7 SvGy' was used for the
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conversion coefficient from absorbed dose in air
to effective dose received by adults, while a
value of 0.2 was used for the outdoor occupancy
factor. The annual effective dose (AED) was
calculated from the following equation [4]:
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AED (uSv /yr)= [Dr (nGy | hr)x 24(hr /day )x365.25(day / yr x0.2x0.7Sv /Gy ]xlO3 )

The results of the annual effective dose
(AED) are presented in (Table 3). The highest
annual effective dose rate value was found to be
63.5 uSvy’', while the lowest value was found to
be 13.8 uSvy'. The total average value of 4ED
is 33.6 uSvy'.The world average annual
effective dose equivalent (AED) from outdoor
terrestrial gamma radiation is 70 pSvy' [18].
Therefore, the obtained values from this
preliminary study are all lower than the accepted
average worldwide value.

Radium Equivalent Activity

It is important to assess gamma radiation
hazards to persons associated with the use of
rocks in building materials. The activities due to
28U, #°Th and “K are represented by a single
quantity, which takes into account the radiation
hazards that may be caused by a common index.
This is called the radium equivalent (Ra.,), and
has been written as shown in the following
equation [11, 30]:

Ra, = C, +(Cyp, x143)+(C, x0.077).  (4)

This formula is based on the estimation that 1
Bgkg ' of **U, 0.7 Bqkg™' of **Th and 13 Bqkg™
of *K produce the same y-ray dose rates [2, 31].
The values of radium equivalent for different
rock samples in the area under investigation
were calculated using the equation above, and
these values are presented in (Table 3). The
produced values range from 25. 8§ to 109.1
Bgkg', with a total average value of 61.2 Bgkg™,
which is lower than the recommended maximum
value of 370 Bqkg™ [31].

Indices for External and Internal Gamma
Radiation

The external hazard index (H,) — resulting
from emitted y-rays of the soil samples — is
calculated and examined according to the
following criterion [29]:

ﬂzCU +C”+CK <1. )
S 370 259 4810

The value of H,, must be lower than unity in
order to keep the radiation hazard insignificant.
The maximum value of H,, must be equal to
unity to correspond to the upper limit of Rae,
(370 Bq kg™).

The calculated values of H, for the rock
samples studied range from 0.07 to 0.29, with an

average value of 0.17 (Table 4). Since these
values are lower than unity, then, according to
the Radiation Protection 112 report [32], rocks
from these regions can be used as construction
material, without posing any significant
radiological threat to the population.

The internal radiation hazard index (H;,)
provides an estimation of the exposure to radon
and its daughter products and is defined as
follows [29]:

mzc—UJrC—”JrC—Ksl ) (6)
185 259 4810

The internal hazard index is defined so as to
reduce the acceptable maximum concentration of
80U to half the value appropriate to external
exposures alone. Like the external hazard index,
the construction materials would be safe if H;, <
1 [2]. As shown in (Table 4), internal hazard
indices for the rock samples in this study varied
from 0.13 to 0.57, with an average value of 0.30.
The internal hazard index for the studied rock
samples is less than unity, which indicates that
the investigated materials can be used as
building construction materials without radiation
threat.

Gamma Index Level

The European Commission has suggested a
gamma index level (Z,) for defining radiation risk

from excessive gamma exposure by the
following equation [33]:
C
U +C_Th+C_K (7)

77150 100 1500

Values of index [, < 2 correspond to a dose
rate criterion of 0.3 mSvy”, whereas 2 < I, < 6
correspond to a criterion of 1 mSvy' [34]. Thus,
materials with / , > 6 should be avoided as
building materials, because these values
correspond to dose rates higher than 1 mSvy;
the dose rate which was recommended by
UNSCEAR [18]. In the current study, [, was
calculated using equation (7). The gamma index
value ranged from 0.18 to 0.80, with an average
value of 0.43 (Table 4). For all measured
samples used in this study, /, < 1. This
corresponds to an absorbed gamma dose rate of
0.3 mSvy "' [32]. The gamma index calculated for
all assessed samples was less than the gamma
index limit.
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TABLE 4. The external hazard index (H.,), the internal hazard index (f;,), the gamma index level (, )

and the alpha index (/,) in rock samples.

Sample Code H,, H; 1, 1,
RS, 0.28 0.42 0.79 0.26
RS, 0.29 0.45 0.80 0.30
RS; 0.24 0.40 0.63 0.29
RS, 0.19 0.34 0.48 0.29
RSs 0.29 0.57 0.73 0.50
RS 0.27 0.39 0.76 0.22
RS, 0.13 0.22 0.32 0.18
RSg 0.13 0.23 0.32 0.19
RS, 0.07 0.13 0.18 0.11
RS 0.15 0.27 0.37 0.22
RSy, 0.12 0.23 0.31 0.19
RS, 0.10 0.18 0.25 0.16
RS; 0.13 0.25 0.34 0.22
RS, 0.22 0.42 0.55 0.36
RS;5 0.11 0.21 0.28 0.19
RSy6 0.11 0.21 0.29 0.18
RSy, 0.13 0.24 0.32 0.21
RSg 0.12 0.21 0.29 0.18
RSy 0.14 0.27 0.36 0.23
RSy 0.08 0.15 0.19 0.13
RS;, 0.14 0.26 0.34 0.22
RSy, 0.08 0.13 0.19 0.11
RSy 0.23 0.44 0.57 0.39
RSy, 0.24 0.45 0.59 0.34
RSys 0.20 0.36 0.49 0.30
RS36 0.27 0.51 0.68 0.44
RSy, 0.19 0.28 0.52 0.17
RSy 0.12 0.22 0.31 0.19
RS 0.13 0.23 0.32 0.20
RS; 0.14 0.26 0.36 0.22
RS;, 0.10 0.18 0.26 0.15

Range 0.07-0.29  0.13-0.57 0.18-0.80 0.11-0.50

Total average 0.17 0.30 0.43 0.24

Hazard Indices for Alpha Radiation

The index dealing with the assessment of
excess alpha radiation, due to radon inhalation
originating from rock materials, is called alpha
index or internal index (/,) and has been
developed in the following equation [3, 35]:

_CU
200

When the **U activity concentration of rock
samples exceeds the value of 200 Bgkg™, it is
possible that radon inhalation from this material
could cause indoor radon concentrations
exceeding 200 Bqm™. The recommended values
of I,, like 1,, are below 0.5 and 1 [32]. The values
of I, ranged from 0.11- 0.50, with an average
value of 0.24 (Table 4).These observed values
are less than unity, showing that the rock

®)
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materials are safe from the point of view of
environmental radiation hazards.

Conclusions

The activity concentrations of ***U, ***Th and
YK, as well as radium equivalent activity and
gamma indices, were evaluated in rock samples
in the Hebron region of Palestine, in order to
assess the potential radiological hazards
associated with building materials that are
manufactured from those rocks. Such data is of
value in determining the radioactivity content of
buildings and the possible radiological risks
associated with these structures. The variations
and the spread in the data measured are a
reflection of the different geological origins of
the raw materials.

The results of the presented study show that
the activity concentrations of >**U, **Th and *’K
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in several samples are within the range of limit
values, except some samples collected from the
Tafuh and Dura sites. The average Ra,, values of
the studied samples are below the internationally
accepted value (370 Bgkg™). The calculated total
annual effective dose of all rock samples was
lower than 70 uSvy’. As such, this study shows
that the analyzed rocks (except some samples

collected from Tafuh and Dura sites) do not pose
any significant source of radiation hazard and are
safe for use in the construction of dwellings.

Finally, one can conclude that rock materials
in the Hebron region of Palestine are safe and
that no health hazard effects exist to people
living in the region under investigation.
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Abstract: In this paper, we studied the zero-spin isotopes with N=Z and A=4n in
relativistic cluster models as a system which can be considered to be composed of a-
particles. For interaction between the clusters, we use modified Manning-Rosen potentials
and solve the relativistic Klein-Gordon (KG) equation using the Nikiforov-Uvarov (NU)
method to calculate the energy spectrum. We found the ground state energy and the first
excited energy. Finally, the calculated results are compared with the experimental data for
light nuclei, such as ’Be, °C and '°0. The results show that the modified Manning-Rosen

(MR) potential is adaptable for cluster interactions.
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1. Introduction

One of the fundamental models of nuclear
structure is the cluster model which has a long
history [1]. Cluster interpretation is a suitable
model to describe nuclear states and has been
successful in reproducing energy spectra and
other nuclear properties, such as electro-
magnetic properties, o-emission widths and o-
particle elastic scattering data in nuclei near the
double closed shell. In 1936, when Bethe
predicted that nuclei are made of alpha particles
and proposed a geometrical arrangement of
alpha particles inside nuclei, the cluster model
was introduced [2]. In 1937, Wheeler [3]
extended this work, and similar models were
suggested concurrently by Wefelmeier [4],
Weizsacker [5] and Fano [6]. Freer and
Merchant, in 1997, studied the role of clustering
and cluster models in nuclear reactions and
examined the evidence for o-cluster chain
configurations in the light even - even nuclei
from *Be to **Si [7]. Recently, several systems of
even-even nuclei were studied with a cluster
model and their results were reasonably

compared to the experimental spectra for ground
state and some excited states [7-12]. The alpha
particle, ‘He nucleus, is the most common cluster
which is exceptionally stable (its first excited
state is 20.2 MeV [13]), and its binding energy is
7.07 MeV/nucleon. It is also very compact (a
charge radius of 1.673fm [14]), and has zero-
spin for all quantum numbers (spin and isospin),
which makes it easy to combine into larger
systems. Also, it is the first doubly magic
nucleus with the first closed shell 1S,,, which
accounts for its exceptional stability. Also, in
nuclear and high energy physics, particles are in
a strong potential field, and for studying the
internal structure of any quantum mechanical
systems, such as nuclei, the relativistic effect
must be considered. In relativistic quantum
mechanics, one can apply the KN equation to the
treatment of a zero-spin particle, such as the
alpha particle and the Dirac equation for the spin
half particle. The KN equation is frequently used
to describe the particle dynamics, and in recent
years, many studies have been carried out to
explore the relativistic energy Eigen-values and
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corresponding wave functions of the KN
equation [15-18]. Hence, in this article, we study
the light nuclei in the relativistic cluster model
and solve the KN equation for the isotopes with
N=Z and A=4n (n=2, 3, 4 ...) as a system which
can be considered to be composed of a-particles.

Modeling the effective interaction among
clusters is very important. The cluster-core
interaction leads to the identification of
clustering in the nuclear matter and the
description of clustering phenomenon in various
nuclei. In 1960s, Ali and Bodmer used the
experimental data on alpha-alpha scattering and
obtained potentials which were fitted to the
scattering phase shifts [19, 20]. During the past
decade, the modified phenomenological Saxon-
Woods plus Cubic Saxon-Woods cluster
potential has successfully described various
phenomena related to alpha clustering in light as
well as even-even heavy nuclei [21, 22]. Prior to
the development of the Saxon-Woods plus Cubic
Saxon-Woods  potential  form, such a
microscopic interaction has been employed in
various forms to describe cluster bound states in
light nuclei [23] and exotic decays in heavy
nuclei [22]. Despite its success, the modified
Saxon-Woods potential model tells us very little
about the microscopic nature of clustering in
closed shell nuclei.

The MR potential is one of the most useful
and convenient models for studying the energy
Eigen-values. It also gives an excellent
description of the interaction between the two
atoms in a diatomic molecule and constitutes a
convenient model for other physical situations in
teem  of their bound states and scattering
properties. So, in our work, we offer the
modified Manning-Rosen potential as a
reasonable potential to study nuclear structure in
cluster model, due to some similarity of multi-
atomic molecules to multi-alpha-cluster nuclei.
The short range Manning-Rosen potential is
given by [24-29]:

A e oD e 2
Vir)= 2 5 T ot 5> (D
2ub™ 1—e 2ub l1—-e

where 4 and o are dimensionless parameters,
while b is the screening parameter which has the
dimension of length. Our modified Manning-
Rosen potential is:
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Ah2 e—r/b
V (r) 2,Ub 1 —r/b
, 2)
aa—0E[ e T k
+ -5 | T2
2ub I-e r

where k is the coulomb repulsion potential
coefficient between the clusters.

In section two, we solve the KN equation to
find the Eigen-values and Eigen-functions with
the modified Manning-Rosen Potential. Then, in
section three, we examine the results for some
isotopes. At the end, conclusions are given in
section four.

2. The Eigen-values and Eigen-
Functions with the Manning-Rosen
Potential for Na—Body System

The many-body forces are more easily
introduced and treated within the hyperspherical
harmonics formalism. Now, we consider a
system of identical o particles. The D-
dimensional time-independent arbitrary I-state
radial KN equation with scalar and vector
potentials S(r) and V (1), respectively, where r =
[t| describing a spinless particle, such as a-
particle, takes the general form [30-32]:

Dl//l(llDllD,l)(r)

1 |[E. -V ()] -
et | [Mc*+s ()]
:O,

y i () G)

where E,, M and Vi) denote the KG energy, the

mass and the D-dimensional Laplacian,
respectively. If the scalar and vector potentials S
(rj) and V (rj) are a two-body potential of
interaction, so we can expand them in the
hyperspherical harmonics formalism. We define

a set of the Jacobi coordinates for LB where

=r— [34]

1

N-1
X'=2(-R
i=1

The center of mass R eliminates using the
Jacobi coordinates. In addition, x is a D-
dimensional  position vector in  Jacobi

qm

Zrk,, R=— Zr )

kl>k
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coordinates. Therefore, by choosing a common
ansatz for the wave function in the form:

R (x)=x""""u(x), (5)

Eq. (3) reduces to the form shown below and
KG equation turns into a Schrodinger-like
equation. Thus, the bound state solutions are
very easily obtained with the NU method [35-
37]:

d’u, (x)
de

+

[E, -V ()] -

[ M +S ()] -

(D +21 -1(D +21 -3)
4x°

u, (x) (6)

By replacing C = A and D =—-4—-a(a-1),
the modified MR potential can be written in the
following simple form:

Ce—x/b + De—2x/b k

V. =+ —
. (X) (- o )2 2

™)

Under the equally mixed potentials S(r) =
V(r) and using Eq. (7), we obtain:

dzu[(x)+
de
E:,—m264—
1 hZ Ce—x/b +De—2x/b
W 2(En/_mcz)(_2‘ubz( (l_e—x/b)Z ) |, (x)
_(D+21-1)(D +2[-3)—-4k
4x?
=0.
®)

The good approximation for the kinetic
energy term ((D+2[-1)(D+2[-3)—4k)/4x* in
the centrifugal barrier is taken as [37-39]:

—x/b
e

1 1
2 ~ B (I—e Py ©)

To obtain the following hypergeometric
equation, we substitute Eq. (9) into Eq. (8) and

make change of the variablesx >z, z= e’

through the mapping function x = f(z):

B

dzR(z)+
dz’

(=z) d ,

z(l-z)dz

(E} -m’c)(1-z7)
b | |-2(E, —Zacz)(Cj +Dz?) RE)
z°(1-z)

he?

1 {(D +21 —1)(D +21 -3)—4k

4 1=z ) }R(Z)

=0.
(10)
By using Nikiforov-Uvarov method, we

obtain the Eigen-values and Eigen-functions as
follows [35-37]:

0.5+/¢, +
n+(2n+1)

JV4+E+6 -6,
+n(n—-1)-¢&,+2¢, (11)
+2\/53(1/4+51 +§3 _52)
=0,
and:

R(z)=
Z@ X(l_z)o.5+1/1/4+§l+§37§2 % ’ (12)

Pﬂ(z\/g & Hl74+E+E-&) % (1 _9s )

where:
2
£ = o [mzc4 —E +2(mc’ —En,)D] (13)
_2(E:/ —-m’c*) ]
p? +2(mc* -E, )C
Q=53 1 (14)
fic _W[(D +2[ -1)(D +2[-3)
| 4k ] ]
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2
(m’c* ~Ey).

£ = b
L=
e

The wave function that is obtained by Eq.12
is according to the boundary conditions for all
the isotopes in the alpha cluster model. In the
next section, we study ground state and first
excited state energy for various combinations of
light o~ cluster nuclei.

(15)

3. Examples of Clustering
3.1. Example *Be

In our study, the simplest case is that of the
two a-particle system *Be which would have a
dumbbell shape and be a two-body system. Ikeda
predicted that cluster structures are most obvious
at an excitation which coincides with a particular
decay threshold [40]. Experiments show that
alpha + alpha cluster structure is found in the
ground state of *Be, because it has a lifetime of
~ 107 s. The binding energy of *Be is -57.75
MeV and its ground state is unbound to 2a
decay by 92 keV. It has a first excited 2" state at
-53.27 MeV with a width of 1.51 MeV, as well
as a 4" state at -46.6 MeV with a width of 3.5
MeV. These three states have an energy
separation which is consistent with a rotational

behavior given by#’j (j +1)/2I , where I is the
moment of inertia. The calculated value for the
moment of inertia is consistent with the picture

of two touching o—particles; an essentially
super-deformed nucleus [9-41].

With the picture of two touching a-particles
and the use of the modified Manning-Rosen
potential between them, we reproduce the
spectrum of the ground state and the first excited
state by Eq.11. Results are shown in Table 1 and
compared with experimental data. It appears that
our result have good agreement with the
experimental results.

TABLE 1. The spectrum of the energy levels in
8
Be.

LeVelS Ecal(Mev) ECxp(MeV)
Ground state -57.75 -56.50
First excited state -53.27 -53.47

3.2. Example '*C

The structure of "Hoyle" state; the first
excited 0" state at -84.51 MeV in '°C isotope is
influenced by clustering or by symmetries
thereof. So, the system can be constructed from a
variety of geometric arrangements of three-alpha
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particles. It might be expected that the compact
equilateral-triangle arrangement is the lowest
energy configuration [8-42].

In the case of '>C, the structure of the ground
state is influenced by clustering or by
symmetries thereof. So, the system can be
constructed from a variety of geometric
arrangements of three-alpha particles. It might be
expected that the compact equilateral-triangle
arrangement is the lowest energy configuration
[43]. Hence, three identical body forces of the
internal particle motion are described in terms of
the Jacobi relative coordinates p, A and R; center
of mass. In the theory of many-particle
systems, Jacobi coordinates often are used to
simplify the mathematical formulation. Now, we
can introduce the hyper-radius quantity x and the
hyper-angle ¢ as follows [33- 43]:

x=+/p* + 12 §=tan(§j, (16)
where:
, A= , R= . (17)
V6 V3

;)

%, I, and 7, are the relative positions of the

three particles. We solved the KN equation in
new coordinates, similar to the previous ones.
We found the best values of b, a, A and k by
fitting to the experimental data at Hoyle state
that has the cluster structure. Then, we calculated
the approximate ground state energy and the first
excited energy (in MeV). The results are shown
in Table 2 for the '>C isotope.

TABLE 2. The spectrum of the energy levels in
12
C.

Levels E.a(MeV)  Eq,(MeV)
Ground state -92.61 -92.16
First excited state -88.01 -87.72

The binding energy of '*C is -92.16 MeV and
in our model, we obtain a value of -92.61MeV.
For the first excited state, our result is -88.01
MeV which is near to the experimental data.

3.3. Example '°O

The '°O isotope possesses the second closed
shell 1P,/,, but not quite the degree of inertness
of the a- particle. The Tkeda diagram suggests
that '°0O has a '""C + alpha structure at an
excitation energy of around -120.46 MeV and a
four-alpha particle structure at an excitation
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energy of around -113.18 MeV [40]. The
experimental evidence supports the Tkeda model
too. The experimental moments of inertia can be
related back to shapes and alpha cluster
configurations suggested by the moment of
inertia calculations. These calculations do not
rule out the possibility that the nucleus maintains
a homogeneous composition throughout the
deformed shape. However, the subsequent decay
into two *Be, believed to have a 2a—cluster
structure, and from there into four *He, supports
the idea of four-alpha clusters [44].

TABLE 3. The spectrum of the energy levels '°O

Levels E.(MeV) E,(MeV)
Ground state -127.89 -127.62
First excited state -121.84 -121.57

Now, we give in Table 3 a summary of our
results for cluster states in '°O nuclei obtained
using our potential of Eq.6 in Jacobi coordinates.

The values of the ground state energy and the
first excited energy are -127.62 MeV and
-121.57 MeV, respectively, while we calculated

them to be -127.89 MeV and -121.84 MeV,
respectively.

4. Conclusions

In the present paper, we studied the light —
o cluster (N=Z) nucleus. We selected the
modified Manning — Rosen potential between
the alpha clusters regardless of the internal
structure of them. By solving the Klein Gordon
equation in D-dimensions space using the Jacobi
coordinates and NU method for our potential, we
found the FEigen-values and Eigen-functions,
generally. Then, we examined the results for *Be,
"2C and '°0. Results for the ground state and the
first excited state in the studied isotopes showed
good agreement with the experimental data.
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