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M1 and E2 Transitions in the Ground-State Levels of Neutral Tin 
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Received on: 3/7/2017;        Accepted on: 28/12/2017 
 
Abstract: We have reported the magnetic dipole (M1) and electric quadrupole (E2) 
transition parameters such as transition energies, logarithmic weighted oscillator strengths 
and transition probabilities between the fine structure levels in the ground-state 
configuration of 5s25p2 for neutral tin (Sn I, Z=50) using the multiconfiguration Hartree-
Fock approximation within the framework of the Breit-Pauli Hamiltonian (MCHF+BP). 
The results obtained for Sn I have been compared with other available results. Also, new 
results on oscillator strengths for Sn I have been presented.  
Keywords: Energies, Forbidden transitions, Configuration interaction, Relativistic effects. 
PACS: 31.15.ag, 31.15.am, 31.15.ve, 31.30.jc, 31.30.jp. 
 

 
Introduction 

Although the atomic kinetics depend, in 
particular, on optical allowed transitions, electric 
dipole (E1), the weak forbidden transitions (in 
particular, magnetic dipole, M1 and electric 
quadrupole, E2) have been linked to dominant 
features in the optical spectra of planetary 
nebulae and aurora [1-3]. M1 and E2 transition 
rates (or probabilities) are of several orders of 
magnitude smaller than those for E1 transitions 
with a similar energy-level separation.  

The forbidden transition lines (especially, 
magnetic dipole, M1, and electric quadrupole, 
E2) have great importance in astrophysics which 
includes the determination of the elemental 
abundances in different celestial objects and also 
in laboratory astrophysics and plasma physics 
studies, since they carry valuable information 
such as thermal Doppler effects of heavenly 
bodies. These lines are particularly sensitive to 
the collisional de-excitation and serve as 
indicators of electron density and temperature in 
the emission spectrum. They are used as the best 
diagnostic tools in both astrophysics and 
laboratory plasma research [4].  

The aim of this work is to investigate the 
forbidden transitions (M1 and E2) between the 
fine structure energy levels within the ground 
state configuration of atomic tin (Sn I, Z=50) 
using the multiconfiguration Hartree-Fock 
(MCHF) approach within the framework of the 
Breit-Pauli Hamitonian [5]. Sn I has the ground 
state configuration of [Pd] 5s25p2. There are a 
few works on forbidden transitions (M1 and E2) 
[6-9], whereas the allowed transitions (electric 
dipole, E1) (for example, [10-14]) are widely 
investigated in literature. In calculations, we 
have selected the configuration set for including 
valence correlation effect. Other correlation 
methods (core and core-valence correlations) 
produce a lot of states, and in this case, the 
convergence problems in the radial functions 
occur. For valence correlation, we have only 
taken into account the configurations including 
one electron excitation from valence to other 
high subshells: 5s25p2, 5s5p25d, 5s25d2, 5p25d2, 
5s25p5f, 5p4, 5s25p4f, 5p24f2, 5p34f, 5p35f, 
5p25f2, 5s24f2 and 5s5p26s. Since the parity of 
upper and lower levels within the ground state 
configuration is the same, the electric dipole 
(E1) transitions are forbidden. The lowest-order 
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metastable levels radiatively decay 
corresponding to magnetic dipole (M1) and 
electric quadrupole (E2) transitions. M1 and E2 
transition rates are several orders of magnitude 
smaller than those for electric dipole (E1) 
transitions with a similar energy level separation.  

Computational Procedure 
A detail of theoretical background on 

radiative transitions can be also found in the 

literature (for example, [5, 15]). If the emitted or 
observed photon has angular momentum k and 
parity π = (-1)k, the transition is an electric 
multipole transition (Ek), while the transition 
from absorbed photon with parity π = (-1)k+1 is a 
magnetic multipole transition (Mk).  

The transition probability (or rate) for the 
emission from the upper level to the lower level 
is given by: 

    2 1

' '
'

( ' ', )' ', 2
kkk

k J J
J

S J JA J J C E E
g




 
   


    ,         (1) 

where 'Jg  denotes statistical weight of the upper 
level; namely 1'2'  Jg J  and Sπk is the line 
strength, 

  2( )' ', || || ' 'k kS J J J J      O ,    (2) 

2)!)!12(()1)(12(  kkkkCk and ( )kO  
is the transition operator which describes each 
multipole. The transition probabilities for 
forbidden transitions depend on the third (in M1 

transition) or fifth (in E2 transition) power of 
transition energy.  

The oscillator strength is a dimensionless 
quantity. It expresses the probability of 
absorption or emission of electromagnetic 
radiation in transitions between energy levels. 
For absorption, the oscillator strength is 
expressed by: 

 
J

k
k

JJk
k

g
JJSEECJJf )'',()(1)'',( 12

''








  .   (3) 

A similar expression can be written for the 
emission oscillator strength, where '' J and J  
are interchanged, making the emission oscillator 
strength negative. The weighted oscillator 
strength, or gf-value, is completely symmetrical 
(except sign) between the two levels. The 
weighted oscillator strength is given by: 

'( ' ', ) ( ' ', )k k
Jgf J J g f J J     .          (4) 

The weighted oscillator strength or gf-value 
is an important property. The intensity of the 
special line is proportional to the line strength 
and also to the gf-value.  

In the MCHF method, the wave function (or 
atomic state function, ASF) in the equations 
above is expressed as a linear combination of 
configuration state functions (CSFs) Φ(γiLS), 

 
1

( )
M

i i
i

LS c LS 


   ,  2

1

1
M

i
i

c


 ,          (5) 

where   represents electronic configuration. 
The mixing coefficients ic  and the one-electron 
radial wave functions of   are obtained in a 

self-consistent procedure by optimization of the 
energy function based on the non-relativistic 
Hamiltonian of an atom, 

2

1

1 1
2

N

NR j
j j kj jk

ZH
r r 

 
     

 
  .           (6) 

In this method, the relativistic effects were 
included as a first-order correction to the MCHF 
approximation by evaluating Breit-Pauli 
Hamiltonian using CI method [16]. The Breit-
Pauli Hamiltonian consists of a non-relativistic 
many-electron Hamiltonian(ܪேோ), a relativistic 
shift Hamiltonian (ܪோௌ) including a mass 
correction, one- and two-body Darwin terms, a 
spin-spin contact term, an orbit-orbit term; and 
fine structure Hamiltonian (ܪிௌ) including spin-
orbit, spin-other-orbit and spin-spin terms. A 
detail for these terms in the Breit-Pauli 
Hamiltonian can be found in reference [5] (in 
Chapter 7). Also, this method includes 
correlation effects between electrons together 
with relativistic effects. The wave functions are 
obtained as a linear combination of CSFs in LSJ 
coupling and the matrix eigenvalue problem 
becomes:  
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Hc = Ec,             (7) 
where H is the Hamiltonian matrix with 
elements 

ij i i i BP j j jH L S JM H L S JM 
         (8) 

and 1( ,..., )t
Mc cc  is the column vector of 

the expansion coefficients. The Breit-Pauli 
Hamiltonian is a first-order perturbation 
correction to the non-relativistic Hamiltonian. 

Results and Discussion  
In this work, the results of transition 

energies, ∆ܧ (in cm-1), logarithmic weighted 
oscillator strengths(or logarithmic gf-value, 
log(gf)) and transition probabilities, Aki (s-1), for 
magnetic dipole, M1 and electric quadrupole, E2 
transitions between the fine structure levels of 
the ground-state configuration 5s25p2 in Sn I 
have been reported using the MCHF atomic-
structure package [17]. In calculations, the 
correlation and relativistic effects in the frame 
work of the Breit-Pauli Hamiltonian mentioned 
in section Computational Procedure have been 
considered. M1 and E2 transitions combine the 
states with the same parity. Therefore, we have 
taken into account the configurations of 5s25p2, 
5s5p25d, 5s25d2, 5p25d2, 5s25p5f, 5p4, 5s25p4f, 
5p24f2, 5p34f, 5p35f, 5p25f2, 5s24f2 and 5s5p26s 
outside the core [Pd] for considering correlation 
effects. In MCHF calculations, for avoiding 
computer constraints, we have only selected the 

states of 3P2, 1, 0, 1D2 and 1S0 for all considered 
configurations. These are also the states of the 
ground-state configuration. We have obtained 
139 energy levels including only these states for 
all of configurations. The transition energies 
obtained from M1 and E2 transitions between 
the levels of ground configuration have been 
listed and compared with [6, 8, 10] in Table 1. 
We have given ቀா೟೓೔ೞ ೢ೚ೝೖିா೚೟೓೐ೝ ೢ ೚ೝೖ

ா೚೟೓೐ೝ ೢ೚ೝೖ
ቁ × 100, 

where the differences are in per cent (%), for the 
accuracy of energy results obtained from this 
work, as presented in Table 1. When the 
differences (%) between our results and other 
results have been investigated, the differences 
with [6], [8] and [10 ] are in the range of 1.23-
18.23, 1.11-16.78 and 0.50-5.12, respectively. In 
Table 2, we have presented the logarithmic 
weighted oscillator strengths, log(gf), and 
transition probabilities, Aki, for M1 and E2 
transitions between the ground levels. The Aki 
values have been compared with those in [7]. Aki 
values obtained from this work are in agreement 
with those obtained from work [7]. The weighted 
oscillator strength values for these lines from M1 
and E2 transitions have been presented here 
firstly. Atomic tin has a high-Z atom and the 
correlation effects are dominant for this atom. 
The transition energy results obtained from this 
work are in agreement with the values available 
in literature in general. We have not obtained J-
J'=0 transitions due to the constraint in MCHF 
code.  

 

TABLE 1. Energy differences, ∆ܧ (in cm-1), between the fine structure levels of 5s25p2 in atomic tin 
(Sn I). A:The differences (%) by comparing with [6], B: The differences (%) by comparing with [8] 
and C: The differences (%) by comparing with [10]. 

Transitions  ∆ܧ(cm-1)    
 This work Other works A B C 

1D2 − 3P1  7109 6901a, 6921b, 7034c 3.01 2.71 1.06 
1D2 − 3P0  8517 8623a, 8613b, 8475c 1.23 1.11 0.50 
1D2 − 1S0  9353 8547a, 8550b, 8897c 9.43 9.39 5.12 
3P2 − 3P1  1565 1695a, 1736b, 1628c 7.66 9.85 3.86 
3P2 − 3P0  2973 3417a, 3428b, 3069c 12.99 13.27 3.12 
3P2 − 1S0  14897 13753a, 13735b, 14303c 8.31 8.46 4.15 
3P1 − 3P0  1408 1722a, 1692b, 1441c 18.23 16.78 2.19 
3P1 − 1S0  16461 15448a, 15471b, 15931c 6.56 6.40 3.33 

                a[6], b[8], c[10] 

 

 



Article  Özdemir and Şadoğlu 

 144

TABLE 2. Logarithmic weighted oscillator strengths, log(gf), and transition probabilities, Aki (s-1), for 
the magnetic dipole (M1) and electric quadrupole (E2) transitions between the fine structure levels 
of 5s25p2 in atomic tin (Sn I). The numbers in brackets represent the power of 10.  

Transitions  log(gf) Aki 
   This work  This work Other works 

3P1 − 1D2 E2  -9.3  1.548 (-3) 4.710 (-3)a, 4.3(-3)b 

 M1  -7.44  2.435(-1) 4.518 (-1)a, 4.6(-1)b 

3P0 − 1D2 E2  -10.3  5.231 (-5) 1.654 (-4)a, 8.1(-5)b 

 M1  -  - - 
1D2 − 1S0 E2  -7.9  0.79 1.155a, 0.95b 

 M1  -  - - 

3P1 − 3P2 E2  -10.08  1.305 (-5) 3.742(-5)a, 3.6(-5)b 

 M1  -6.9  4.185(-2) 5.926(-2)a, 6.2(-2)b 

3P0 − 3P2 E2  -9.6  1.628(-4) 6.842(-4)a, 5.9(-4)b 

 M1  -  - − 
3P2 − 1S0 E2  -8.8  2.406 (-1) 6.831(-1)a, 5.7(-1)b 

 M1  -  - − 
3P0 − 3P1 E2  -  - - 

 M1  -7.0  4.267(-2) 8.903 (-2)a, 8.3(-2)b 

3P1 − 1S0 E2  -    
 M1  -7.7  4.288 7.076a, 7.0b 

                          a[6], b[7] 

 
Conclusion 

Through a systematic MCHF study within the 
framework of the Breit-Pauli Hamiltonian of 
transition energies, logarithmic weighted 
oscillator strengths and transition probabilities 
for the magnetic dipole, M1 and electric 
quadrupole, E2 transitions between the fine 
structure levels of [Pd]5s25p2 ground state 
configuration of neutral tin (Sn I, Z=50) have 
been reported. There is a requirement of atomic 
data of neutral tin, even its charged ions, to 
understand the erosion of vessel wall tiles in 
fusion power plants [1], in special, and for 
plasma diagnostics and modeling. These ground 
state levels perform weak spectral lines and they 
decay via magnetic dipole (M1) and electric 
quadrupole (E2) transitions. It is seen that there 
is an agreement when comparing our results with 

those presented in other available works. Some 
differences among other works [6-8, 10] also 
appear. The studies on M1 and E2 transition 
parameters, such as oscillator strengths and 
transition probabilities for Sn I, are limited in 
number in the literature. Hence, we hope that the 
results obtained from this work will be useful for 
other works in the future for Sn I spectrum and 
provide support to further research on this atom.  
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Abstract: In this study, NiO thin films with molarity of 0.1 M have been successfully 
deposited on glass substrates by chemical spray pyrolysis (CSP) technique at a substrate 
temperature of 400 oC and a deposited thickness of about 350 nm. The structural and 
optical properties of these films have been studied using Ultraviolet-visible (UV-Visible) 
spectroscopy and X ray diffraction (XRD). The absorbance and transmittance spectra have 
been recorded in the wavelength range of 300-900 nm in order to study the optical 
properties. The optical energy gap for allowed direct electronic transition was calculated 
using Tauc’s equation. It is found that the band gap is equal to 3.58 eV for the prepared 
thin films. The optical constants, including absorption coefficient, were also calculated as a 
function of photon energy. Refractive index and extinction coefficient for the prepared thin 
films were estimated as a function of wavelength in the wavelength range 300-900 nm. The 
XRD results showed that the studied films are polycrystalline in nature with a cubic 
structure and a preferred orientation along (111) plane. The average crystallite size of the 
film was estimated for (111) direction by Scherrer formula and was equal to ~ 10nm.  
Keywords: Thin film, NiO, Optical properties, CSP, XRD. 
 

 
Introduction 

Nickel(II) oxide is a chemical compound with 
the formula NiO. It is notable as being the only 
well characterized oxide of nickel. The 
mineralogical form of NiO, bunsenite, is very 
rare. NiO can be prepared using different 
methods. Upon heating above 400 °C, nickel 
powder reacts with oxygen to give NiO. In some 
commercial processes, green nickel oxide is 
made by heating a mixture of nickel powder and 
water at 1000 °C. The rate for this reaction can 
be increased by the addition of NiO [1]. The 
simplest and most successful method of 
preparation is through pyrolysis for compounds 
of nickel (II), such as: hydroxide, nitrate and 
carbonate, which yields a light green powder. 
The synthesis from the elements by heating the 
metal in oxygen can yield grey to black powders, 
which indicates nonstoichiometry [2]. NiO 
adopts the NaCl structure, with octahedral Ni(II) 

and O2. Nickel oxide (NiO) has a density of 
6.67g/cm3, a molecular weight of 74.69 g/mol 
and a melting point of 1955 °C [3]. Nickel oxide 
thin films have different applications, such as: an 
antiferromagnetic material [4], p-type 
transparent conducting films [5], electro 
catalysis, positive electrode in batteries, fuel cell, 
a material for electro-chromic display devices 
and solar thermal absorbers [6]. 

Experimental Procedure 
Chemical spray pyrolysis technique was used 

to deposit NiO thin films on glass substrates at a 
temperature of 400 ºC. In the preparation of NiO 
films, an aqueous solution with a molarity of 
0.1M was prepared Ni(NO3)2.6H2O and mixed 
with distilled water by using a magnetic stirrer 
for 40 minutes. The resultant solution was 
sprayed on glass substrates. Other deposition 
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conditions, such as spray nozzle substrate 
distance (30 cm), spray interval (2 minutes) and 
pressure (p bar), were kept constant for each 
concentration. The X-ray diffraction patterns for 
the prepared films were obtained by using a 
Shimadzu XRD-6000 diffractometer using 
copper target (Cu Kα, 1.5418 Å) and optical 
properties in the wavelength range of 300-900 
nm were investigated by using a Shimadzu UV-
1800 UV-Visible spectrophotometer. 

Results and Discussion  
Optical Analysis 

The optical absorption spectra of the films in 
the spectral range of 300-900 nm were recorded 
by using UV–Visible spectrophotometer. The 
analysis of the dependence of absorption 

coefficient on photon energy in the high 
absorption regions is performed to obtain the 
detailed information on the energy band gaps of 
the films [1]. Fig. 1a shows the relation between 
transmittance and wavelength for Nickel Oxide 
thin films. From this figure, the transmittance 
increases with wavelength. The spectrum shows 
a high transmittance in the visible and infrared 
regions and a low transmittance in the ultraviolet 
region. Fig. 1b shows the relation between 
absorbance (A) and wavelength for the deposited 
thin films. The absorbance decreases rapidly at 
short wavelengths corresponding to the energy 
gap of the film. This evident increase of energy 
is due to the interaction of the material electrons 
with the incident photons which have enough 
energy for the occurrence of electron transitions.  
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FIG. 1a. Transmittance (T), b. Absorbance (A) versus wavelength (λ) for Nickel Oxide thin film. 

 
The absorption coefficient can be estimated 

from the absorbance using the well-known 
formula [7]: 
  = (2.303×A)/t,             (1)  

where A is the absorbance, t is the thickness and 
  is the absorption coefficient. It has been 
noticed that all the prepared thin films have a 
high absorption coefficient in the visible range of 
the spectrum and this could be seen in Fig. 2. 
The absorption coefficient increases with the 
increase in photon energy (hυ). The optical 
energy band gap (Eg) is given by the well known 
Tauc’s relation [7]: 

r
gEhvAhv )(             (2)  

where α is the absorption coefficient, hν is the 
photon energy, Eg is the optical band gap, A is a 
constant which does not depend on photon 
energy and r has four numeric values (1/2) for 
allowed direct, 2 for allowed indirect, 3 for 
forbidden direct and 3/2 for forbidden indirect 
optical transitions. In this work, direct band gap 
was determined by plotting a graph between (α 
hv)2 and (hv) in eV units, where a straight line is 
obtained which gives the value of the direct band 
gap. The extrapolation of straight line to (α hv)2 
= 0 gives the value of the direct band gap of the 
material and this could be seen in Fig. 3. From 
this figure, the band gap value is equal to 
3.58eV, which is in agreement with Sriram and 
Thaymanavan [8]. 
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FIG. 2. Absorption coefficient versus photon energy for Nickel Oxide thin films. 
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FIG.3. The relation between (αhv)2 and (hυ) for Nickel Oxide thin film. 

 
The refractive index has been calculated 

using the relation [1]: 
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where, n: is the refractive index, R: is the 
reflectance (calculated from R + A + T = 1) and

ok : is the extinction coefficient. The relation 
between refractive index and wavelength for 

NiO thin films is shown in Fig. 4a. It can be seen 
that the refractive index of the prepared films 
decreases with the increase in wavelength, which 
is in agreement with other reports [1, 9]. 

The extinction coefficient (ko) was calculated 
using the relation [10]: 



40 k

           
 (4) 
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where: ok : is the extinction coefficient and : is 
the wavelength of the incident photon. The 
extinction coefficient (ko) decreases rapidly at 
short wavelengths (300-400) nm and after that 
the value of (ko) remains almost constant. The 

rise and fall in the value of (ko) is directly related 
to the absorption of light. In Fig. 4 (b), the lower 
value of (ko) in the wavelength range (400-900) 
nm implies that these films absorb light in this 
region very easily.  
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FIG.4a. Refractive index. b. Extinction coefficient versus wavelength of Nickel Oxide thin films. 

 

Structural Analysis 
XRD patterns of the nickel oxide films is 

shown in Fig. 5. It can be noticed that all the 
patterns exhibit diffraction peaks around 
(2θ~37°, 43° and 63°) referred to (111), (200) 
and (220) favorite directions, respectively, which 
is in agreement with the Joint Committee of 
Powder Diffraction Standards (JCPDS) card 
number (04-0835). The strongest peak occurs at 
(2θ~37°), which is referred to as (111) plane, 

which is in agreement with Khoder et al. [7]. 
The positions of the peaks and the presence of 
more than one diffraction peak lead to the 
conclusion that the films are polycrystalline in 
nature with a cubic crystalline structure, which is 
in agreement with other reports [11]. The lattice 
constant is (ao=4.179 Å). It should be mentioned 
here that the standard ao value for NiO is (4.176 
Å). 
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Figure 5. XRD patterns of Nickel Oxide thin films. 

 

The average crystallite size for the films can 
be determined using Williamson-Hall (WH) 
formula [9]: 

βhkl cosɵ = kλ / D + 4 S sinɵ           (5) 

where βhkl is full width of half maximum, D is 
the average crystallite size, k is a constant which 
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was assumed to be equal to 0.9, λ is the 
wavelength for the Cu target of the XRD 
instrument, θ is Bragg’s angle for all peaks and S 
is the micro-strain in the film. If βhklcosθ is 
plotted with respect to 4sinθ, strain and 

crystallite size can be calculated from the slope 
and y-intercept of the fitted line, respectively, as 
shown in Fig. 6. It is observed that the crystallite 
size value is equal to (7.38 nm) and (S=-
0.00411). 
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FIG. 6. The W-H analysis of NiO thin film. 

 

The average crystallite size for all the films is 
also calculated for (111) direction by Scherrer’s 
formula [11]: 

Dav = kλ / β cosɵ            (6)  

where: 
k: is a constant which was assumed to be equal 

to 0.9. 
λ: is the wavelength of incident X-ray radiation, 

(λ =1.5406Å for CuK). 
β: is the full width at half maximum of the peak 

(in radians). 
θ: is Bragg’s diffraction angle of the XRD peak. 

It is observed that the crystallite size for the 
Nickel Oxide thin films is 10 nm. These results 
agree qualitatively with the results of crystallite 
size obtained by Williamson-Hall method.The 
micro-strain in the films is induced during the 
growth of thin films by varying displacements of 
the atoms with respect to their reference lattice 
position [1]. The larger crystallite size values 
indicate better crystallization of the films; values 
of micro-strain were negative, which indicates 
the occurrence of compression in the lattice. 

The texture coefficient (Tc) represents the 
texture of a particular plane, in which greater 
than unity values imply that there are numerous 

grains in that particular direction. The texture 
coefficients Tc(hkl) for the sample have been 
calculated from the X-ray data using the well-
known formula [7]: 

 (7) 

where, I(hkl) is the measured intensity, Io(hkl) is 
taken from the JCPDS data, (Nr) is the reflection 
number and (hkl) represents Miller indices. The 
texture coefficient is calculated for crystal plane 
(111) of the NiO films. The value of texture 
coefficient was greater than 1, which indicates 
the abundance of grains in the (111) direction. 

The Specific Surface Area (SSA) is the 
Surface Area (SA) per unit mass. It is a very 
important factor in the field of nanoparticles 
because of large surface to volume ratio of such 
small particle size materials. SSA is used in 
materials to determine their types and also used 
in case of reactions on surfaces, heterogeneous 
catalysis and adsorption. Mathematically, SSA 
can be calculated using the formula [12]:  

SSA = 6 × 103 / D. ρ            (8) 

where, D is the crystallite size (W-H and 
Scherrer) and ρ is the density of NiO (6.67 
g/cm3).  
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The values of the Specific Surface Area from 
W-H is equal to (121901m2/g) and from Scherrer 
is equal to (89955m2/g). According to Eq.(8), the 
Specific Surface Area increases with decreasing 
the crystallite size. There is an inverse relation 
between them so that Specific Surface Area was 
large.  

Conclusion  
In this study, NiO thin films with a molarity 

of 0.1 M were successfully deposited on glass 
substrates at (400 ºC) by chemical spray 

pyrolysis technique using Nickel nitrates as the 
Ni source. XRD patterns of the NiO thin films 
indicate that all films are polycrystalline with a 
cubic crystal structure. The main characteristic 
peaks are assigned to the (111), (200) and (220) 
planes and the transmittance for NiO thin films 
increases when wavelength increases. The band 
gap value is (3.58 eV).  
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Abstract: Surface and thermodynamic properties, such as enthalpy, cohesive energy, 
surface energy and melting point, of different materials (Ag, Au, Sn and In) were 
calculated theoretically in this study by using the following two models: firstly, the lattice 
vibration-based model (LVB) of surface atoms and secondly, the surface-to-volume atom 
ratio (SVA) model of the free surface nanoparticle material. In this work, the melting 
temperature and other thermodynamic properties of the modified model of the 
nanoparticles improved the calculated curve compared with that of the experimental data 
due to the effect of lattice volume. Results of the two models showed changes in all 
thermodynamic properties as nanoparticle size decreased. Moreover, compared with the 
experimental data, a good agreement was observed between the modified LVB model and 
the experimental data.  
Keywords: Cohesive energy, Enthalpy, Melting point, Surface energy, Nanoparticles, Size 

effects. 
PACS: 67.25.bd, 65.80.-g. 
 

 
Introduction 

Thermodynamic properties of nanoscale 
materials are different from those of their 
corresponding bulk materials [1, 2]. Thus, 
understanding the surface and thermodynamic 
properties of nanoscale materials, for instance, 
crystals in carbon nanotubes and thin films of 
nanometer thickness, is vital because of their 
potential applications in microelectronics, 
nonlinear optics and solar energy [3-6]. The 
properties of bulk crystals depend on their 
structure. However, in addition to the structure, 
their size influences their properties, such as 
melting point, cohesive energy, entropy, thermal 
enthalpy, Debye temperature and surface energy, 
at the nanoscale [7]. Different models have been 
developed to explain and account for the 
thermodynamic properties of low-dimensional 
materials. These models include the liquid drop 
[8], bond-order-length-strength and latent heat 
models for size-dependent cohesive energy [9, 
10]. These models also include surface area-

different and bond energy model [11], which is 
also used to predict the melting temperature of 
nanomaterials [12]. Moreover, a variety of 
theoretical calculation methods have been used 
to obtain surface energy of nanoparticles. These 
calculation methods include the broken-bond 
rule [13] and the modified embedded atom 
method [14]. Ouyang et al. (2006) and Jiang et 
al. (2010) experimentally measured the surface 
energies of nanocrystals and showed the 
dependence of nanoparticle properties on their 
sizes in metals and semiconductors [15, 7]. 

One of the important thermodynamic 
properties is cohesive energy, which determines 
a wide range of thermophysical properties, 
including melting point, solubility and surface 
energy. Surface energy is linear to cohesive 
energy, whereas cohesive energy is linear to 
melting point [16, 17]. Moreover, cohesive 
energy and melting point are parameters used for 
estimating metallic bond strength. A high 
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cohesive energy indicates high thermal stability 
of the materials [18]. Therefore, identifying the 
melting entropy and enthalpy is important to 
understand the stability of nanocrystals. Metal 
nanoparticles have properties intermediate 
between those of metals and non-metals. In this 
study, lattice vibration-based (LVB) and surface-
to-volume atom ratio (SVA) models were 
applied to study the quantities that are dependent 
on the binding energies of nanocrystals. This 
investigation was performed to assess the 
proficiency of a model and showed results that 
agreed with the experimental data.  

Method of Calculation 
The first physical model (LVB), is used in the 

present work to derive the size-dependent 
enthalpy and entropy based on the Motts 
expression for the vibrational melting entropy 
Svib [19]. The second model was SVA, which is a 
simple method that was developed in 2005 by 
Qi, W.H. [20], who emphasized that phase 
stability is sensitive to the surface-to-volume 
ratio of atoms. 

Lattice Vibration Based (LVB) Model 

A physical model for size-dependent melting 
enthalpy Hm (r) is related to melting temperature 
Tm(r) and melting entropy Sm(r) which is a 
function of the specific heat difference between 
solid and liquid state [19, 21]; therefore, Hm (r) is 
equal to;  

Hm(r) = Tm(r).Sm(r).            (1) 

The modified model for melting temperature 
of nanoparticles Tm (r) due to the effect of lattice 
volume can be described by the following 
relation [22]; 

 ೘்(௥)
்೘್

= ቀ௏(௥)
௏௕ 

ቁ
ଶ/ଷ

݌ݔ݁
൭ିమೄ೘್

యೃ  భ
ೝ

ೝబ
షభ

൱
          (2) 

where Tmb is the bulk melting point, ܸܾ is the 
bulk lattice volume, R is the ideal gas constant 
and r0 denotes the smallest size where there is no 
structural difference between the solid and the 
liquid states. At r0, all atoms or molecules are 
located on the bulk surface. r0 can be extended 
for different dimensions D; for nanoparticles D = 
0, for nanowires D =1 and for thin films D = 2. 
For nanoparticles and nanowires, r is the radius 
and for thin films, it is the half thickness. The 
relationship between r0 and the first solid surface 
layer height h is shown as [8, 12, 16]; 

r0 = (3-D) h.            (3)  

For a spherical nanoparticle of r0 = 3h, this 
value of h represents a length scale characteristic 
for crystallinity and is called critical radius. Its 
values for different elements used in this work 
are found in Table 1[ 23-25]. 

The size-dependent lattice volume V(r) is 
calculated as follows; the size-dependent lattice 
parameter a(r) is obtained from; a(r) = 
ସ

√ଷ
  dmean(r), where dmean(r) is the mean bond 

length of nanoparticles. Its value for bulk crystal 
dmean() is constant for all elements listed in 
Table 1.The mean bond length for nanoparticles 
is given by the equation [22]; 

dmean(r) = h − Δdmean(r).           (4) 

The change of mean bond length with size 
Δdmean(r) is given by;  

Δ݀݉݁ܽ݊(ݎ ) = Δ݀݉݁ܽ݊(ݎ଴)݁݌ݔ
൭ିమೄ೘್

యೃ  భ
ೝ

ೝబ
షభ

൱
 (5)   

where Δdmean(r0) is the maximum increase in 
the mean bond length dmean(r). Then, lattice 
volume V(r) of nanoparticles is calculated from 
the relation [2]; ܸ (ݎ) = ௔(௥)య

ସ
. 

Melting entropy Sm(r) can be described by the 
following expression; 

ௌ೘(௥)
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ቇ            (6) 

where, Smb is the bulk overall melting entropy. 
The model suggests that the size dependence of 
the melting entropy for nano-semiconductor 
nanoparticles is determined by the size 
dependence of the vibrational part of the melting 
entropy of nanocrystal Svib, [7, 26]. The melting 
entropy for metallic and organic crystals is 
mainly vibrational in nature and Svib = Smb, [27]. 
From Eq. (2) and Eq. (6), size-dependent melting 
enthalpy Hm (r) from Eq. (1) is expressed as;  
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             (7) 

where, Hmb is the bulk enthalpy and its value is 
given in Table 1, [7]. It is well known that the 
bulk melting point of most materials is 
proportional to their binding energy and their 
bulk cohesive energy Emb is proportional to their 
binding energy. Transition entropy term for the 
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solid-vapor transition related to cohesive energy 
can be expressed as follows;  

Smb=Emb / Tmb .                  (8)  

Bulk cohesive energy Emb at Tmb being the 
bulk solid-vapor transition temperature, size-
dependent cohesive energy E(r) is a linear 
function of melting point and is given to a good 
approximation as [28]; 
ா(ೝ)

ா೘್
=

்೘(ೝ)

்೘್
. ௌ೘(௥)

ௌ೘್
 .           (9) 

From Eq. (2) and Eq. (6), size-dependent 
cohesive energy of nanoparticles is expressed as 
[17, 30];  
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           (10) 

The surface energy  mb is proportional to 
cohesive energy Emb through the following 
relation;  mb = k Emb, where k is constant and for 
size-dependent surface energy of nanoscale 
materials is [19, 31];  (r) = k E (r). By 
comparing the equations for ( mb) and ( (r)), the 
comprehensive equation of surface energy of 
nanoparticles will be; 
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Surface to Volume Atom Ratio (SVA) Model  
A very simple model has been developed and 

reported in ref. [20], showing the relation 
between the melting temperature of nanomaterial 
and bulk as; 

೘்(௥)
்೘್

= ቀ1 − ே
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ቁ = ቀ1 − ଶௗ
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ቁ         (13) 

where N is the number of surface atoms of the 
straucture and n is the total number of atoms. 
The method to find the rate N/2n for different 
types of nanomaterials has been introduced by 
(Qi, 2006) [11, 21]. According to the (SVA) 

model [20], ே
௡

 is ସௗ
௥೎

, ଼ௗ
ଷ௅

 ܽ݊݀ ସௗ
ଷௐ

 for spherical 
nanoparticles, nanowires and nanofilms, 
respectively, where d is the atom diameter and rc 
is the diameter of spherical nanoparticles. Here, 
L is the diameter of nanowires and W is the 
height of solid nanofilms [32]. 

The relation between crystal vibration 
entropy Svib and melting point Tmb can be 
described as [32, 33]; 
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where Smb is the melting entropy of bulk solid 
crystal. Hm(r) is a linear function of melting 
point and is given as [9]; 
ு೘(௥)
ு೘್

= ቀௌ೘(௥)
ௌ೘್

ቁ . ( ೘்(௥)
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) .        (15) 

Substituting Eq. (13) in Eq. (14), the size-
dependent enthalpy for spherical nanoparticles 
is; 
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The linear relation between melting 
temperature and cohesive energy is [30]; 
ா(ೝ)

ா೘್
=

்೘(ೝ)

்೘್
; therefore, size dependence cohesive 

energy (ݎ)ܧ expression in this model is [15]; 
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The relationship between surface energy and 
cohesive energy is; 
ఊ(ವ)

ఊ್
=
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By using the value of cohesive energy from 
Eq. (18) in Eq. (19), size-dependent surface 
energy for nanoparticles is [19]; 
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Article  Suliman 

 156

TABLE 1. Thermodynamic and structure parameters for some solid elements concerned in this work, 
such as; bulk enthalpy Hmb (kJ/mol), bulk cohesive energy Emb [kJ/mol], surface energy  (J/m2), 
entropy Svib(J/mole.K), mean bond length dmean (nm), first surface layer height h (nm) [15, 23-25, 
27, 34]. 

Substance h dmean Hmb Emb Svib  
(nm) (nm) (kJ/mol) (kJ/mol) (J/mole.K) (J/m2) 

Ag 0.3197 0.289 113 284 9.16 7.205 
Au 0.3188 0.2884 125 368 9.38 1.28 
In 0.3682 0.3291 328 284 7.59 1.205 
Sn 0.281 0.376 720 303 9.22 0.68 

       
Results and Discussion 

Fig. 1 illustrates a comparison between the 
predication of modified Eq. (2) (with and 
without the effect of lattice volume) with Eq. 
(13) and experimental Tm(r) data for metallic Au 
nanoparticles. The result of modified Eq. (2) is 
in agreement with the experimental data. 
Moreover, the bulk melting temperature of Au is 
1337.58 K [25]. As shown in Fig. 1, the results 
of the modified LVB model, as predicated by Eq. 
(2) in calculating the melting temperature of 
nanoparticles due to the effect of lattice volume, 
were in good agreement with the range of the 
experimental data. 

Moreover, deviation occurred as the size of 
the nanocrystal was smaller than 3 nm due to the 
changes in the lattice structure of Au 
nanoparticles [2].  

Fig. 2 illustrates a comparison between E(r) 
represented by Eq. (10) and the predication of 
modified Eq. (10) with Eq. (18) and the 
experimental E(r) results for metallic Ag 
nanoparticles. The best agreement was obtained 
between the modified (LVB) model (Eq. 10) and 
the experimental data as the particle volume 
decreased and approached r = 2 nm. 

 
FIG. 1. Tm(r) function of the Au nanoparticle size, 

where number (1) on the figure represents the 
SVA model predication of Eq. (13), whereas (2) 
and (3) represent the LVB model and its 
modified predication of Eq. (2), respectively and 
the solid spheres () represent the experimental 
data obtained from Ref. [36]. 

FIG. 2. E(r) function of Ag nanoparticle size, where 
number (1) represents the SVA model predication of 
Eq. (18), (2) represents the LVB model predication of 
Eq. (10), (3) is the modified predication of Eq (10) 
and the solid spheres () represent the experimental 
data obtained from Ref. [36]. 

 
The SVA model in the range (r < 10 nm) gave 

higher results than the experimental results. The 
results of both models were different from the 
experimental data. Diwan and Kumar (2013) 
showed that the binding energy, cohesive energy 
and other thermodynamic properties, such as 

entropy and enthalpy, approach their bulk value 
when the particle size is above 100 nm [17,35]. 
Figure 2 also shows that the cohesive energy of a 
nanoparticle approaches its bulk value when the 
nanoparticle size (r) is far beyond the atomic 
size (r >> d).  
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According to our study, a clear matching can 
be obtained between both models and the 
experimental data when the nanoparticle size is 
larger than 20 nm. The cohesive energy of a 
nanocrystal is governed by nearest neighbor 
interactions. This phenomenon leads to a linear 
dependence of this cohesive energy on the 
inverse size (reciprocal radius) of nanoparticles 
[20, 23, 36]. 

For metals, the assumption of the nearest 
neighbor is good. However, for nonmetallic and 
semiconductor nanocrystals, this assumption is 
no longer valid, because covalency and ionicity 
play major roles in bonding and determining the 
cohesive energy [27]. 

The cohesive energy of nanoparticles may 
increase or decrease with the crystal size, 
depending on the surface atom bonds of 
nanoparticles. If the surface atoms have large 
dangling bonds, then the cohesive energy of the 
nanoparticle decreases with decreasing the 
crystal size. This result implies a decrease in the 
strength of metallic bond (i.e., easily break). In 
this case, the strength of the metallic bond for 
nanoparticles becomes weaker than those of the 
bulk metals [18, 27].  

In Figs. 3–5, we present a comparison between 
the LVB model predication of Eq. (7) and the 
modified predication of Eq. (7), as well as 
between the SVA model predication of Eq. (17) 

and the experimental results of Hmb (r) for Ag, In 
and Sn nanoparticles obtained from References 
[29, 37]. The results of the modified LVB model 
were in good agreement with the experimental 
data for In, Sn and Ag nanoparticles. For Sn and 
In nanoparticles, the results of the LVB model 
approached the experimental data at a size larger 
than 10 nm. 

The results of the SVA model of Hmb (r) were 
higher than the experimental results for Ag and 
In nanoparticles, particularly at a size smaller 
than (r < 15nm). For In and Sn nanoparticles, the 
LVB and SVA models were more consistent with 
each other at a size of (r > 20 nm). 

Previously, a physical model was established 
and predicted that the decrease of size-dependent 
melting enthalpy, H(r), is induced by the 
increase in SVA ratio and lower coordination 
number of surface atoms [26]. 

Melting enthalpy changes when nanoparticle 
size decreases. This trend is due to two reasons; 
firstly, the surface fraction of atoms in 
nanoparticles increases with decreasing size and 
secondly, surface atoms have a different bonding 
environment than the interior atoms within the 
material bulk. Moreover, the elastic properties of 
atoms at the surface differ from those of the 
bulk, because the phonon confinement affects 
elasticity and vibration behavior of nanoparticles 
[29, 31, 39, 40]. 

FIG. 3. H(r) function of Ag nanoparticle size, where 
number (1) represents the SVA model predication of 
Eq. (17), (2) represents the LVB model predication 
of Eq. (7), (3) is the modified predication of Eq. (7) 
and the solid spheres () represent the experimental 
data obtained from the Ref [21]. 

 

FIG. 4. H(r) function of In nanoparticle size, where 
number (1) represents the SVA model predication 
of Eq. (17), (2) represents the LVB model 
predication of Eq. (7), (3) is the modified 
predication of Eq. (7) and the solid spheres () 
represent the experimental data obtained from 
Ref. [24]. 
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FIG. 5. H(r) function of Sn nanoparticle size, where number (1) represents the SVA model predication of Eq. 

(17), (2) represents the LVB model predication of Eq. (7), (3) is the modified predication of Eq. (7) and the 
solid spheres () represent the experimental data obtained from Ref. [30]. 

   

 
The surface energies of Ag and Au 

nanoparticles as function of size are shown in 
Figs. (6) and (7). These figures show that the 
LVB model is better than the SVA model, 
because the surface energy of the LVB model 
approaches the experimental data, particularly 
for Au nanoparticles, where r > 5nm. However, 
for Ag nanoparticles, matching starts at sizes 
higher than 10 nm. These results are the reason 
for the modified LVB model. Furthermore, the 
results of the SVA model for Au and Ag 
nanoparticles were different from the 
experimental data at the size of (r > 10 nm). 

Moreover, good agreement was observed 
between the modified LVB model and the 
experimental results at low dimensions in Ag 
and Au nanoparticle sizes near (r = 3nm).  

The surface energy of a substance is related 
to the bonding strength between its atoms. We 
observed decreased surface energy with 
decreasing material size. This result was because 
the atomic radius increased with increasing 
coordination number [41, 11]. 

 

FIG. 6.  (r) function of Ag nanoparticle size, where 
number (1) represents the SVA model predication 
of Eq. (20), (2) represents the LVB model 
predication of Eq. (12), (3) is the modified 
predication of Eq. (12) and the solid spheres () 
represent the experimental data obtained from 
Ref. [15]. 

FIG. 7.  (r) function of Au nanoparticle size, where 
number (1) represents the SVA model predication of 
Eq. (20), (2) represents the LVB model predication 
of Eq. (11), (3) is the modified predication of Eq. 
(12) and the solid spheres () represent the 
experimental data obtained from Ref. [37]. 
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Surface atoms take random configuration due 
to losses in crystalline order [43]. Moreover, 
surface effects can be neglected for most 
thermodynamic properties of bulk materials [42]. 

However, surface effects cannot be ignored 
for nanoscale metallic materials. Surface effects 
result from the difference between the surface 
metallic and interior atoms. Hence, surface 
atoms will be less stable than inner atoms due to 
the following; 1) lower coordination number of 
surface atoms than that of inner atoms and 2) 
atoms near the surface have fewer bonds than 
those far from the surface [25, 29]. 

Conclusion 
In this work, LVB and SVA models were 

introduced to study the size-dependent enthalpy, 
cohesive energy, melting temperature and 
surface energy of Ag, Au, In and Sn 
nanoparticles. The relation to calculate 
thermodynamic parameters for bulk solids is 
used for nanoscale size successfully after 
modification. Results showed that the 
modification of the LVB model predication is 
superior than that of the SVA model when 
comparing the available experimental data, 
especially with the decrease in the sizes of free-
standing nanoparticles. The LVB and SVA 
models approach the experimental data at large 
nanoparticle sizes. 
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Abstract: The variation of photonic orbital angular momentum in Compton scattering is 
analytically analyzed. We determine the scattering matrix of twisted light based on the 
fundamental conservation of orbital angular momenta. Numerical values for two different 
twisted light modes: Laguerre-Gaussian and Bessel-Gaussian, are generated and illustrated. 
Our analysis indicates that states of photonic orbital angular momentum are highly 
changeable at wide angle scattering but more consistent at small angle scattering.  
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mode. 
 

 
Introduction 

Twisted light carries the angular form of an 
electromagnetic momentum. It is separable and 
decomposes into an orbital momentum part as 
well as a spin momentum part. The orbital 
angular momentum associates with the helical 
structure of the wave front, while the spin 
angular part associates with the polarization state 
[1]. 

Twisted light carries a well-defined photonic 
orbital angular momentum (POAM). Its wave 
front characterizes a specific azimuthal phase 
according to the POAM state [2]. Both photonic 
spin angular momentum and POAM are 
orthonormal components of the total light 
angular momentum.  

Compton scattering describes the change in 
linear momentum at elastic collisions between a 
photon and an electron. The well-known shift in 
a scatter wave number reports a certain change 
in the linear momentum as well as in the energy 
of scattering photons [3, 4]. However, a variation 
in POAM has never been mentioned.  

 

Several studies have recently been conducted 
to describe changes in POAM in Compton 
scattering in ultra-relativistic considerations [5, 
6]. A non-relativistic framework has been 
implemented in the density matrix theory to 
inform about the variation of POAM in Compton 
scattering [7].  

Our study briefly analyzes a change of 
POAM of twisted light in Compton scattering by 
evaluating the associated scattering matrix in a 
semi-classical framework. It illustrates the 
possibility for POAM to vary through scattering 
at free electrons and emphasizes the 
conservation of total angular momentum via 
exchange of POAM between photons and 
massive electrons.  

The next section determines a particular 
analytical expression of the scattering matrix of 
Compton scattering for a twisted light. The 
expression is valid for axi-symmetric light beam 
that carries a well-defined POAM. In the 
following section, two different beams are 
examined. Our numerical calculations are then 
analyzed and discussed. The conclusion is then 
presented at the end of this study.  
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Conservation of OAM in Compton 
Scattering 

The schematic diagram of Compton 
scattering in Fig. 1 identifies the scattered 
photonic wave number (k') as well as POAM by 
primed parameters (l'), while the associated wave 
number and orbital angular momentum of the 
recoil electron are indicated by ke and me, 
respectively. The scattering angle () is defined 
as the angle between the incident beam and the 
scattering direction. 

Our analysis is based on evaluating, semi-
classically, the scattering matrix of Compton 
scattering to illustrate the fundamentals of an 
exchange of orbital angular momentum between 
the twisted light wave and a massive particle.  

 
FIG.1. Schematic of Compton scattering with 

associated parameters. 

 

The Compton scattering matrix is defined as 

[8]: fefS rkki 
).(  , where f  , f  represent 

the scattered and the initial state of the system, 
,  are the incident and scattered wave 

vectors and  is a position vector. The 
cylindrical coordinates are used in such a way 
the optical path is considered along the z-axis.  

Both, spatial electronic and photonic wave 
functions,  and , respectively, are considered. 
Their conjugates are indicated by superscript 
stars. The Compton scattering matrix can be 
presented as:  

)()()()( ).(** rrerrS rkki  

          (1) 

Normalized wave functions in cylindrical 
coordinates are used due to an azimuthal 
symmetry of twisted light. Generally, electronic 
and photonic wave functions could be expressed 
as  im

m ezPr  ),()(  and 
 il

l ezRr  ),()( , where m,l are parameters 
indicating the electronic and POAM state, 
respectively. Therefore, Eq. (1) is written 
explicitly as: 

),(),(),(),( )().()( zRezPezRezPS l
lmi

m
rkki

l
lmi

m   

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 
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      (2) 

 
Due to the azimuthal symmetry of the spatial 

wave profiles, we can separate the exponential of 
azimuthal parameters out as follows:

  
 )().(** ),(),(),(),( lmi

lm
rkki

lm ezRzPezRzPS 
 



 
      (3) 

 
where mmm  and lll  . The last angle 
bracket in Eq. (3) is evaluated directly using the 
Dirac delta function: 

)()( lme lmi              (4) 

Eq. (4) reads that a decrease in POAM must 
be equivalent to an increase of electronic one: 

lm  . Consequently, the Compton 
scattering matrix is not terminated as long as the 
orbital angular momentum exchanges between 
the photon and the electron. It must be conserved 
through scattering. 

Evaluating Compton scattering matrix 
requires resolving the wave functions as well as 
the middle exponential term. The electronic 
radial wave function ),( zPm  is a separable 
function. It is generally given by: 

zik
emm

eeJzP )(),(             (5) 

where Jm is Bessel function and e and ke are 
transverse and longitudinal electronic 
wavenumbers, respectively. On the other hand, 
the wave vector of collimated twisted light in 
general is composed of two components: orbital 

k


k 


r

k, l 
lk , 

ee mk , 
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and longitudinal [9]. It can be basically 
presented as:  

zkk 
  .

            
(6) 

Hence, the middle term in the scattering 
matrix, the exponential term in Eq. (3), is 
simplified as follows:  

])exp[(]).exp[( zkkrkk 


.         (7) 

Taking Eqs. (4, 5 and 7) together, we evaluate 
the scattering matrix as follows: 

),()(),()( ** zRJzRJS lemlem        
 kke  .                   (8) 

The Dirac delta term indicates that the 
longitudinal components of the wave vector, 
which represent the linear momentum, are also 
exchanged between the electron and the photon. 
An increase in the linear momentum of the 
electron is equivalent to a decrease in the linear 
momentum of the photon. It is definitely 
consistent with the well-known Compton 
formula [3]. Conservation of both linear and 
orbital angular momentum emphasizes the 

conservation of total momentum for twisted 
photons in Compton scattering.  

Our objective is to focus on the change of 
photonic orbital angular momentum in Compton 
scattering. It requires the evaluation of the 
scattering matrix regardless the initial OAM 
state. It is computed for a relative OAM 
exchange in the zero-order state of the 
“untwisted mode”; i.e.:  

),()(),()( 00
** zRJzRJS ll    .  (9) 

The conditions of Eqs. (3) and (7) have been 
used. Indeed, it has been assumed that there is no 
change in the radial parameter () through 
scattering and on the other hand, axial parameter 
(z) depends only on the scattering angle 
().Thus, the scattering matrix is evaluated at a 
certain axial distance.  

Results and Discussion  
The scattering matrix in Eq. (9) is computed 

for two particular twisted light beams: Bessel-
Gaussian and Laguerre-Gaussian (LG). The 
spatial wave function of LG is given by [10]:  
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where l

pC  is a normalization constant, p is a 
radial index, w(z) is the beam width at distance z 
and given by  2/1)( Ro zzwzw  , zR is the 

Rayleigh range defined as:  /2
oR wz  , )(l

PL  
is the associated Legendre polynomial and 

  )/(tan12)( 1
R

l
p zzlpizG  is the Gouy 

phase[10]. It should be noted that the scattered 
axial parameter, z`, varies only through the 
scattering angle (). Our computations are based 
on fixed z values.  
 

Eqs. (9) and (10) are used to evaluate the 
scattering matrix of an x-ray of 1 nm wavelength 
and 1m waist width through a wide scattering 
in the range 2/2/   . It is assumed that 
there is no change in Gouy phase through 
scattering.  

The computed elements that associate for a 
certain change (l) in photonic OAM are 
determined and plotted. Fig. 2 illustrates 
Compton scattering matrix versus scattering 
angle for several changes in POAM. The curves 
are generated by computing the normalized 
scattering matrix in a wide angle range for four 
successive state changes in POAM.  
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FIG. 2. Normalized Compton matrices versus scattering angle for LG beam at certain changes in POAM.  

 
The normalized scattering elements shown in 

Fig. 2 are very small for narrow range scattering. 
The normalized scattering provides the 
probability of exchanging POAM, which is 
minimum at small scattering angle. However, a 
change by just one order state could happen with 
low possibility as the curve of l=1 shows.  

High possibilities of changing POAM states 
through scattering are represented by the peaks 
shown in Fig. 2. Scattering matrix elements are 
relatively of small values for higher change in 
POAM. It could be interpreted as a low 

possibility for a big change in POAM at 
Compton scattering.  

Negative-value elements in Fig. 2 indicate 
flipping up of OAM states. They inform that 
scattering in wide angles causes flipping up of 
the azimuthal phase. Consequently, POAM 
states are twisted “oppositely” at wide angles of 
Compton-scattering. However, scattering 
matrices are terminated at right angle scattering 
due to the minimized differential cross-section of 
Compton scattering [11]. 

Scattering matrix is also computed for large 
changes in photonic OAM states and is plotted in 
Fig. 3. 

  
FIG. 3. Normalized Compton matrices versus scattering angle for LG beam at big changes in photonic OAM. 

 
Fig. 3 confirms the low possibilities of 

scattering twisted photons with high changes in 
their POAM. Indeed, it indicates that Compton 
scattering at wide angles is more likely to occur 
with oppositely twisted orientation. Dominant 
negative peaks at Fig. 3 represent a tendency of 

large changes in photonic OAM to be in opposite 
orientation. 

The other twisted light beam that has been 
investigated is the Bessel-Gaussian beam, which 
has a spatial wave function given by [12]:  
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where A is the normalization constant, 

 is the associated Gouy 

phase, and is the radius 
of curvature.  

Eq. (11) has been implanted in Eq. (9) to 
compute the corresponding scattering matrix for 

the same parameters: a 1nm wavelength of an x-
ray source, a 1m beam waist and a non-varying 
Gouy phase.  

The associated scattering matrix is evaluated 
for first-order changes in orbital angular 
momentum as shown in Fig. 4.  

 
FIG. 4. Normalized Compton matrices versus scattering angle for BG beam at few changes in photonic OAM. 

 
Scattering matrices of Bessel-Gauss beam 

which are illustrated in Fig. 4 change very 
slowly. Relatively high value peaks around a 
scattering angle of /3 compared with small 
values at small scattering angles 6/  . 
Similar to Laguerre-Gaussian mode, photonic 

OAM of Bessel-Gauss beam is likely to be 
invariant at small angle scattering. They just tend 
to vary in wide scattering. However, extreme 
minimum scattering elements are at right-angle 
scattering, where the classical cross-section is 
minimum.  

 
FIG. 5. Normalized Compton matrices versus scattering angle for BG beam at certain changes in POAM. 
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The scattering matrix is also computed for 
higher-order changes in POAM of Bessel-
Gaussian mode as illustrated in Fig. 5. The order 
is changed by varying the associated azimuthal 
parameter to 2, 3 and 4, respectively.  

Fig. 5 emphasizes the high possibility to 
exchange OAM at wide scattering compared 
with small angle scattering. POAM values are 
more consistent in Compton scattering by small 
angles, whereas extreme lowest values occur at 
right-angle scattering.  

Conclusion  
This study analyzes the conservation of 

POAM during Compton scattering. We 
evaluated the scattering matrix for twisted light 

that is scattered by free electrons. Our analysis 
indicates that the POAM of the twisted light can 
be changed through Compton scattering. 
Specific numerical values are determined by 
Compton scattering of Laguerre-Gaussian and 
Bessel-Gaussian light beams. It has been 
reported that POAM states are invariant at 
forward scattering as well as small-angle 
scattering, but they mainly vary in wide-angle 
scattering.  
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Abstract: The aim of this research is to study soft x-ray emission from NX2 plasma focus 
device with neon filling gas using the Lee model code and find the maximum value of soft 
x-ray yield by using the standard parameters of the device and then find the optimum 
combination of pressure and anode dimensions that gives the maximum value of soft x-ray 
yield. Many numerical experiments were carried out and we obtained the maximum value 
of soft x-ray yield (Ysxr) of (22.6 J) at a pressure of (2.9 Torr) by using the standard 
parameters of NX2 device. We found the optimum combination of pressure, anode length 
and anode radius (3 Torr, 2.1 cm and 2 cm), respectively, by reducing the anode length and 
increasing the anode radius. The soft x-ray yield increases to (26.01 J) with a 
corresponding efficiency of about 1.53%.   
Keywords: Lee model code, NX2 device, Soft x-ray yield. 
 

 
Introduction 

Hot and dense plasma can be generated by 
compression and imploding cylindrical 
magnetized plasma, to form a hot, dense plasma 
pinch. This pinch is considered an important 
source for x-rays (soft and hard) and energetic 
beam ions. The plasma focus devices are the 
simplest in construction and provide the highest 
x-ray emissions compared to other devices of 
equivalent energy [1, 2]. These x-ray sources are 
used for various applications, such as 
lithography [3] and imaging [4].  

The importance of this research lies in 
computing soft x-ray yield Ysxr as a function of 
filling gas pressure (neon) and searching for the 
possibility of increasing the soft x-ray yield 
through modification of the anode's dimensions 
without the need to change the energy of 
capacitor bank by carrying out numerical 
experiments using the Lee model code, version 
(RADPFV5.15de.c1).  

The Radiative Lee Model 

The Lee model couples the electrical circuit 
with plasma focus dynamics, thermodynamics 
and radiation, enabling a realistic simulation of 
all gross focus properties. The basic model is 
described in [6]. The code has been used 
extensively in several machines, including 
UNU/ICTP PFF, NX2 and NX1. The 5 phases of 
Lee model are as follows: 
1) Axial phase. 
2) Radial inward shock phase. 
3) Radial reflected shock (RS) phase. 
4) Slow compression (quiescent) or pinch phase. 
5) Expanded column phase. 

A detailed description of these phases is 
found in [7].  

In the code, neon line radiation QL is 
calculated as follows [8]: 
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where for the temperatures of interest in our 
experiments, we take Ysxr = QL. 

Hence, the SXR energy generated within the 
plasma pinch depends on the following 
properties: number density ni, effective charge 
number Z, pinch radius rp, pinch length zf, 
temperature T and pinch duration. In our code, 
QL is obtained by integrating over the pinch 
duration. This generated energy is then reduced 
by the plasma self-absorption which depends 
primarily on density and temperature. The 
reduced quantity of energy is then emitted as the 
SXR yield.  

Method 
Numerical Experiments on Standard NX2 
Device with Neon Filling Gas 

The following bank, tube, operation and 
model parameters are used [9]: 
1) Bank: static inductance L0 = 15 nH, C0 = 28 

μF and stray resistance r0 = 2.2 mΩ. 
2) Tube: cathode radius b = 4.1cm, anode radius 

a =1.9 cm and anode length z0 = 5 cm. 
3) Operation: voltage V0 = 11 kV, pressure P0 = 

3 torr Neon, MW=20, A=10, At-Mol=1. 
4) Model: fm=0.1, fc=0.7, fmr=0.12, fcr=0.68. 

Optimizing Soft X-ray Yield (Ysxr) by 
Changing Anode Geometry 

Numerical experiments using the Lee model 
code were carried out to determine the optimum 
configuration of anode that gives the highest 
value of soft x-ray yield (Ysxr). The bank 
capacitor parameters were retained at (L0=15 nH, 
C0= 28 μF, RESF = 0.1) and the voltage was 
retained at (V0 = 11 kV). The model parameters 
were also retained at (fm = 0.1, fc = 0.7, fmr = 
0.12, fcr = 0.68). The value of the ratio of the 
outer to inner electrode constant (c=b/a) is kept 
constant at (2.2). The anode dimensions (length 
z0 and radius a) and the pressure (P0) were 
parametrically varied and results were tabulated 
in Table 2. 

The following procedure was used [10]: 

At each P0, the anode length z0 was fixed at a 
certain value. 

Then, the anode radius (a) was smoothly 
varied, till the maximum soft x-ray yield (Ysxr) 
was obtained for this certain value of z0. 

After that, we chose another value of z0, by 
varying the value of (a) looking for the 
maximum of Ysxr, until we found the optimum 
combination of z0 and (a) for the best soft x-ray 
yield at the fixed P0. 

Then, we changed P0 and repeated the above 
procedure to find the optimum combination of z0 
and (a) corresponding to this new value of P0. 
We continued until we obtained the optimum 
combination of P0, z0 and (a) for the maximum 
soft x-ray yield (Ysxr).There is an optimum 
temperature for optimum neon soft x-ray yield 
(2.3×106 K) [11]. 

Results and Discussion 
From Table 1, we note that: 

The pressure varies from 5 to 0.5 Torr. The 
soft x-ray yield (Ysxr) increases with decreasing 
pressure until it reaches the maximum value 
(22.6 J) at (P0=2.9 Torr) at a corresponding 
efficiency of about 1.329%, after which it 
decreases with lower pressure (see Fig. 1). This 
is due to the fact that as pressure increases, the 
speed (end axial speed va, inward shock speed vs, 
radial piston speed vp) decreases. The decrease 
in speed leads to lowering the plasma 
temperatures below the level needed for soft x-
ray production (see Fig. 2). The pinch current 
(Ipinch) increases with decreasing pressure. This is 
due to the shifting of pinch time towards the time 
of peak current. On the contrary, the total 
discharge current (Ipeak) decreases with 
decreasing pressure because of increasing the 
dynamic resistance due to increasing current 
sheath speed as the pressure decreases (see Fig. 
3). The ion density in the middle of the pinch 
(npinch) increases as pressure decreases, peaking 
around 3 Torr and then dropping at lower 
pressures (see Fig. 4).  
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TABLE 1. Computed soft x-ray yield (Ysxr) and pinch properties versus P0 for standard parameters of 
NX2 at: L0 = 15 nH, C0 = 28 μF, r0 = 2.2 mΩ, V0 = 11 kV, ratio of stray resistance/bank surge 
impedance RESF = 0.1, c = b/a = 2.2, fm = 0.1, fc = 0.7, fmr = 0.12, fcr = 0.68, neon gas. 

P 
(Torr) 

Ipeak 
(kA) 

Ipinch 
(kA) 

Tpinch×106 
(K0) 

Va 
(cm/µs) 

Vs 
(cm/µs) 

Vp 
(cm/µs) 

5 The code unable to run 
4.5 The code unable to run 
4 378 118 0.88 4.9 14.9 11.6 

3.5 374 132 1.24 5.3 17.3 12.9 
3 370 143 1.72 5.7 19.9 14.2 

2.9 369 145 1.83 5.8 20.5 14.5 
2.8 368 147 1.95 5.9 21.1 14.8 
2.7 367 149 2.07 6 21.8 15 
2.5 365 154 2.37 6.2 23.4 15.6 
2 359 163 2.78 6.8 25.3 16.8 

1.5 350 168 4.6 7.6 27.6 18.9 
1 337 169 6.71 8.8 32 22.8 

0.5 310 160 11.21 11.1 40.8 29 

Table 1 (Continued) 
P 

(Torr) 
SF amin 

(cm) 
zmax 
(cm) 

Pinch duration 
(ns) 

ni (×1023) 
(m-3)  

Ysxr 
(J) 

Efficiency 
% 

5 The code unable to run 
4.5 The code unable to run 
4 99 0.21 2.7 42.5 4.9 3.66 0.215 

3.5 105 0.20 2.7 35.7 4.6 10.5 0.617 
3 113 0.16 2.8 30.9 5.8 21.9 1.288 

2.9 114 0.16 2.8 30.2 5.7 22.6 1.329 
2.8 116 0.16 2.8 29.9 5.4 22.1 1.3 
2.7 118 0.17 2.8 29 4.7 19.4 1.141 
2.5 122 0.19 2.8 26.8 3.4 12.3 0.723 
2 134 0.24 2.7 23 1.8 3.89 0.228 

1.5 151 0.25 2.8 21.7 1.2 1.48 0.087 
1 178 0.25 2.8 18.7 0.8 0.42 0.024 

0.5 231 0.25 2.8 15.1 0.4 0.05 0.003 

 
FIG. 1. Soft x-ray yield as a function of pressure. 
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FIG. 2. Speeds and plasma temperature as functions of pressure. 

 
FIG. 3. Variation of Ipinch and Ipeak versus pressure. 

 
FIG. 4. Variation of ion density versus pressure.
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Table 2 shows that as P0 increases, anode 
length z0 increases and inner radius ‘a’ decreases 
with each increase in P0, while the soft x-ray 
yield slightly increases with increasing P0 until it 
reaches a maximum value of 26.01 J at P0 = 3 
Torr and the corresponding efficiency is about 
1.53%, then Ysxr decreases with further pressure 
increase. 

Fig. 5 shows x-ray yield as a function of P0, 
with the plasma focus operated at the optimum 
combination of z0 and (a) corresponding to each 
P0. 

Fig. 6 shows that both total current (Ipeak) and 
pinch current (Ipinch) slightly increase with 
increasing pressure (P0). 

From our numerical experiments for, NX2 
with L0=15 nH, C0= 28 μF, r0 = 2.2 mΩ, V0 = 11 
kV, we find the optimum combination of P0, z0 
and a for neon Ysxr as 3 Torr, 2.1 cm and 2 cm, 
respectively, with the outer radius b = 4.4 cm. 
This combination gives Ysxr= 26.01 J. We notice 
that the optimum soft x-ray yield from NX2 
becomes higher (about 3.4 J).  

TABLE 2. X-ray yield optimization from NX2 for each value of P0 varying z0 and (a) for filling neon 
gas at: L0 = 15 nH, C0 = 28 μF, r0 = 2.2 mΩ, V0 = 11 kV, ratio of stray resistance/bank surge 
impedance RESF = 0.1, c = b/a = 2.2, fm = 0.1, fc = 0.7, fmr = 0.12, fcr = 0.68. 

Efficiency 
% 

Ysxr
 

(J) 
vp

 

(cm/µs) 
vs

 

(cm/µs) 
va

 

(cm/µs) 
Ipinch 
(kA) 

Ipeak 
(kA) 

b 

(cm) 
a 

(cm) 
z0

 

(cm) 
P 

(Torr) 
0.535 9.11 15.2 22.2 4.5 135 300 8.32 3.78 1.1 0.5 
0.788 13.4 15.1 22.2 4.5 147 311 6.42 2.92 1.2 1 
1.023 17.4 15.1 22.2 4.6 157 327 5.59 2.54 1.4 1.5 
1.252 21.3 15.1 22.3 4.6 163 335 5.04 2.29 1.5 2 
1.423 24.2 15.1 22.3 4.6 169 347 4.68 2.13 1.7 2.5 
1.530 26.01 15.2 22.5 4.9 175 362 4.40 2 2.1 3 
1.388 23.6 15.3 22.9 5.2 176 372 4.10 1.85 3 3.5 
1.305 22.2 15.4 23.2 5.2 178 373 3.83 1.74 3.1 4 

 

 
FIG. 5. Soft x-ray yield as a function of pressure, anode length and inner radius. 
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FIG. 6. Effect on total current (Ipeak) and pinch current (Ipinch) as P0 is increased from 0.5 to 4 Torr. 

 
Conclusion 

The Lee model code was applied to calculate 
the soft x-ray yield from NX2 plasma focus 
device by using standard parameters. We 
obtained the maximum value of Ysxr as 22.6 J at 
a pressure of 2.9 Torr. We also used the Lee 
model code to run numerical experiments on 
NX2 device with neon gas for optimizing soft   

x-ray yield by reducing the anode length and 
increasing the radius of the anode. The neon soft 
x-ray yield optimum combination of NX2 was 
found to be at (pressure P0= 3 Torr, anode length 
z0=2.1 cm and anode radius a= 2 cm). The 
optimum soft x-ray yield was (Ysxr= 26.01 J).  
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Abstract: Activity concentration of the natural gamma-emitting radionuclides (40K, 226Ra 
and 232Th) in at least forty samples of local Portland and Pozzolanic cement types is 
measured. The measurements were performed using gamma spectrometric techniques. The 
range of the mean specific activity (minimum and maximum values) due to all the three 
radionuclides is found. Radiological hazards of the different samples are estimated using 
five approaches; the representative level index, the external hazard index, the internal 
hazard index, the radium equivalent index and the absorbed dose rate. Some of the 
measured radiological hazard parameters are compared to similar parameters in different 
countries. The activity concentration of 226Ra for all types of cements varies from 
29.1±2.01 to 79.2±3.90 Bq.kg−1. The activity concentration of 232Th for all types of 
cements varies from 5.8±1.1 to 26.4±1.9 Bq.kg−1. The activity concentration of 40K for all 
types of cements varies from 231.9±9.8 to 298.0±10.7 Bq.kg−1. The radium equivalent 
activity concentration, Raeq, of the total activity of each cement type is obtained. The 
highest value of Raeq was seen in white cement (125.49 Bq.kg−1) and the lowest in Portland 
Pozzolanic cement (5%) with an average value of (78.08 Bq.kg−1). Based on the assessment 
of potential radiological hazards as inferred from the calculations of Raeq, representative 
level index and the dose rate, the investigated cement samples fall within the category of 
accepted building materials and are safe to use for the construction of inhabited buildings.  
Keywords: Radiological hazards, Portland cement, Pozzolanic cement. 
 

 
Introduction and Objectives 

The global demand for cement as a building 
material is considerable. Cement is an important 
construction material of houses and buildings 
built in urban areas in Jordan. Portland cement is 
the most common type of cement used in 
construction applications, but it is an expensive 
binder due to the high cost of production 
associated with the high energy requirements of 
the manufacturing process itself [1]. Other cheap 
inorganic materials with cementitious properties, 
such as natural pozzolans, e.g. volcanic tuff [2, 
3] and clay [4], as well as waste products from 
industrial plants, e.g. slag [5], fly ash [6, 7] and 
silica fume [8], can be used as partial 
replacements for Portland cement; i.e., blended 

cements [9]. In addition, to reduce the cost of 
binder, there are potential technological benefits 
from the use of pozzolanic materials as those 
blended with Portland cement in concrete 
applications. These include increased 
workability, decreased permeability [10], 
increased resistance to sulphate attack [11], 
improved resistance to thermal cracking and 
increased ultimate strength and durability of 
concrete [12-14].  

The first objective of the present work is to 
measure the naturally occurring radioactive 
elements in the cement used as a building 
material in Jordan, since workers are exposed to 
radiation for a long time, especially in mines and 
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at manufacturing sites, in addition the exposure 
of people, who spend about 80% of their time 
inside offices and homes [13-15], resulting in 
exposure to cement or its raw materials as a 
necessary reality. 

The content, of 226Ra, 232Th and 40K in all 
types of cement can vary considerably, 
depending on their geological source and 
geochemical characteristics. The knowledge of 
radioactivity in these materials is important to 
estimate the radiological health impact on 
humans [16]. The radiological effect from 
natural radioactivity is due to radiation exposure 
of humans to gamma radiation and irradiation of 
lungs from inhalation of radon and its progenies. 
Thus, it is necessary to evaluate the dose limit of 
public exposure [17]. The external radiation 
exposure is caused by gamma radiation 
originating from members of the uranium and 
thorium decay chains and from potassium 40K. 
However, the internal radiation exposure, mainly 
affecting the respiratory tract, is due to the short-
lived radon and its daughters' products, which 
are emitted from construction materials into 
room air. The second objective of the present 
work is to calculate the radiological parameters, 
such as: the representative level index, the 
external hazard index, the internal hazard index, 
the radium equivalent concentration, Raeq and 
the absorbed dose rate, which are related to the 
external gamma-dose rate, and their effects on 
human health. The results of concentration levels 
and radiation equivalent activities are compared 
with similar studies carried out in other 
countries. 

Materials and Methods 
Preparation of Samples 

Twenty five samples of all cement types 
produced by Cement Jordanian Factory (Portland 
cement, Portland Pozzolanic cement (5%), 
Portland Pozzolanic cement (25%), White 
cement and Sulphate Resistant Cement (S.R.C.)) 
were collected for this study [18, 19]. The 
percentage values in parentheses above indicate 
the percent of Pozzolana in cement. For 
comparison with products from other factories, 8 
samples were taken from the ordinary Portland 
cement from (Arabia Company, Ashamaliya 
Company and Al-rajhi Company), 4 samples 
were taken of Portland Pozzolanic cement (25%) 
from (Arabia Company and Al-rajhi Company) 
and 4 samples were taken of (S.R.C.) from 

(Arabia Company, Ashamaliya Company and 
Al-rajhi Company). 

Each sample, 1kg in weight, was dried in an 
oven at about 110 ºC to ensure that moisture is 
completely removed. The samples were crushed, 
homogenized and sieved through a 200 mesh, 
which is the optimum size to be enriched in 
heavy minerals. Weighed samples were placed in 
a polyethylene beaker of 350-cm3 volume. The 
beakers were completely sealed for 4 weeks to 
reach secular equilibrium, where the rate of 
decay of the radon daughters becomes equal to 
that of the parent. This step is necessary to 
ensure that radon gas is confined within the 
volume and that the daughters will also remain 
in the sample. 
Instrumentation and Calibration 

Measurements were performed using a High 
Purity Germanium (HPGe) detector supplied by 
EG&G Ortec. The detector is an n-type gamma-
X-ray (GMX) detector, operated at 3500 V, with 
a useful energy range from 3 keV to 10 MeV, a 
standard energy resolution of 2.02 keV and a 
relative efficiency of 56.9% at1.33 MeV of 60Co. 
The absolute efficiency calibration of the 
detector was performed using the IAEA standard 
“soil-6” source within a Petri-dish, 90 mm in 
diameter and 10 mm thick. Its spectrum was 
collected for 12 h. Areas under the energy peaks 
of interest were used for drawing the peak 
efficiency curve between log of efficiency versus 
log of peak energy. A polynomial was fitted to 
the curve and the result was stored for further 
use. Under the assumption that secular 
equilibrium was reached between 226 Ra and its 
short-lived daughters, gamma ray transitions to 
measure concentrations of the assigned nuclides 
in the series are as follows: 238U activities in the 
samples under investigation were derived from 
weighted means of the photopeaks of 234Th 
(63.3, 92.4 and 92.8 keV). 226Ra activity was 
determined by taking the mean activity of the 
three separate photopeaks of its daughter 
nuclides: 214Pb at (295.2 and 352.0 keV) and 
214Bi at (609.3 keV). For 232Th determination, the 
photopeak of 228Ac (at 911.1 keV) and the 
photopeaks of 212Pb (at 583.1 keV) and 208Tl (at 
238.6 keV) were used. 40K was directly 
determined using the 1460.8 keV photopeak. 

The activity concentration (A) in Bq.kg-1 in 
the environmental samples was obtained by the 
following equation:  
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A = ୒୮
ୣ ୶ ா ୶ ୫

             (1)  

where Np is the difference between counts per 
second of the sample and counts per second of 
the background, e is the abundance of the γ-peak 
in a radionuclide, E is the measured efficiency 
for each gamma-ray peak observed for the same 
number of channels either for the sample or the 
calibration source and m is the sample mass in 
kilograms. 

The counting system must have a background 
as low as attainable with a minimum number of 
spectral lines originating from natural 
radionuclides which may be present in the 
system components and in the surrounding 
environment of the counting facility. In the 
present study, measurements of the background 
count rates for natural radionuclides were carried 
out at least twice a week, each for a counting 
time of 80,000 s, and its spectrum was stored in 
a PC-based multichannel analyzer (MCA). After 
counting for the specified time, the gamma-ray 
spectra were automatically calculated and loaded 
in the PC-based MCA. 
Absorbed Gamma Dose Rate, D (nGy/h)  

The absorbed dose rates due to gamma 
radiations in air at 1 m above the ground surface 
for the uniform distribution of the naturally 
occurring radionuclides (226Ra, 232Th and 40K) 
were calculated based on guidelines provided by 
UNSCEAR (2000). The conversion factors used 
to compute absorbed gamma dose rate (D) in air 
per unit activity concentration in Bq.kg-1 (dry 
weight) correspond to 0.462 nGy/h for 226Ra, 
0.604 nGy/h for 232Th and 0.042 nGy/h for 40K. 
Therefore, D can be calculated as follows [2]:  

D (nGy/h) = 0.462CRa + 0.604CTh + 0.0417Ck (2) 

where CRa, CTh and Ck are the activity 
concentrations of 226Ra, 232Th and 40K in Bq.kg-1, 
respectively.  
Radium Equivalent Index, Raeq  

In comparing the radioactivity of materials 
that contain 226Ra, 232Th and 40K, a common 
radium equivalent activity is required to obtain 
the total activity and is also used to assess the 
gamma radiation health impact on the public. 
Since 98% of the radiological effects of the 
uranium series are produced by radium and its 
daughter products, the contribution from the 238U 
and the other 226Ra precursors is usually ignored, 

so that the Raeq of a sample can be expressed as 
[4]: 
Raeq (Bq.kg−1) = CRa + 1.43CTh + 0.077CK       (3) 
where CRa, CTh and CK are the specific activity 
values in Bq.kg−1. This equation is based on the 
assumption that 10 Bq.kg−1 of 226Ra, 7 Bq.kg−1 of 
232Th and 130 Bq.kg−1 of 40K produce the same 
γ-radiation dose rate. The radium equivalent 
activity of the mean activity of the samples 
calculated on the basis of the aforementioned 
relation. 
Representative Level Index (Iγr) 

Another radiation hazard index was primarily 
used to estimate the level of γ radiation 
associated with different concentrations of some 
specified radionuclides. It is defined as shown in 
the following formula [16, 20]: 
RLI(Iγr) (Bq.Kg-1) = (1/150) ARa + (1/100) ATh +     

(1/1500) AK            
              (4) 

where ARa, ATh and AK are the respective activity 
concentration values of 226Ra, 232Th and 40K in 
Bq.kg−1. 
External Hazard Index, Hex 

In the literature, a number of criterion 
formulae have been derived over the years to 
assess the radiation dose rate due to exposure to 
gamma radiation from the natural radionuclides 
contained in building materials. The merits of 
these have been reviewed by the OECD’s 
Nuclear Energy Agency (1979).  

Karpov and Krisiuk (1980) have proposed a 
relation for the activity concentrations that limits 
the annual gamma dose rate inside a room owing 
to the building material to about 1 mSv. Also, 
Krieger (1981) proposed the following 
conservative model based on infinitely thick 
walls without windows and doors to serve as a 
criterion for the calculation of external hazard 
index, Hex, defined as: 
Hex = (CRa/370) + (CTh/260) + (CK/4810)  ≤ 1  (5) 
where CRa, CTh and CK are the activity 
concentrations of 226Ra, 232Th and 40K in Bq.kg-1, 
respectively. 
Internal Hazard Index. Hin 

In addition to the external irradiation, radon 
and its short-lived products are also hazardous to 
the respiratory organs. The internal hazard index 
Hin is used to control the internal exposure to 
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222Rn and its radioactive progeny. The internal 
exposure to radon and its daughter products is 
quantified by the internal hazard index Hin, 
which is given by the following equation 
(Krieger, 1981): 
Hin= (CRa/185) + (CTh/260) + (CK/4810) ≤ 1    (6)  
where CRa, CTh and CK are the activity 
concentrations of 226Ra, 232Th and 40K in Bq.kg-1, 
respectively. 

Results and discussion 
The distribution of natural radionuclides in 

different brands of cements is presented in Table 
1. It can be seen from Table 1 that the activity 
concentration of 226Ra varies from 29.1±2.01 to 
79.2±3.90 Bq.kg−1. The activity concentration of 
232Th varies from 5.8±1.1 to 26.4±1.9 Bq.kg−1. 
The activity concentration of 40K varies from 

231.9±9.8 to 298.0±10.7. The mean 226Ra  and 
232Th values are slightly higher than the 
corresponding worldwide average values which 
are 35 and 30 Bq.kg−1, whereas 40K values are 
lower than the corresponding worldwide average 
(400 Bq.kg−1) as Table 3 shows. Fig. 1 shows the 
activity concentrations of natural radionuclides 
for the cement types. Since the distribution of the 
natural radionuclides in each cement type is not 
uniform, a common index termed radium 
equivalent activity (Raeq) is required to obtain 
the total activity and is also used to assess the 
gamma radiation hazards. The radium equivalent 
of the total activity of each cement type is shown 
in Table 2. The highest value of Raeq is seen with 
white cement (125.49±6.12 Bq.kg−1) and the 
lowest with Portland Pozzolanic cement (5%) 
with an average value of (78.08±4.03 Bq.kg−1).  

 

TABLE 1. The minimum, maximum and mean activity concentrations of 226Ra, 232Th and 40K for 
Cement Jordanian Factory products. 

Specific γ- ray activity concentrations   (Bq.kg-1) 

Types of Cement 
226Ra 232Th 40K 

Min. Max. Mean Min. Max. Mean Min. Max. Mean 
Portland Cement 40.3 75.6 66.5 9.7 23.9 18.2 150.5 233.8 227.2 

Portland Pozzolanic 
Cement (5%) 31.2 60.1 43.9 9.1 17.1 11.4 200.7 287.0 232.3 

Portland Pozzolanic 
Cement (25%) 39.9 56.3 49.1 7.9 17.0 12.0 193.3 291.9 221.5 

Sulphate Resistant 
Cement (S.R.C.) 29.1 42.0 42.9 5.8 11.3 10.9 231.9 298.0 265.6 

White Cement 56.2 79.2 77.2 17.9 26.4 22.9 178.6 219.0 201.9 

 

TABLE 2. Radium equivalent activity (Raeq), representative level index (Iγr), gamma dose rate (D), 
external hazard index (Hex) and internal hazard index (Hin), for different brands of cement. 
Types of  Cement   
 

D Raeq Iγr Hex Hin (nGy.h-1) (Bq.kg-1) (Bq.kg-1) 
Portland Cement 51.19 110.02 0.776 0.296 0.476 
Portland Pozzolanic Cement(5%) 36.69 78.08 0.559 0.211 0.329 
Portland Pozzolanic Cement (25%) 39.01 83.32 0.595 0.225 0.357 
Sulphate Resistance Cement (S.R.C.) 37.29 78.93 0.572 0.213 0.329 
White Cement 57.91 125.49 0.878 0.339 0.547 
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FIG. 1. Different kinds of cements vs. activity concentrations (Bq.kg−1). 

 
However, all the values obtained in this study 

for Raeq fall far below the criterion limit, as the 
use of materials whose Raeq concentration 
exceeds (370 Bq.kg−1) is prohibited. It is 
apparent that the Raeq of cement samples 
originating from different types shows 
considerable variations, which are likely related 
to the type of raw materials used in cement 
manufacture. This is important in selecting the 
suitable cement type for use in building and 
construction, especially from among those which 
have large variations in their activities. Fig. 2 
shows the variations of radium equivalent 
activities with the cement types in Jordan. 

The radiation hazard indices are primarily 
used to estimate the level of γ-radiation 
associated with different concentrations of some 
specified radionuclides. The representative level 
index values, the external hazard index values, 
the internal hazard index values, as estimated 
using equations (4, 5 and 6) for all types of 
cements are listed in Table 2. All values are 
relatively similar compared to each other with 
the highest value in the representative level 
index (0.878 Bq.kg-1) for white cement as can be 
seen from Fig. 3. This would tend to confirm that 
the samples under investigation exhibit a very 
low gamma radiation level. The obtained results 
for the products show that the averages of 
radiation hazard parameters for all products 
under investigation are lower than the acceptable 

level, 370 Bq.kg-1 for Raeq, 1 for level index Iγr 
and 59 nGy.h-1 for absorbed dose rate, as shown 
in Table 2.  

Table 3 lists the comparison of activity 
concentrations in Portland cements in different 
areas of the world. The activity concentrations of 
226Ra, 232Th and 40K for all measured samples of 
Portland cement are comparable with the 
corresponding values and sometimes less than 
those of other countries. The radioactivity in 
Portland cement varies from one country to 
another because of different materials used in 
cement manufacture. 

Fig. 2 shows a comparison between different 
kinds of cements used in Jordan in terms of the 
average values of Raeq and dose rate. It can be 
seen that white cement has the greatest values of 
Raeq and dose rate among all types of cements, 
while Pozzolanic cement with higher Pozzolan 
substitutions has the smallest values.  

Another comparison can be noticed from Fig. 
3 between different hazard indices among all 
kinds of cement. The highest values of 
representative level index Iγr and internal hazard 
index Hin are associated with Portland and white 
cement. The obtained results show that the 
averages of radiation hazard parameters for all 
kinds of cements are lower than the acceptable 
levels. 
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FIG. 2. Comparison between the average values of radium equivalent, Raeq, and dose rate in different kinds of 

cement in Jordan. 
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FIG. 3. Comparison between different hazard indices in different kinds of cement in Jordan. 

 
TABLE 3. Comparison between the activity concentrations of Portland cement samples from Cement 

Jordanian Factory with those of other countries. 

Country Activity Concentration (Bq.kg-1) 

Reference 226Ra 232Th 40K 
Finland 44.0 26.0 241.0 NEA-OECD (1979) 
Brazil 61.7 58.5 564.0 Malanca et al. (1993) 
Pakistan 31.3 26.8 212.0 Tufail et al. (2007) 
Cuba 23.0 11.0 467.0 Brigido Flores et al. (2008) 
Sweden 96.0 127 962.0 NEA-OECD (1979) 
Australia 51.8 48.1 115.0 Beretka and Matthew (1985) 
Austria 26.1 14.2 210.0 Sorantin and Steger (1984) 
China 69.3 62.0 169.0 Ziqiang et al. (1988) 
Germany 26.0 18.0 241.0 NEA-OECD (1979) 
United Kingdom 22.0 7.00 141.0 NEA-OECD (1979) 
Egypt 31.3 11.1 40.60 Sharaf et al. (1999) 
Present work 66.5 18.2 27.20 --- 
World 35.0 30.0 400.0 UNSCEAR (2000) 
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Conclusion 

Based on the assessment of potential 
radiological hazards as inferred from the 
calculations of radium equivalent activity, 
representative level index and dose rate, the 
investigated cement samples fall within the 
category of accepted building materials and are 
safe to use for the construction of inhabited 
buildings. 

The results may be important from the point 
of view of selecting suitable materials for use in 

cement manufacture. Cement products do not 
pose a significant radiological hazard when used 
for building construction. 
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Abstract: 0.7-μm thick lead iodide (PbI2) films thermally-evaporated on glass substrates 

held at different temperatures 𝑇s (35 − 195 ℃) are studied. Typical observed X-ray 

diffraction (XRD) patterns and scanning electron microscope (SEM) micrographs of such 

PbI2 films prepared at high substrate temperatures 𝑇s (> 100 ℃) were found to be 

crystalline with hexagonal 2H-polytypic structure with the c-axis perpendicular to the 

surface. The room-temperature normal-incidence transmittance 𝑇exp(𝜆) of the PbI2 films 

has been measured as a function of spectral wavelength 𝜆 in the range 300 − 1100 nm and 

was used to retrieve the spectral dependence of their optical constants 𝑛(𝜆) and 𝜅(𝜆) using 

the Pointwise Unconstrained Minimization Approach (PUMA) method. The energy 

variation of the absorption coefficient 𝛼(𝜆)(= 4π𝜅(𝜆) 𝜆⁄ ) of the PbI2 films in the region of 

strong optical absorption was analyzed using various interband transition models and was 

found to be reasonably described by an approximate power-law relation 𝛼ℎ𝑣 ∝ (ℎ𝑣 − 𝐸)𝑚, 

with 𝑚 = 2 and 𝐸g
opt

≅ 2.2 eV(±2%) (Tauc interband dielectric model, where 𝐸g
opt

 is the 

optical bandgap energy). But, it is more remarkable for 𝑚 = 1 2⁄  and 𝐸g ≅ 2.45 eV(±2%) 

(direct interband transition model) over a broader spectral range. For 𝑇s > 100 ℃ and in 

the transparent and weak absorption regions, the PUMA-retrieved 𝑛(𝜆) − 𝜆 data of the PbI2 

films was found to fit the Wemple-DiDomenico (WDD) dispersion formula, with bandgap 

energy parameter 𝐸o ≅ 3.9 eV ≅ 2 𝐸g
opt

, single-oscillator energy strength 𝐸d ≅ 19 eV and 

static index of refraction 𝑛o ≅ 2.5. Analysis of the data in the absorption tail to Urbach 

formula yielded an Urbach-tail parameter ΓU that decreased with increasing substrate 

temperature to a value around 75 meV at the high substrate temperature side. These results 

indicate that using film growth temperatures beyond 100 ℃ leads to an enhancement in the 

crystallinity of the PbI2 films and reduces band tailing.  

Keywords: PbI2 films, Optical constants, PUMA method, Wemple-DiDomenico model, 

Interband transition models. 

 

 

Introduction 

Lead iodide (PbI2) is considered an attractive 

material in the fabrication of many technological 

devices, such as photocells and room-

temperature (RT) crystalline radiation detectors 

and X-ray diagnostic imaging systems for 

detecting low and intermediate energy X- and γ -

rays (1 keV – 1 MeV), as PbI2 can efficiently 

operate over a wide temperature range 

(−200℃ − 130℃) [1, 6]. This is because purely 

crystalline PbI2 is a direct band-gap p-type 

compound semiconductor with large band gap 

energy 𝐸g of (~2.5 eV) and high dark dc 

resistivity (𝜌~1013Ω ∙ m at 300K) [2-8]; thus 

giving rise to low-noise and low leakage current 

in devices incorporating it [2-4]. Moreover, lead 
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iodide requires rather small energy for the 

creation of an electron-hole pair (𝐸e−h~5 −
6.6 eV); thus producing many charge carriers 

with high signal-to-noise electrical response [2, 

5, 6]. Lead iodide possesses several other 

advantageous physical properties; for example, 

PbI2 has a high melting point (~405 ℃), high 

quantum efficiency [4-8], high mass density (6.2 

g/cm3) and is composed of elements of large 

atomic numbers (ZPb = 82 and ZI = 53); hence 

exhibiting high photon stopping power (due to 

its high atomic absorption coefficient 

~105cm−1) [5-12]. These features are supposed 

to render lead iodide to be structurally stable and 

efficient in a variety of room-temperature 

electronic devices incorporating crystals and 

polycrystalline layers (films) designed from this 

material. 

However, despite the rich literature work 

spent on lead iodide crystals and films, some 

important physical properties demand more 

attention and detailed investigation of their 

optical constants and bandgap structure. In fact, 

determination of optical parameters of 

semiconducting samples, such as polycrystalline 

PbI2 films from data of optical spectroscopic 

measurements made on film-substrate structure, 

is not a simple task and requires rigorous and 

sophisticated analytical and computational tools 

[13-19]. Several methods have been used for 

analyzing optical transmittance spectra of four-

layered optical film substrate of the 

(air/film/substrate/air) configuration, such as 

conventional-iterative curve fitting programs 

[13], algebraic Swanepoel envelope method [14-

16] and Pointwise Unconstrained Minimization 

Approach (PUMA) method [17-19]. Regarding 

lead iodide films, no literature studies have been 

carried out of their optical transmittance (or 

reflectance) spectra by the numeric PUMA 

method [17-19], which does not require, as the 

Swanepoel envelope method, the use of 

dielectric dispersion relations for the optical 

constant of studied films, but retrieves them as 

an output of its numeric analysis [14, 15].  

In the present work, the numeric PUMA 

method will be adopted to analyze measured 

normal-incidence transmittance 𝑇exp(𝜆) − 𝜆 data 

of {air/PbI2 film/thick glass slide/air}-samples. 

One of the usual algebraic methods is the 

Swanepoel envelope method, which is usable if 

the measured transmittance spectrum displays 

many maxima and minima fringes in the 

optically transparent and weakly-absorbing 

regions of its film and substrate [14, 15]. The 

numeric PUMA method does not need any 

dispersion relations a priori or the number of 

interference maxima and minima fringes on the 

𝑇exp(𝜆) spectra to exploit the effectiveness of 

this method for analyzing optical spectra of 

multi-layered structures and use its output results 

to acquire more insight into spectral dispersion 

of the dielectric and optical functions of PbI2 

films. [17-19]. Further, most of publications on 

thin PbI2 films are concerned with the analysis of 

experimental transmission spectra based on basic 

traditional calculations [20-29].  

Experimental Details 

Conventional vacuum thermal evaporation 

was used to prepare lead iodide thin films on 

glass slides from commercial lead iodide powder 

(BDH, England) that was ground into fine 

powder, which was purified to get crystal 

chunks. The purified lead iodide powder was 

then placed in a molybdenum crucible situated 

below the substrates inside the vacuum chamber 

of a Leybold deposition system (LEYBOLD-

HERAEUS UNIVEX 300) which was pumped 

down to pressure around 10−5 mbar. The glass 

substrates located 15 cm above the crucible were 

maintained at a constant temperature 𝑇s in the 

range (35 − 195 ℃). In each deposition run, a 

batch of lead iodide films of geometric thickness 

𝑑 around 0.7 𝜇m, as recorded by an INFICON-

XTC quartz crystal monitor unit, were produced 

at low evaporation rates (10 − 20 Å/s). Table 1 

shows labelling of the studied thermally-

evaporated lead iodide films prepared at 

different substrate temperatures 𝑇s. The structure 

and surface morphology of these lead iodide 

films were then characterized by room-

temperature X-ray diffraction (XRD) 

(SHIMADZU XRD-7000 diffractometer), 

scanning electron microscopy (SEM) (Inspect 

F50 model Eindhoven) and energy dispersive X-

ray analysis (EDAX) detector (Bruker 

Microanalysis Gmbtt). 

TABLE 1. Preparation conditions of lead iodide 

films prepared by the thermal-evaporation 

technique. 

Sample label Substrate temperature Ts (°C) 

S35 35 

S95 95 

S125 125 

S160 160 

S195 195 
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The specular transmittance values of a typical 

1.1-mm thick glass slide standing freely in air 

and of the (PbI2-film/glass substrate) samples 

were measured at room temperature as a function 

of wavelength λ of collimated light incident 

normally at the air-film interface using a 

conventional double-beam UV-VIS-NIR 

spectrophotometer (SHIMADZU UV-1800). All 

normal-incidence transmittance measurements 

were taken relative to air-baseline transmission 

normalized to 100%, with the sample being 

placed in the path of a spectrophotometer light 

beam and the reference-beam path always left 

open. The wavelength was scanned in the range 

300 − 1100 nm at a rate of 120 nm/min and 

0.5 nm-interval, with 0.5 nm spectral bandwidth 

(SBW) of the incident light beam to minimize 

the SBW effect on the shape and features of 

transmittance spectra of the studied PbI2/glass-

substrate samples. 

Results and Discussion 

Structure of Evaporated Lead Iodide Films 

Lead iodide films produced from purified 

lead iodide crystalline chunks by thermal 

evaporation on glass slides held at high substrate 

temperatures were found to be preferentially 

crystalline in the 2H-polytype hexagonal 

structure along the c-axis, alongside the (00l) 

lattice orientation directions. These findings are 

clearly revealed from their measured X-ray 

diffraction (XRD) patterns and scanning electron 

microscope (SEM) micrographs as shown in Fig. 

1 a and b for a typical 0.7-μm thick lead iodide 

film prepared at substrate temperatures 

𝑇s(35 and 160 ℃). The lead iodide films were 

polycrystalline at low substrate temperatures 

(𝑇s < 100 ℃). However, increasing Ts above 

100 ℃, the 2H-polytype hexagonal structure of 

lead iodide films has been largely enhanced, 

where the polycrystallinity features diminished 

and the films became preferably crystalline 

along the c-axis of hexagonal structure. These 

features are noted from their measured XRD 

patterns and SEM micrographs and agree with 

previous studies prepared PbI2 films by thermal-

evaporation [30], but different from PbI2 films 

prepared by flash-evaporation method [21, 31]. 

Microscopic visualization showed that the 

deposited PbI2 films were free from pin holes 

and cracks; their SEM micrographs manifested 

smooth and homogeneous surfaces. 

The XRD patterns and SEM micrographs of 

the lead iodide films that were prepared at Ts > 

100 oC are similar to those reported in the 

literature for PbI2 films prepared by conventional 

thermal evaporation at high substrate 

temperatures [12, 25, 30] and with those found 

for PbI2 films prepared by flash evaporation [21, 

31], by physical vapor deposition similar to 

those used in the present work (PVD) [23, 32, 

33] and to some extent with those XRD results 

reported for lead iodide films prepared by the 

chemical dipping method [24]. However, the 

obtained XRD patterns and SEM micrographs of 

thermally prepared lead iodide films in the 

present work are inconsistent with the good 

results for polycrystalline PbI2 films prepared by 

spray pyrolysis [20], spin coating [26] and 

conventional thermal evaporation at low 

substrate temperatures [22, 28, 30].  

The energy dispersive spectroscopy (EDS) 

measurements on evaporated PbI2 films showed 

that these films were nearly stoichiometric with 

PbI(0.7-1.45)-composition-depending Ts. The EDS 

results of evaporated lead iodide films in the 

present work are better than the EDS 

compositions reported for lead iodide films 

prepared by the spray pyrolysis method [20] and 

by the chemical dipping method [24]. 

Normal-Incidence Optical Transmittance 

Spectra of {Lead Iodide/Glass-Substrate} 

Samples 

In measuring normal-incidence transmission 

of {air/PbI2 film/glass slide/air}-samples, 

monochromatic light beams with reasonably 

small SBWs (≤ 2 nm) were used, so the effect 

of slit width on their 𝑇exp(λ) − λ spectra is not 

significant [14]. Typical room-temperature 

𝑇exp(λ) − λ spectra of these samples at different 

substrate temperatures (35-195 oC) are shown in 

Fig. 2, which shows some prominent features 

that can be useful in their forthcoming optical 

analysis. 

For PbI2 films prepared at low 𝑇s, the 

decrease of transmittance in the absorption-edge 

is not steep, but exhibits a monotonic gradual 

decrease with wavelength, suggesting that the 

crystallinity of these films is not as good as that 

of films prepared at high 𝑇s; a feature that can be 

due to lattice disorder and non-stoichiometric 

defects present in them. It is noticed from Fig. 2 

that the 𝑇exp(𝜆) curve of the 0.7-μm thick PbI2 

films prepared at high substrate temperatures Ts 
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(>100 oC) clearly illustrates a sharp fundamental 

absorption-edge near the spectral wavelength 

λ≈520 nm [21, 30-32]. This indicates that this 

film is crystalline and is in good agreement with 

the XRD and SEM results observed for our films 

at high 𝑇s (see Fig. 1). 

 

 
FIG. 1. (a) XRD pattern and (b) SEM micrograph for the 0.7-μm thick evaporated lead iodide film prepared at 

𝑇s(35 and 160 ℃). (After permission from the author of Ref. [30]). 

 
FIG. 2. As-measured normal-incidence 𝑇exp(𝜆) − 𝜆 spectra and their calculated PUMA-fit 𝑇(𝜆) − 𝜆 curves for 

the thermally-evaporated PbI2 films prepared at different substrate temperatures 𝑇s (35-195 oC). 
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First, in the wavelength range 550-1100 nm, 

the 𝑇exp(λ) − 𝜆 curves of studied PbI2 film/glass 

substrate samples exhibit high optical 

transmission that is characteristic of the 

weak/medium and transparent absorption regions 

of lead iodide. Their 𝑇exp(λ) − 𝜆 spectra at low 

substrate temperature < 100 oC were noted to be 

monotonic with variation of wavelength and no 

significant interference-fringe features have been 

observed; However, well resolved interference-

fringes have been exhibited at higher 𝑇s, 

suggesting that the lead iodide films deposited at 

high substrate temperatures become highly 

crystalline and relatively uniform in thickness. In 

the weak absorption and transparent regions of 

lead iodide films laid on glass substrates with 

extinction coefficients 𝜅(𝜆) and 𝜅s(𝜆), the 

associated absorption coefficients 𝛼(𝜆) =
4𝜋𝜅/𝜆 and 𝛼s(𝜆) = 4𝜋𝜅s/𝜆 almost vanish and 

their 𝑇exp(λ) − 𝜆 spectra are just determined by 

their indices of refraction 𝑛(𝜆) and 𝑛s(𝜆), where 

(s) designates the substrate material [14, 15].  

Second, at a specific cut-off wavelength 𝜆c(≈
520) nm and spectral wavelengths below, the 

measured 𝑇exp(λ) − 𝜆 curves of studied PbI2-

films/glass substrate samples are seen to decline 

steadily towards zero transmittance, where 𝜆c 

represents the border of the absorption edge of 

the film material, which is for PbI2 larger than 

that of soda-lime glass substrates (𝜆c~ 350 nm). 

In the strong absorption region (𝜆 < 𝜆c) of lead 

iodide films, the transmission curves disappear 

of the (film/substrate) samples from the observed 

normal-incidence 𝑇exp(λ) − 𝜆 spectra and their 

transmission is exclusively determined by the 

absorption coefficient 𝛼(𝜆) of lead iodide films. 

This model approximation is helpful when 

discussing features of transmittance spectra of 

semiconducting films in the strong absorption 

region, where a drop in their transmission curves 

with decreasing wavelength occurs [16-19]. At 

𝜆 < 𝜆c, absence of abrupt transmission of PbI2 

films prepared at low 𝑇s can be accounted for by 

assuming that native and disorder structural 

imperfections (defects) and thickness non-

uniformity are present in their thermally-

evaporated PbI2 films, which means lower 

crystallinity in comparison to the prepared films 

at high 𝑇s that show clear interference-fringes 

and somewhat sharp dealing in 𝑇exp(λ).  

 

Since 𝑇(𝜆) is not an intrinsic property of the 

material, further analysis of the 𝑇exp(𝜆) data of 

air-supported PbI2-film/ glass-substrate samples 

by the PUMA method is needed to determine the 

dependency of their optical constants on the 

spectral wavelength 𝜆 or photon energy (𝐸 =
ℎ𝜈) of the light incident onto them, where 𝜈 is its 

frequency and ℎ is Planck’s constant. The 

obtained results will then be used to elucidate the 

spectral dispersion of 𝑛(𝜆) and 𝜅(𝜆) of PbI2 

films, besides exploiting the variation of their 

calculated absorption coefficient 𝛼(ℎ𝜈) with ℎ𝜈 

to have further insight into the interband 

transitions responsible for optical absorption 

processes in these PbI2 films. The PUMA 

method is an optical analysis that yields 

simulation curves that fit the measured spectra 

and retrieves optical constants 𝑛(𝜆) and 𝜅(𝜆) of 

studied films as a function of wavelength 𝜆 [17]. 

This is in contrast to conventional curves fitting 

of experimental transmittance spectra of a multi-

layered structure to a theoretical model that 

usually requires several suitable constant 

dispersion functions and must yield global 

solution of the problem to get true physically 

meaningful results. These problems are 

overcome by making use of the PUMA program 

to analyze normal-incidence transmittance of 

multi-layered structures, without prior need for 

dispersion relations [18, 19]. The PUMA 

software is free to download from the PUMA 

home page (http://www.ime.usp.br/ ~egbirgin/ 

puma). The present optical analysis uses the 

PUMA program that characterizes the 

transmittance T(λ) spectrum of single-film four-

layered structures, with the numeric 𝑛s(𝜆)-

formula of the film’s substrate (assumed 

transparent 𝜅s(𝜆) = 0) given without any film 

dispersion relations being given. The PUMA 

program is pertinent, whether the measured 

transmittance spectra of such stacks exhibit 

interference fringes or not [17-19].  

The PUMA program iteratively minimizes, 

via specific ad hoc procedure, the difference 

between 𝑇exp(𝜆) and calculated 𝑇{𝜆; 𝑛(𝜆), 𝜅(𝜆)} 

to get a solution, under a diversity of physical 

restrictions on the unknowns 𝑛(𝜆) and 𝜅(𝜆) 

between the chosen minimum and maximum 

wavelengths 𝜆 that would lead to the equality 

𝑇exp(𝜆) ≅ 𝑇{𝜆; 𝑛(𝜆), 𝜅(𝜆)} [18, 19].  
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Fig. 2 displays the correspondence between 

the measured normal-incidence 𝑇exp(𝜆) − 𝜆 

spectra of the thermally-evaporated PbI2 films 

studied in the present work and the simulated 

𝑇(𝜆) − 𝜆 curves that were recovered from the 

analysis of these 𝑇exp(𝜆) − 𝜆 spectra using the 

successive version of the PUMA program [17-

19]. The transmittance curves retrieved from 

PUMA program profoundly simulate the 

measured transmittance spectra of such PbI2 

films over the entire spectral range studied.  

Fig. 3 displays the variance of extinction 

coefficient 𝜅(𝜆) with 𝜆 of the PbI2 films, 

calculated using the results obtained from the 

analysis of 𝑇exp(λ)-spectra of their 

(film/substrate)-samples by the numeric PUMA 

method that employs the normal-incidence 

transmittance formulation [14-16, 18]. It can be 

noted from Fig. 3 that for 𝜆 > 550 nm, the 

values of 𝜅(𝜆) of studied PbI2 films are (~0.02) 

almost negligible, but 𝜅(𝜆) starts to increase 

steadily with decreasing wavelength. The inset to 

Fig. 3 shows the 𝛼(ℎ𝜈) − ℎ𝜈 plots for the PbI2 

films, where the absorption coefficient 𝛼(𝜆) was 

calculated from 𝜅(𝜆) using the relation 

𝛼(𝜆) = 4π𝜅(𝜆) 𝜆⁄  .             (1) 

 
FIG. 3. Dispersion of extinction coefficient 𝜅(𝜆) of PbI2 films retrieved from PUMA-analysis of their measured 

transmittance spectra. The inset shows the variation of absorption coefficient 𝛼(𝐸) with photon energy 𝐸, 

depicting fits of low-energy 𝛼(𝐸) − 𝐸 data of the PbI2 film prepared at (Ts = 160 oC) to Urbach exponential 

formula of Eq. (2).  

 

The PUMA-retrieved dependency of 𝛼(ℎ𝜈) 

on ℎ𝜈 is nearly similar at high photon energies 

(> 2.5 eV). This can be related to band-gap 

absorption being affected by localized energy 

states in the band gap (Urbach-tails) due to some 

disorder and native defects in PbI2 films [13]. 

Analysis of low energy part of 𝛼(ℎ𝜈) − ℎ𝜈 data 

close to the absorption edge of a semiconductor, 

in view of the Urbach formula given below in 

Eq. (2), is assumed to give small but physically 

significative values for the range of bandgap tails 

(Urbach-tail breadth ΓU) [13, 17, 34, 35]. 

𝛼(ℎ𝜈) = 𝛼𝑜 exp[(ℎ𝜈 − 𝐸0U) ΓU⁄ ]          (2) 

where ΓU is the Urbach energy equal to the 

energy width of the absorption-edge tail which 

can be calculated from the relation ΓU
−1 =

Δ (ln 𝛼) Δ(ℎ𝜈)⁄  and 𝛼𝑜 and 𝐸0U are the 

coordinates of the convergence point of the 

Urbach “bundle” [34]. For the (PbI2/glass)-

samples of this work, the analysis result of 

PUMA-calculated 𝛼(ℎ𝜈) data in the (Urbach-

tail) part is plotted in the inset of Fig. 3 as a ln 
[𝛼(ℎ𝜈)] plot for the PbI2 film prepared at 𝑇s = 

160 oC. The slopes, derived from fits of low-

energy linear parts of ln[𝛼(ℎ𝜈)] − ℎ𝜈 plots, give 

the Urbach-tail breadths ΓU for studied PbI2 films 

and are listed in Table 2. The values of Urbach-

tail parameter ΓU for the films prepared at 35 oC 

were relatively high, but at high substrate 

temperatures, these values were around (70 −
80 meV) and are in agreement with those 

reported by Ghosh [23]. It is noted from Table 2, 

that the values of ΓU decreased with increasing 

𝑇s, indicating that with increasing 𝑇s at which the 

PbI2 films were prepared, their crystallinity was 
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enhanced as the disorder lattice become less 

effective. 

To investigate the properties of band-to-band 

optical absorption in a semiconducting film, the 

change of its absorption coefficient at the edge 

of optical absorption region of the material is 

usually exploited as a function of the incident 

photon energy ℎ𝜈. Several theoretical and 

experimental approaches have tackled the 

phenomenon of optical absorption in 

semiconductors [36]. The approximate 

formulations generally adopted to describe the 

behavior of the absorption coefficient 𝛼(ℎ𝜈) in 

semiconductors in their interband transition 

regions have been employed in this work using 

the 𝛼(ℎ𝜈) − ℎ𝜈 data calculated form the PUMA-

analysis of 𝑇exp(λ) spectra of (PbI2/glass) 

samples. Various optical absorption models, both 

the direct and indirect interband transition 

models, are often described by Eq. (3) and have 

been commonly adopted to clarify the 

mechanism of optical absorption in the 

absorption-edge region [13, 17, 36-38], viz.  

𝛼ℎ𝑣 = 𝐴 (ℎ𝑣 − 𝐸g)
𝑚

              (3) 

where A is a constant of the sample material that 

is almost independent of the photon energy. For 

allowed indirect and direct band-to-band 

transitions, 𝑚 = 2 and 𝑚 = 1/2, respectively. 

As lead iodide is usually considered to be a 

direct-band p-type semiconductor compound, the 

𝛼(ℎ𝜈) − ℎ𝜈 formula being used in this work is 

that which allows direct band-to-band electronic 

transitions; namely, (𝛼ℎ𝜈)2 = 𝐴(ℎ𝜈 − 𝐸g) [12, 

21-29]. The direct and indirect interband 

transition models were these treated in detail and 

employed to analyze PUMA-retrieved 𝛼(ℎ𝜈) −
ℎ𝜈 data of PbI2 films studied in this work by 

presenting this data on [𝛼ℎ𝜈]1/2-ℎ𝜈 and [𝛼ℎ𝜈]2-

ℎ𝜈 plots as seen in Fig. 4 for typical (PbI2/glass) 

samples. It was found that intersections (bandgap 

energy) of linear portions of these plots with ℎ𝜈-

axis, deduced from curve-fits of the 𝛼(ℎ𝜈) − ℎ𝜈 

data to Tauc (indirect) law {𝛼ℎ𝜈 ∝

(ℎ𝜈 − 𝐸g
opt

)
2
} and to the direct interband-

transition relation {𝛼ℎ𝜈 ∝ (√ℎ𝜈 − 𝐸g)}, do not 

match with each other. Figure 4 depicts curve-

fits of PUMA-retrieved 𝛼(ℎ𝜈) − ℎ𝜈 data of PbI2 

films to the Tauc formulae and direct interband 

transition models, with the Tauc optical bandgap 

energy 𝐸g
opt

 and the direct bandgap energy 𝐸g 

around 2.2 eV and 2.45 eV, respectively (see 

Table 2). The values of 𝐸g (~2.5 eV) for the PbI2 

films studied in this work agree with the results 

of the direct energy gap calculated from other 

studies on PbI2 films [12, 21-29]. Some studies 

[12, 22, 26-29] found that the direct 𝐸g decreases 

as the film thickness increases. 

 
FIG. 4. PUMA-retrieved 𝛼(ℎ𝜈)- ℎ𝜈 data of PbI2 films on (𝛼ℎ𝜈)2 − ℎ𝜈 and least-square fits (lines) of linear 

portions on such plots for the PbI2 films prepared at 𝑇s (35 and 195 ℃). Inset depicts √𝛼ℎ𝜈 − ℎ𝜈 (Tauc-law) 

plots.  
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There is some controversy over the origin and 

properties of interband optical absorption in lead 

iodide and hence on the real value of bandgap 

energy, which has been obtained from the direct 

interband transition model [12, 21-29]. Analysis 

of 𝛼(ℎ𝜈) − ℎ𝜈 data of PbI2 films showed that 

optical absorption in PbI2 films can be described 

by the indirect interband transition model over a 

narrow range of photon energies, but can be 

represented by the direct interband transition 

model on the basis of the (𝛼ℎ𝜈)2 ∝ (ℎ𝜈 − 𝐸g) 

formula over a broader spectral range in the 

strong absorption-edge region, over which this 

direct formulation has been discussed by other 

researchers to give the best fit of the 𝛼(ℎ𝜈) − ℎ𝜈 

data of their PbI2 films [12, 21-29]. The quality 

and crystallinity of the prepared PbI2 films seem 

to be the reason behind the diversity of the 

determined values of bandgap energy of PbI2, in 

addition to the use of different interband and 

sub-bandgap transition models to exploit its 

optical absorption phenomenon. Nonetheless, 

such diversity in the values of the bandgap 

energy of PbI2 that were deduced based on 

different absorption models critically depends on 

which data points are selected to be curve-fitted 

to a linear portion on the (𝛼ℎ𝜈)1/𝑚 − (ℎ𝜈 − 𝐸g) 

plots.  

The quality of PbI2 films and their 

performance were integrated in optical/electronic 

devices and this can be exploited from studying 

their index of refraction 𝑛(𝜆) and optical 

dispersion. Fig. 5 shows the wavelength 

dispersion of the index of refraction 𝑛(𝜆) of the 

PbI2 films of the present work. The 𝑛(𝜆) − 𝜆 

data has been obtained from the analysis of the 

(PbI2/glass-substrate) samples using the numeric 

PUMA program [14, 18]. For 𝜆 > 550 nm, the 

values of 𝑛(𝜆) are nearly the same for studied 

films, pointing that PUMA method works 

acceptably well for comparatively thick films 

and PbI2 films had no major divergence in their 

properties, implying that their fabrication 

procedures were alike. 

 
FIG. 5 Spectral dispersion of index of refraction 𝑛(𝜆) of PbI2 films determined from PUMA analysis of 𝑇exp(𝜆) 

spectra of their samples. The inset depicts curve-fits of low photon-energy PUMA-retrieved {[𝑛(𝐸)]2 −
1}−1 − 𝐸2 data of PbI2 films to the Wemple-DiDomenico dispersion formula: Eq. (4).  

 

The change of n(λ) of a film in its optical 

transparency and absorption ranges with λ can be 

analyzed using the Wemple-DiDomenico 

(WDD) 𝑛(𝐸) − 𝐸 dispersion formula, which is 

expressed in terms of photon energy 𝐸ph (= ℎ𝜈) 

of the light beam striking the film in the relation 

[40]: 

[𝑛(ℎ𝜈)]2 = 1 +
𝐸o𝐸d

𝐸o
2−(ℎ𝜈)2  .          (4) 

The WDD formula includes two constant 

parameters, which are related to the physical 

properties of the material: the single-oscillator 

energy parameter 𝐸o, related to the Tauc optical 

bandgap energy as 𝐸o ≅ 2𝐸g
opt

 [36, 40] and the 
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single-oscillator energy strength 𝐸d. Using the 

PUMA-retrieved 𝑛(𝜆) data, the variation of 𝑛(𝜆) 

with ℎ𝜈 was achieved by plotting {[𝑛(ℎ𝜈)]2 −
1}−1-Vs-(ℎ𝜈)2 as seen in the inset to Fig. 5, 

where the intercept (= 𝐸o 𝐸𝑑⁄ ) of a linear part at 

ℎ𝜈 = 0 and slope (= − 1 𝐸d𝐸o⁄ ) can be used to 

calculate the static index of refraction 𝑛o =

√1 + 𝐸d 𝐸o⁄  [40]. The obtained values of 𝐸o, 𝐸d 

and 𝑛o for thermally-evaporated PbI2 films in 

this work are listed in Table 2. This shows that 

the optical analysis founded on the PUMA 

method is successful in our spectral range and 

shows that for 𝑇s > 100 ℃, the bandgap energy 

parameter 𝐸o ≅ 3.9 eV, single-oscillator energy 

strength 𝐸d ≅ 19 eV and static index of 

refraction 𝑛o ≅ 2.5. 

TABLE 2. The PUMA-retrieved data of PbI2 films and fit parameters found from curve-fits of their 

PUMA-retrieved 𝑛(𝜆) − 𝜆 data to Wemple-DiDomenico (WDD) dispersion formula, 𝛼(ℎ𝜈) − ℎ𝜈 

data to Tauc and direct interband transition models and to Urbach-tail formula. 

 Sample S35 S95 S125 S160 S195 

Method of analyzing optical constants fit parameter      

 𝐸d(eV) 24.9 15.4 19.9 18.3 19.1 

WDD 𝑛(𝐸)-formula, Eq. (4) 𝐸o(eV) 3.87 3.98 3.93 3.53 3.77 

 𝑛o 2.72 2.2 2.46 2.48 2.46 

Urbach-tail rule, Eq. (2) ΓU(meV) 150 89.6 71.5 75.9 79.6 

Interband transition 

model, Eq. (3) 

Direct (m = 1/2) 𝐸g(eV) 2.45 2.44 2.45 2.47 2.47 

Tauc (m = 2) 𝐸g
opt

(eV) 2.18 2.16 2.23 2.25 2.26 

 

Conclusions  

The normal-incidence transmittance 𝑇exp(𝜆) 

of 0.7 − 𝜇m thick PbI2 films deposited on 1.1-

mm thick glass slides maintained at different 

substrate temperatures (35 − 195 ℃) has been 

measured at room temperature as a function of 

the spectral wavelength 𝜆 in the UV-VIS-NIR 

region (𝜆 = 300 − 1100 nm).  

The values of 𝐸g
opt

 and 𝐸g of the studied PbI2 

films, determined from the analysis of the 

calculated 𝛼(ℎ𝜈)-ℎ𝜈 data using the indirect 

(Tauc) and direct interband transition models, 

were found to be around 2.2 eV and 2.45 eV, 

respectively, for all samples regardless of 

substrate temperatures, while the values of the 

Urbach-tail parameter ΓU, deduced from the 

analysis of the PUMA-retrieved 𝛼(ℎ𝜈)-ℎ𝜈 data 

belonging to the sub-bandgap transition region 

based on the Urbach exponential law, were 

found to be around (70 − 80 meV) at substrate 

temperatures 𝑇s > 100 ℃, below which the 

values of ΓU were lower, indicating some band-

tailing in the bandgap that has been reduced 

upon crystallinity improvement. The refractive 

index 𝑛(𝜆) of studied PbI2 films was found to 

vary with λ markedly with spectral wavelength 

nearby the absorption edge of PbI2 and was well 

described by the Wemple-DiDomenico formula, 

the least-square fit curves of which gave 

comparable static index of refraction 𝑛o ≅ 2.5 

for films prepared at 𝑇s > 100 ℃. The single-

oscillator energy parameter 𝐸o ≅ 3.9 eV ≅

2 𝐸g
opt

. The Tauc optical bandgap energy results 

are in good agreement with theoretical 

predictions. The analysis of the WDD 

formulation gave nearly the same single-

oscillator energy strength 𝐸d (~ 19 eV) for 

highly crystalline films as for those PbI2 films 

prepared at substrate temperatures above 100 ℃. 

As the stoichiometry of prepared thermally-

evaporated lead iodide films was not good, 

further understanding of the optical response of 

PbI2 films and associated energy band structure 

may be achieved if accurate transmittance/ 

reflectance measurements are made on 

crystalline PbI2 films deposited on transparent 

substrates by other fabrication methods, such as 

flash-evaporation technique, over a broader 

spectral range (300 − 700 nm). Simulation of 

the measured transmittance spectra using 

modified versions of the PUMA program that 

can handle optical data of thick/thin films and 

that consider dispersion and optical absorption in 

their substrates is also appealing. Furthermore, 

the application of normal-incidence transmission 

envelope theories to both uniform and non-

uniform PbI2 films prepared by different 

methods whose optical spectra exhibit many 

interference-fringe maxima and minima, armed 

with reliable transmission envelopes, will be 

complementary.  
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Abstract: The radiological risk from building stone interfaces in Jordanian houses was 
determined depending on gamma ray spectrometric techniques. Building stone samples 
collected from seven types mostly used in Jordanian houses have been analyzed for the 
naturally occurring radioactive radionuclides. The mean specific activities of 238U, 232Th 
and 40K were lower than 7.63±0.08, 2.77±0.12, 32.7±2.96 Bq/kg, respectively. The 
estimated radium equivalent activity (Raeq) in the stones was lower than 24.84±0.470 
Bq/kg and the external and indoor hazard indices were also lower than unity. Moreover, 
different radiological hazardous parameters (the absorbed dose, the annual effective dose 
equivalent, the annual gonadal dose equivalent (AGDE), Excess Lifetime Cancer Risk 
ELCR and activity utilization index (AUI)) were calculated. The results were lower than 
those of published world average values. Also, the obtained values were comparable with 
the reported data of other building materials used in Jordan. 
Keywords: Natural radioactivity, Gamma-ray spectrometry, Building stones, Hazard 

indices, Activity utilization index, Radiological risk. 
 

 
Introduction 

The effects of radiation sources on the 
world's population can be divided into natural 
and man-made effects, with dominant natural 
contribution from terrestrial and cosmic origins 
[1]. Natural radioactivity in building materials 
can be a main source of indoor radiation, either 
external or internal [2]. The former is caused by 
direct exposure to gamma radiation, while the 
latter is caused by inhalation of radon present in 
building materials. According to the World 
Health Organization, WHO, there is an 
association between indoor radon exposure and 
lung cancer, even at the relatively low 
concentration levels found in residential 

buildings [3]. For this reason, there is a growing 
need of controlling the use of materials derived 
from soils, such as phosphogypsum, cement, 
ceramic, granite or stones, in dwelling 
decoration, which cause an additional source of 
radiation exposure to people.  

Many researchers found that natural 
radioactive nuclides, such as uranium (238U), 
thorium (232Th) and the radioactive isotope of 
potassium (40K) in building materials originating 
from rocks and soils, have low-concentration 
amounts. A huge number of studies interested in 
the natural radioactivity of construction materials 
and those produced from industrial waste in 
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different countries around the world are 
presented in literature, such as [4, 5, 6, 7, 8, 9], 
but none of them was concerned with building 
stones.  

In Jordan, as in all other countries, there is a 
great interest in using various materials of rock 
origin as building materials. Most dwellings are 
being decorated from outside and inside with 
building materials. Recently, most buildings in 
all Jordanian governorates use building stones 
due to their rigidity and proper appearance 
despite of their type and source of origin in 
different locations in Jordan.  

In view of this, there is a great need to 
measure the radionuclide concentrations in 
building materials to limit the health hazards and 
protect humans from environmental pollution. 

Several studies have been made on the 
measurement of radon and natural radioactivity 
of the most common materials used in building 
construction in Jordan. Sharaf and Hamideen 
(2013) [10] measured the specific radioactivity 
of different materials used in Jordanian 
buildings. Also, Matiullah and Hussein (1998) 
[11] were engaged in the measurement of natural 
radioactivity of a large number of building 
materials of natural source and that of industrial 
sources used in the populated sites of Jordan. 
Meanwhile, Al-Jundi et al. (2009) [12] presented 
the indoor dose rates for a typical Jordanian 
concrete room, using Monte Carlo method. But, 
there is still a lack of regulations on the 
radioactivity of building materials for their safe 
usage. 

This study was carried out to measure the 
226Ra, 238U, 232Th and 40K specific activities in 
seven main stones used in Jordanian houses, to 
compare them to the world average values for 
soil and to check that using these stones with 
other building materials does not surpass the 
limits of the allowed population exposure to 
radiation. For this purpose, collected samples 
from different types have been analyzed for 
natural radionuclides using gamma spectrometry. 
Also, the average radium equivalent activity, the 
external and indoor hazard indices, the total 
absorbed dose rate, the annual dose equivalent, 
the annual gonadal dose equivalent, Excess 
Lifetime Cancer Risk ELCR and activity 
utilization index (AUI) have been calculated in 
order to provide background database on the 
natural radioactivity levels and environmental 
pollution. 

Materials and Methods  
The stone samples were collected from seven 

types; namely, Ajlun, Ma'an, Basalt, Desert, 
Travenia, Hayan and Samic stones that are 
mostly used in Jordanian house interfaces. Ten 
samples from each type were collected, crushed, 
dried up in an oven at 130̊C for 10 hours to avoid 
any moisture, pulverized to a fine powder and 
mixed to prepare homogenized representative 
samples for measurement. The powder samples 
were compressed in plastic taps 1.6 cm high and 
7.8 cm in diameter, sealed to avoid any radon 
volatilization and weighed, then put away to 
reach radioactive equilibrium. After that, gamma 
analysis was performed. Sample preparation and 
radioactivity measurements were made in the 
Jordanian Atomic Energy Commission (JAEC) 
laboratories. 

Gamma Spectrometry measurements to 
obtain the 226Ra, 238U, 232Th and 40K specific 
activities were made using a high purity 
germanium (HPGe) detector (co-axial type) that 
was described in detail in a previous study [13]. 
The energy calibration and relative efficiency 
determination were carried out using a mixed 
source. The counting time for each sample and 
background was 60,000 s. 
Activity Concentration Calculations 

The natural radioactivity of the samples was 
determined using the count rate of each 
photopeak of the radionuclides 226Ra, 238U, 232Th 
and 40K in the spectra detected by gamma 
spectroscopy. 226Ra specific activity was 
calculated in the samples using the peak of 
energy 186.3keV, 238U series by 351.9 keV peak 
of 214Pb and 609.3 keV peak of 214Bi, 232Th series 
by 911.0 keVpeak of 228Ac and 583.3 keV peak 
of 208Tl and the 1460 keV gamma-ray transition 
was used to determine the concentration of 40K. 

An accurate specific activity AEi (in Bq/kg), 
of a nuclide i for a peak at energy E, is given by 
the relation [14]: 

sE

Ei
Ei mft

N
A




            (1) 

where NEi is the net peak count inside a peak at 
energy E, εE is the detection efficiency at energy 
E, t is the counting live-time, f is the gamma ray 
yield per disintegration of the specific nuclide 
for a transition at energy E and ms is the mass in 
kg of the measured sample. The peak activity 
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was averaged if there were more than one peak 
in the energy range of analysis and the result was 
the weighted average nuclide activity. 

In order to prevent unnecessary exposure, 
radium equivalent activity (Raeq) and external 
hazard index (Hex) were used to estimate 
radiation hazards. Radium equivalent activity 
(Raeq) was calculated using relation (2) assuming 
that 370 Bq/kg of 226Ra, 259 Bq/kg of 232Th and 
4810 Bq/kg of 40K produce the same gamma ray 
dose rate [1]. 

 
226 232 40

/

1.43 0.077
Ra Th K

eqRa Bq kg

A A A

 


  
          (2) 

KThRa
AAA 40232226 ,, are the specific activities 

of 226Ra, 232Th and 40K, respectively. 

Based on the above assumption of activity 
world average values, the accepted radium 
equivalent activity (Raeq) world average value is 
better to be lower than 370 Bq/kg [15]. 
Radiological Risk Estimations 

Krieger (1981) proposed a model for 
calculating the external hazard index, Hex, 
assuming thick wall without any windows or 
doors, the external hazard index is given by the 
following relation [1]:  

 
   

226

232 40

/ 370

/ 259 / 4810
Ra

Th K

exH A

A A

 


  
          (3) 

where 
KThRa

AAA 40232226 ,, are the specific 
activities of 226Ra, 232Th and 40K, respectively.  

The risk from 222Ra and its decay daughters to 
the internal respiratory systems is described by 
indoor hazard index, Hin, which must be less 
than 1.0 for safety requirements. In literature, a 
number of indices were suggested by researchers 
for indoor exposures as given in relations (4-7) 
[15, 16]: 
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Also, 
KThRa

AAA 40232226 ,, are the specific 
activities of 226Ra, 232Th and 40K, respectively.  

In order to calculate the radiological effects 
of any building material containing 
radionuclides, the absorbed dose rate D(nGy/h) 
in outdoor air at 1m above the ground surface in 
terms of 238U, 232Th and 40K specific activities 
was calculated using the relation [17]: 

 
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             (8) 

KThU
AAA 40232238 ,, are the specific 

activities of 238U, 232Th and 40K, respectively.  

The annual absorbed dose equivalent received 
by people can be estimated using the value of 
0.7Sv/Gy as a conversion factor and 0.2 of the 
day for the occupancy factor [1]. The annual 
effective dose was calculated using the relation:  

   
3

/ / 24

365.25 0.2 0.7 / 10

E Sv y D nGy h h

d Sv Gy




   


   
     (9) 

UNSCEAR (1988) considered the active bone 
marrow, the bone surface cells and the gonads, 
in addition to lung, breast and thyroid, as the 
organs of interest when humans work with 
radiation. One of the dosimetry models found in 
literature to evaluate the annual gonadal dose 
equivalent (AGDE) for a residential house 
considered as a cavity with infinitely thick walls 
built with a material of specific activities of 
radium, thorium and potassium is described by 
the relation [18,19]:  

 
226 232 40

/
3.09 4.18 0.314

Ra Th K

AGDE Sv y
A A A
  

  
 (10) 

where 
KThRa

AAA 40232226 ,, are the specific 
activities of 226Ra, 232Th and 40K, respectively. 
For a house containing the world average 
activity values of 226Ra, 232Th and 40K in soil (35, 
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30 and 400 Bq/kg, respectively), it will produce 
an AGDE of 359.15 µSv/y.  

The excess lifetime cancer risk (ELCR) is 
another important radiological factor that is 
estimated as a consequence upon the evaluation 
of AEDE using the equation [20, 21]: 

RFDLEELCR          (11) 

where E, DL and RF are the annual effective 
dose equivalent, duration of life (70 years) and 
risk factor (0.05 Sv−1), respectively. ICRP (2007) 
[20] defined the risk factor as fatal cancer risk 
per Sievert, which is assigned to a value of 0.05 
for the public for stochastic effects [21]. 

The dose rates in indoor air according to the 
concentrations of different combinations of the 
three primordial radionuclides in soil samples 
used in construction materials are expressed by 
the activity utilization index (AUI). AUI is 
calculated from the following equation [22]: 
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           (12) 

where ARa, ATh and AK are the activity 
concentrations of 226Ra, 232Th and 40K, 
respectively and fK (0.041), fTh (0.604) and fU 
(0.462) are the respective fractional 
contributions from the actual activities of these 
radionuclides to the total gamma radiation dose 
rate in air. wm is a weighted factor for mass 
proportion of the building materials in the 
dwelling with the characteristic activity. 
Applying the appropriate conversion factor 
(wm=1) along with the activity concentrations of 
the respective radionuclides implies that all 
building materials used in a house are composed 
of this specific material. Typical activities per 
unit mass of 40K, 232Th and 226Ra in soils AK, ATh 

and ARa are reported to be 500, 50 and 50 Bq/kg, 
respectively [23], which gives a full utilization 
(AUI) of 0.5634. 

Results and Discussion 
The specific activities of 226Ra, 238U, 232Th 

and 40K in the collected stone samples are listed 
in Table.1. The results show very low values and 
most of them were under the minimum detection 
limits of the detector. Ajlun stones were 
characterized by the highest activity 
concentrations for all measured 226Ra, 232Th and 
40K radionuclides. 226Ra specific activities were 
under 17.5 Bq/kg in almost all of the sample 
types, except in Ajlun stones, where the specific 
activity was 23.5 + 2.9 Bq/kg. 238U specific 
activity ranged from 7.0 Bq/kg in five types to 
10.6 + 1.9 Bq/kg in Ma'an stones. Meanwhile, 
the specific activity of 232Th ranged from 1.4 
Bq/kg in four types to 6.3 + 0.4 Bq/kg in Basalt 
stones and 40K specific activity ranged from 12.5 
Bq/kg in five types to 147.5+6.2 Bq/kg in Ajlun 
stones. The geological locations and the 
geochemical characteristics of the parent rocks 
from which the stones were collected explain the 
small variation in these natural radioactivity 
levels [24].  

The average activities of 226Ra, 238U, 232Th 
and 40K were found to be lower than 18.36, 7.63, 
2.77 and 32.7Bq/kg, respectively. And the world 
average specific activities of the radionuclides 
226Ra, 238U, 232Th and 40K in all soil samples have 
averages of 35, 35, 30 and 400 Bq/kg, 
respectively [1]. Fig.1 shows the variation of 
226Ra, 238U, 232Th and 40K specific activities in 
different stone types. The radionuclides 226Ra, 
238U and 232Th show a uniform distribution that is 
lower than the accepted world average values. 
Meanwhile, 40K shows an abnormal distribution 
in Ajlun stones depending on the geological 
structure of the original rocks. 

TABLE 1. Natural radioactivity in Ajlun, Ma'an, Basalt, Desert, Travenia, Hayan and Samic stone 
types (in Bq/kg) using gamma spectrometry. 

Stone Type 226Ra 238U 232Th 40K 
Ajlun 23.5 + 2.9 7.8 + 2.4 5.0 + 0.4 147.5 + 6.2 
Ma'an < 17.5 10.6 + 1.9 < 1.4 < 12.5 
Basalt < 17.5 < 7.0 6.3 + 0.4 18.9 + 6.8 
Desert < 17.5 < 7.0 2.5 + 0.5 < 12.5 

Travenia < 17.5 < 7.0 < 1.4 < 12.5 
Hayan < 17.5 < 7.0 < 1.4 < 12.5 
Samic < 17.5 < 7.0 < 1.4 < 12.5 
Mean < 18.36±0.13 < 7.63±0.08 < 2.77±0.12 < 32.7±2.96 
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FIG. 1. Variation of 226Ra, 238U, 232Th and 40K specific activities in Ajlun, Ma'an, Basalt, Desert, Travenia, 

Hayan and Samic stone types. 

 
All calculated values of radium equivalent 

Raeq (Bq/kg), external hazard index (Hex) and 
indoor hazard indices (H1, H2, H3, H4) of Ajlun, 
Ma'an, Basalt, Desert, Travenia, Hayan and 
Samic stone types were tabulated in Table.2. The 
calculated Raeq results ranged from 20.46 Bq/kg 
in three types to 42.01 Bq/kg in Ajlun stones and 
the average value was less than (24.84±0.470) 
Bq/kg which is lower than the recommended 
maximum value of 370 Bq/kg [15]. The 
estimated external hazard indices in the samples 
were 0.06 in four of the seven types and the 
maximum value was 0.11 with an average value 
for all types of 0.07±0.001, which is much lower 
than the safety recommended limit of unity. 
Also, the internal hazard indices show the same 
behavior, since their entire calculated values 
were very low relative to unity [1].  

Table 3 presents all calculated values of 
absorbed dose rate D in air, annual effective dose 
equivalent E, annual gonadal dose equivalent 
AGDE, Excess Lifetime Cancer Risk ELCR and 
activity utilization index (AUI) in Ajlun, Ma'an, 
Basalt, Desert, Travenia, Hayan and Samic stone 

types. The mean values of the calculated 
absorbed dose rate D in air, annual effective dose 
equivalent E and annual gonadal dose equivalent 
AGDE were (6.50±0.18) nGy/h, (7.98±0.22) 
µSv/y and (78.57±1.65) µSv/y, respectively. A 
general overview of the previous results 
indicates that all of the calculated parameters 
have average values below the safety limits 
recommended of 57 nGy/h, 70 µSv/y and 359.15 
µSv/y for the previous parameters, respectively 
[1]. Also, the estimated value of Excess Lifetime 
Cancer Risk ELCR ranged from 19.14×10−6 to 
55.89×10−6 with a mean value of 27.94×10−6, 
which is below the world average value of 
290×10−6 for soils [1]. This means that the 
excess risk of cancer among the population 
living inside these decorated houses due to using 
the building stones is insignificant. Finally, the 
activity utilization index (AUI) values ranged 
from 0.16 to 0.24 with a mean value of 0.18. 
This means that even for full utilization of the 
stones in building; i.e., wm=1, the associated 
AUI was much lower that the recommended 
limit of 0.5634.  
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TABLE 2. Radium equivalent Raeq, external hazard index (Hex) and indoor hazard indices (H1, H2, H3, 
H4) in Ajlun, Ma'an, Basalt, Desert, Travenia, Hayan and Samic stone types.  

Stone Type Raeq(Bq/kg) Hex H1 H2 H3 H4 
Ajlun 42.01 0.11 0.177 0.207 < 0.045 < 0.153 
Ma'an < 20.46 < 0.06 < 0.103 < 0.125 < 0.021 < 0.069 
Basalt < 27.96 < 0.08 < 0.123 < 0.145 < 0.028 < 0.096 
Desert < 22.04 < 0.06 < 0.107 < 0.129 < 0.022 < 0.075 

Travenia < 20.46 < 0.06 < 0.103 < 0.125 < 0.021 < 0.069 
Hayan < 20.46 < 0.06 < 0.103 < 0.125 < 0.021 < 0.069 
Samic < 20.46 < 0.06 < 0.103 < 0.125 < 0.021 < 0.069 
Mean <24.84±0.470 <0.07±0.001 <0.12±0.002 <0.14±0.002 <0.026±0.001 <0.086±0.001 

TABLE 3. Absorbed dose rate D in air, annual effective dose equivalent E, annual gonadal dose 
equivalent AGDE, Excess Lifetime Cancer Risk ELCR and activity utilization index (AUI) in 
Ajlun, Ma'an, Basalt, Desert,Travenia, Hayan and Samic stone types.  
Stone Type D(nGy/h) E(µSv/y) AGDE(µSv/y) ELCR ( 610 ) AUI 

Ajlun 13.01 15.97 139.83 55.89 0.24 
Ma'an < 5.99 < 7.35 < 63.85 < 25.74 < 0.16 
Basalt < 7.98 < 9.79 < 86.34 < 34.26 < 0.17 
Desert < 5.18 < 6.36 < 68.45 < 22.27 < 0.17 

Travenia < 4.46 < 5.47 < 63.85 < 19.14 < 0.16 
Hayan < 4.46 < 5.47 < 63.85 < 19.14 < 0.16 
Samic < 4.46 < 5.47 < 63.85 < 19.14  < 0.16 
Mean < 6.50±0.18 < 7.98±0.22 < 78.57±1.65 < 27.94±5.09 < 0.18±0.01 

 

In literature, Matiullah et al. [11] found that 
the radium equivalent activity of Ajloun stones 
was 109.4 Bq/kg and of Ma'an stones was 
88.1Bq/kg. Meanwhile, Al-Jundi et al. [25] 
estimated the radium equivalent activity of 
Desert stone to be 70.7Bq/kg, Halabat stones 
53.2 Bq/kg and Ajloun stones 64.7 Bq/kg. A 
comparison between the calculated radium 
equivalents with other building constructions 

used in Jordanian buildings is given in Fig.2. It is 
shown that Raeq due to the building stones was 
lower than the measured values of 123.20, 
117.90, 86.22 and 54.96 Bq/kg for fine 
aggregates, coarse aggregates, sand and marble, 
respectively [25]. Also, it is lower than the 
average value of 79.9 Bq/kg measured for the 
general Jordanian building materials [11]. 

 
FIG. 2. Comparison of radium equivalent Raeq in the stone types with other materials used in Jordanian 

buildings. 
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Conclusion 
Seven kinds of building stones used in 

Jordanian building constructions, considered as 
the most popular ones used, were measured for 
their natural radioactivity in order to determine 
their radiological impact when they are used as 
building materials. The specific activities of 
226Ra, 238U, 232Th and 40K activity levels in the 
stone samples were lower than the world average 
values and the corresponding values in other 
construction materials used in Jordanian 
buildings. The corresponding external hazard 
index, indoor hazard indices, absorbed dose rate 
in air, annual effective dose equivalent, gonadal 
dose equivalent, Excess Lifetime Cancer Risk 
ELCR and activity utilization index (AUI) don't 

exceed significantly the average dose limit for all 
stone types. The results obtained indicate no 
significant radiological hazards arising from 
using such stones in decoration of building 
interfaces, since the health effects due to natural 
radiation are very low. 
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Abstract: This paper presents the optical properties of chemically synthesized cadmium 
sulphide for solar cell applications. CdS nano-particles were synthesized with chemical 
route method using cadmium sulphate as cadmium ion source and thiourea as sulphide ion 
source. The prepared CdS nano-particles were characterized with XRD and SEM. Then, the 
prepared CdS was deposited on well cleaned glass substrate by thermal evaporation 
technique to obtain a film of 100 nm thickness. The film was optically characterized with 
UV-Visible spectrophotometer and FTIR Spectrometer. The peaks at 43° and 52° indicate 
that the nano-particles contain a mixture of hexagonal (wurtzite) and cubic (zincblende) 
structures which confirmed the greenockite and the Hawleyite phases of CdS. The optical 
analyses showed high optical transmittance of 90 % at 658 nm, reflectance of 47.76 % at 
488 nm and the absorbance of 0.165 A.U. at 400 nm wavelength. The optical energy band 
gap of 2.42 eV was also deduced for the film from Tauc’s plot. The Fourier Transform 
Infrared Radiation (FTIR) showed different peaks that indicate the stretching and vibrations 
of O-H, CH3, C-O and C-H of CdS against their respective wave numbers. The prepared 
CdS can be employed as a window layer for the fabrication of CdS/CdTe thin film solar 
cells.  
Keywords: SEM, XRD, CdS, UV-visible spectrophotometer. 
PACS: 42, 81. 
 

 
Introduction 

Among various nano-particles, a great 
interest has been shown towards cadmium 
sulphide (CdS) nano-particles because of 
availability of discrete energy levels, size-
dependent optical properties, tunable bandgap, a 
well-developed synthetic protocol and easy 
preparation technique with good chemical 
stability [1]. CdS nano-particles are categorized 
under the group chalcogenides and are a II-VI 
group of semiconductor nano-particles which 
shows size-dependent optical and electrical 
properties due to its high surface area to volume 
ratio and quantum confinement [2]. Due to its 
very high photosensitivity, CdS has usage in 
detection of visible radiations, in light emitting 
diodes, solar cells, photochemical catalysis, gas 

sensors, various luminescence devices, 
optoelectronic devices and a range of biological 
application [3-6]. Cadmium sulphide (CdS) 
semiconductor is an excellent visible light 
detector among other semiconductors [7]. It is an 
n-type direct band gap semiconductor (Eg = 2.42 
eV) which has been studied extensively because 
of its band gap, high absorption coefficient, 
reasonable conversion efficiency, good stability 
and low cost [8].  

Cadmium sulphide (CdS) nano-particles have 
been synthesized by several researchers using 
chemical precipitation methods [9-14] and cubic 
hexagonal phase was identified with different 
grain sizes ranging from 7 to 16 nm [10-11] for 
the nano-particles and the films. Deposition of 
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CdS nano-particles has been carried out by 
Chemical Bath Deposition technique [15-17] and 
Spray Pyrolysis technique [6], among others, to 
obtain thin film nanostructures with different 
morphologies, such as acicular-like, mesoporous, 
spherical shapes, and crystallite sizes varying 
from 11 to 16 nm had also been reported [11].  

The synthesis and characterization of 
cadmium sulphide via different techniques have 
attracted considerable attention due to its 
potential applications. Nanometer-sized 
semiconductors exhibit structural, electronic, 
optical, luminescence and photo conducting 
properties very different from their bulk 
properties [13]. 

This paper investigates the optical properties 
of 100 nm CdS thin film from chemically 
synthesized CdS nano-particles deposited by 
thermal evaporation technique. This technique 
has the possibility of obtaining uniform and 
quality films with good adherence without 
inclusion of impurities. The percentage 
transmittance, reflectance and absorbance 
characteristics of this film shall be investigated 
for window layer in the fabrication of efficient 
CdS/CdTe thin film solar cells. 

Materials and Methods 
A. Synthesis of Cadmium Sulphide 
i. 0.05 M of cadmium sulphate (CdSO₄) was 

used as a Cd⁺⁺ ion source and 0.10 M of 
thiourea as the S¯ ion source at a working 
solution of temperature 70 ± 5°C. 

ii. Ammonia solution was used to adjust the pH 
of the reaction mixture as a complexing 
agent. The variation of pH during the 
growth is important in the structural film 
quality. 

iii. The reaction mechanism involved in the 
formation process of CdS nano-particles 
can be formulated as follows: 

ܵ݀ܥ3 ସܱ . ଶܱܪ8 + ଶܱܪ → ଶା݀ܥ3 + ܵ ସܱ
ଶି     (1) 

ଶା݀ܥ + ܵܥଶ(ଶܪܰ) → ଶܪܰ)݀ܥ] − ܵܥ −    ଶ)]ଶାܪܰ

              (2) 

ଶܪܰ − ܵܥ − ଶܪܰ + ଶܱܪ2 → ଷܪ2ܰ + ଶܱܥ +   ଶܵܪ

              (3) 
ଶܪܰ)݀ܥ] − ܵܥ − ଶ)]ଶାܪܰ  + ଶܵܪ → ܵ݀ܥ +
ଶܪܰܵܥଶܪܰ +  ା            (4)ܪ2

ܵ݀ܥ݊ →  ௡            (5)(ܵ݀ܥ)

B. Deposition and Characterization of CdS 
Film 

The prepared CdS nano-particles were 
characterized with X-Ray Diffractometer (XRD) 
and Scanning Electron Microscope (SEM). The 
prepared CdS nano-particles were evaporated 
from molybdenum boat and deposited on clean 
glass substrate as thin films form. The glass 
substrate was cleaned with detergent, acetone 
and methanol and washed in an ultrasonic bath 
with de-ionized water and then dried in a dust-
free atmosphere. CdS thin film of 100 nm was 
ensured on the glass substrate with thermal 
evaporation technique, in a residual pressure of 
10-5 torr. The substrate temperature was kept 
fixed at room temperature. Thermal evaporation 
uses an electric resistance heater to melt the 
material and raise its vapour pressure to a useful 
range. This is done in a high vacuum to allow the 
vapour to reach the substrate without reacting 
with or scattering against other gas-phase atoms 
in the chamber, as well as to reduce the 
incorporation of impurities from the residual gas 
in the vacuum chamber. The vacuum is required 
to allow the molecules to evaporate freely in the 
chamber and subsequently condense on the 
surface of the glass substrate. The film was 
optically characterized with UV-visible 
spectrophotometer and Fourier Transform 
Infrared (FTIR) spectrometer. The photometric 
measurements were carried out using UV-visible 
spectrophotometer to measure percentage 
reflectance and transmittance. Beer’s Lambert 
law was also employed to obtain the absorbance 
of the CdS film. The FTIR spectrometer was 
employed to determine the functional group of 
the material under study. 

Results and Discussion 
The XRD pattern of the synthesized CdS 

nano-particles is shown in Fig. 1. The 
identification and assignment of the observed 
diffraction patterns were carried out using the 
JCPDS 41-1049 Hexagonal (H) and JCPDS 10-
0454 Cubic (C) reference patterns (Pantoja, 
2013). The peak (101) appears at approximately 
29°, indicating that the phase is hexagonal or at 
least a mixture of hexagonal and cubic phases. 
The peaks at 43° and 52° indicate that the films 
contain a mixture of hexagonal (wurtzite) and 
cubic (zincblende) structures, which confirmed 
the greenockite and the Hawleyite phases, 
respectively.  
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FIG. 1. XRD analysis of the synthesized CdS nano-particles. 

 
The Scanning Electron Microscope (SEM) 

photograph of the synthesized CdS nano-
particles is shown in Fig. 2. The result display, 
some percentages of oxygen content in the 

particles which may be due to the presence of 
cracks or rather the cracks are a result of the 
oxidation occurring within the sample.  

 
FIG. 2. SEM photographs of the synthesized CdS nano-particles. 

 
Energy Dispersive (EDX) analysis of the 

chemically synthesized CdS nano-particles is 
shown in Table 1. The analytical errors of the 

chemically synthesized CdS were reasonably 
low.  
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TABLE 1. The elements’ normalized weight 
percents of the prepared CdS nano-particles. 

Element Normalized [wt. %] 
Oxygen 10.58 
Silicon 0.9 
Cadmium 74.66 
Sulfur 13.65 
Aluminum 0.16 
Total 100 

The percentage reflectance characteristics of 
the CdS film are visualized in Fig. 3 as a 
function of wavelength. It is found that the 
magnitude of reflectance of the CdS film varies 
periodically with wavelength. Multiple 
oscillations occur on the reflectance curves due 
to interferences among multiple reflected waves. 
As the wavelength increases, the oscillation 
period of the film also changes. Thus, the 
reflectance characteristics of the CdS film are 
strongly dependent on the wavelength of 

electromagnetic spectra. Highest peak value of 
47.76 % occurred at 488 nm wavelength. 

The percentage optical transmittance 
spectrum of 100 nm CdS film in the wavelength 
range from 400 to 800 nm is depicted in Fig. 4. 
The optical transmittance of CdS film increases 
from 69.35 % at 400 nm to 90 % at 658 nm 
wavelength. The result obtained is in agreement 
with the work of [18-19]. 

It is observed from the absorbance spectrum 
that the absorbance decreased with the increase 
in wavelength and found to be 0.165 at 400 nm 
wavelength (Fig. 5). 

The optical band gap energies were evaluated 
by extrapolating the straight line of the Tauc plot 
for zero absorption coefficient (α = 0). The 
optical energy band gap of 2.42 eV was obtained 
for the 100 nm CdS film (Fig. 6). 

 
FIG. 3. % reflectance characteristics of 100 nm CdS film. 

 

 
FIG. 4. % transmittance characteristics of 100 nm CdS film. 
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FIG. 5. % absorbance characteristics of 100 nm CdS film. 

 
FIG. 6. Band gap of 100 nm CdS film. 

 
 

FTIR spectrum of 100 nm CdS film is shown 
in Fig. 7. In the higher energy region, the 
absorption band at 3724 per cm is assigned to O-
H stretching of absorbed water on the surface of 
CdS. The absorption band at 1446 per cm is 
assigned to bending vibration of methanol used 
in the process. It is also verified by its CH3-
stretching vibrations occurring as very weak just 
below 3000 per cm. The C-O stretching 
vibration of absorbed methanol gives its intense 

absorption band at 1373 per cm. Its ring C-H 
vibration occurs at about 3000 per cm, though, it 
is very weak. Similar such weak absorption band 
due to C-H bending vibrations was also observed 
at about 617 per cm. Hence, in addition to 
absorbed methanol on the surface of CdS, the 
presence of thiophenol in its dissociation form is 
also evident. These observations convincingly 
support the template role of thiophenol in the 
control of the size of CdS particles.  
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FIG. 7. FTIR for the 100 nm CdS film. 

 
Conclusion 

CdS nano-particles have been successfully 
prepared by chemical route method and 
identified by X-Ray Diffractometer (XRD). The 
peaks at 43° and 52° indicate that the nano-
particles contain a mixture of hexagonal 
(wurtzite) and cubic (zincblende) structures 
which confirmed the greenockite and the 
Hawleyite phases of CdS. 100 nm CdS film 
deposited via thermal evaporation technique 
showed a high optical transmittance of 90 % at 
658 nm wavelength and a reflectance of 47.76 % 

at 488 nm wavelength. The absorbance of 0.165 
A.U. was obtained at 400 nm wavelength and the 
optical energy band gap of 2.42 eV was deduced 
for the 100 nm CdS film from the Tauc plot. The 
Fourier Transform Infrared Radiation (FTIR) 
showed different peaks that indicate the 
stretching and vibrations of O-H, CH3, C-O and 
C-H of CdS against their respective wave 
numbers. The prepared CdS can be employed as 
a window layer for the fabrication of CdS/CdTe 
thin film solar cells. 
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نســخة ورقيــة أصــلية ذات نوعيــة جيــدة   يجــب أرســال ،)Online(المخطــوط بالبريــد أو عــن طريـق الشــبكة  وســواء أرســل . يظهر فــي المجلــةس ـ

  .للرسومات التوضيحية
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Microsoft Word for Windows 2000  يجب إرفاق الأشكال الأصلية مع المخطوط النهائي المعـدل حتـى لـو    و. منه استجدأو ما هو
م جميـع الرسـومات التوضـيحية بـالحجم الحقيقـي      د، وتق ـ)jpg(تخزن جميع ملفـات الرسـومات علـى شـكل     و. لكترونياإتم تقديم الأشكال 

، مـدمج يجب إرفاق قائمة ببرامج الحاسوب التي استعملت في كتابة النص، وأسـماء الملفـات علـى قـرص     و. تظهر به في المجلةسالذي 
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، وزارة التعلـيم  بـدعم مـن صـندوق دعـم البحـث العلمـي      ة تصـدر  محكم ـمتخصصـة  ة عالميـة  هي مجلة بحـوث علمي ـ  للفيزياءالمجلة الأردنية 
وتنشـر   .ربـد، الأردن إراسـات العليـا فـي جامعـة اليرمـوك،      وتقوم بنشر المجلة عمادة البحـث العلمـي والد  . العالي والبحث العلمي، عمان، الأردن

، والمقــالات Technical Notesالفنيــة ، والملاحظــات Short Communications لمراســلات القصــيرةا إلــى ، إضــافةالأصــيلةالبحــوث العلميــة 
  .نجليزية، باللغتين العربية والإة والتجريبيةالنظري الفيزياءفي مجالات  ،Review Articles، ومقالات المراجعة Feature Articlesالخاصة 

  تقديم مخطوط البحث
  jjp@yu.edu.jo: لكتروني الإبريد تقدم البحوث عن طريق إرسالها إلى ال  

  

  .اتبع التعليمات في موقع المجلة على الشبكة العنكبوتية: إلكترونياتقديم المخطوطات 

  

 .من ذوي الاختصاص والخبرة اثنين في الأقلمين حكِّم جانبمن  الفنيةتحكيم البحوثِ الأصيلة والمراسلات القصيرة والملاحظات ويجري 
تم بــدعوة مـن هيئــة  ي ـ، فالفيزيائيـة النَشِــطَة المقـالات الخاصــة فـي المجــالات   نشــر أمـا  . وتُشـجع المجلـة البــاحثين علـى اقتــراح أسـماء المحكمــين    

 تمهيـداً تقديم تقرير واضـح يتّسـم بالدقـة والإيجـاز عـن مجـال البحـث        من كاتب المقال الخاص  ويطْلَب. ويشار إليها كذلك عند النشر ،رالتحري
 علـى  أو مسـتَكتبيها  ، وتُشجع كاتبي مقـالات المراجعـة  الفيزيائية النشطة سريعة التغيروتنشر المجلةُ أيضاً مقالات المراجعة في الحقول . للمقال

باللغة ) Keywords( دالة وكلمات) Abstract( المكتوب باللغة العربية ملخصويرفَق مع البحث . إرسال مقترح من صفحتين إلى رئيس التحرير
  .الإنجليزية

  ترتيب مخطوط البحث

 × A4 )21.6علـى وجـه واحـد مـن ورق      مـزدوج، بسـطر  و ،Times New Romanنوعـه   12ط نبب ـ يجـب أن تـتم طباعـة مخطـوط البحـث     
ويجـري تنظـيم أجـزاء المخطـوط      .منـه أو مـا اسـتَجد    2000روسـوفت وورد  سم ، باسـتخدام معـالج كلمـات ميك    3.71مع حواشي ) سم 27.9

، المقدمة، طرق البحث، النتائج، المناقشة، الخلاصة، الشكر والعرفان، )PACS(رموز التصنيف صفحة العنوان، الملخص، : وفق الترتيب التالي

بينمـا   ،غـامق وتُكْتَب العناوين الرئيسـة بخـط   . ثَم الأشكال والصور والإيضاحات ،راجع، الجداول، قائمة بدليل الأشكال والصور والإيضاحاتالم
 مائلتُكْتَب العناوين الفرعية بخط.  

احث المسؤول عـن المراسـلات اسـمه مشـارا     ويكتب الب .كاملة تشمل عنوان المقالة، أسماء الباحثين الكاملة وعناوين العملو: صفحة العنوان
 ،المخطـوط ) محتـوى (ويجـب أن يكـون عنـوان المقالـة مـوجزا وواضـحا ومعبـرا عـن فحـوى           .إليه بنجمة، والبريد الإلكتروني الخـاص بـه  

  .وذلك لأهمية هذا العنوان لأغراض استرجاع المعلومات

هـم مـا توصـل إليـه     أالنتـائج و وفيـه   والمـنهج المتبـع  موضـحة هـدف البحـث،     ،المطلـوب كتابـة فقـرة واحـدة لا تزيـد علـى مـائتي كلمـة        : الملخص
  .الباحثون

  .تعبر عن المحتوى الدقيق للمخطوط لأغراض الفهرسة دالةكلمات  6- 4يجب أن يلي الملخص قائمة من : الدالةكلمات ال

PACS: فرة في الموقع اوهي متو ،يجب إرفاق الرموز التصنيفيةhttp://www.aip.org/pacs/pacs06/pacs06-toc.html.  

لا تزيد المقدمـة عـن   (مراجعة مكثفة لما نشر  ن تكونألا ح الهدف من الدراسة وعلاقتها بالأعمال السابقة في المجال، يجب أن توض: المقدمة
  ).مطبوعة الصفحة صفحة ونصف

لإتاحــة إعــادة إجرائهــا بكفــاءة، ولكــن باختصــار  ق موضــحة بتفصــيل كــاف ائ ـالطرهــذه يجــب أن تكــون : )النظريــة/ التجريبيــة (طرائــق البحــث 
  . ق المنشورة سابقاائحتى لا تكون تكرارا للطر ،مناسب

  .دون مناقشة تفصيليةمن مع شرح قليل في النص و ،يستحسن عرض النتائج على صورة جداول وأشكال حيثما أمكن: النتائج

  .يجب أن تكون موجزة وتركز على تفسير النتائج: المناقشة

  .يجب أن يكون وصفا موجزا لأهم ما توصلت إليه الدراسة ولا يزيد عن صفحة مطبوعة واحدة: تنتاجالاس

  .في فقرة واحدة تسبق المراجع مباشرة انالشكر والإشارة إلى مصدر المنح والدعم المالي يكتب: عرفانالشكر وال
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  جامعة اليرموك  المملكة الأردنية الهاشمية  

  

  
  
  
  
  
  

  لة الأردنية المج

  
 محكّمةمتخصصة  عالميةعلمية  بحوث مجلة

  تصدر بدعم من صندوق دعم البحث العلمي
  

  
  
  

  
  

  

  

  

  

  

  

  هـ1440 ربيع الآخر/  م2018 كانون الأول، )3(،  العدد )11(المجلد 
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  المجلة الأردنية  

        

 مةمحكّ عالميةعلمية  بحوث مجلة
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