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Abstract: In the present study, viscosity and surface tension of Polyvinylpyrrolidone 
(PVP) solutions and Polyethylene glycol (PEG) solutions in water and nitric acid with 
different concentrations (0.0, 0.2, 0.4, 0.6, 0.8 and 1.0 %) of silver nanoparticles have been 
measured. However, the relative viscosity of PVP/ AgNP solutions increased from 2.245 to 
2.585 and the relative viscosity of PEG / AgNP solutions increased from 1.150 to 1.204. 
Viscosity is a significant parameter during the electrospinning process. While the surface 
tension of the PVP/ AgNP solutions has changed from 0.052 Nm-1 to 1.46 Nm-1, it has 
changed from 0.063 Nm-1 to 0.160 Nm-1 for PEG / AgNP solutions. In this paper, attempts 
were made to obtain improvements to the properties of samples by comparing them with 
the pure samples of polymers. I think that there are personal errors in the measurements. 
These results can be used in medical, industrial applications and in scientific studies.  

Keywords: Polyvinylpyrrolidone (PVP), Polyethylene glycol (PEG), Silver nanoparticles 
(AgNPs), Viscosity (η), Surface tension (γ).   

 
 

1. Introduction 

Silver nanoparticles (AgNPs) have received 
enormous attention of researchers due to their 
extraordinary defense against a wide range of 
microorganisms and due to their drug resistance 
against commonly used antibiotics [1]. Silver 
nanoparticles might exhibit additional 
antimicrobial capabilities not exerted by ionic 
silver, because of their small size and large 
surface to volume ratio, which lead to both 
chemical and physical differences in their 
properties compared with their bulk 
counterparts. AgNPs can be produced with 
various sizes and shapes depending on the 
fabrication method, among which the most 
widely used is the method of chemical reduction 
[2]. 

Polyvinylpyrrolidone (PVP) is a completely 
nontoxic polymer and has a long polyvinyl 
backbone [3]. It serves as an excellent capping 

agent, especially for noble metal particles. It is 
soluble in water as well as in physiological 
solutions [3]. Several studies have used 
Polyvinylpyrrolidone (PVP) as the carrier 
medium in various fields of application that 
include the formation of nanoparticles or 
nanofibers [4]. Noting that PVP has been 
recognized by FDA (Food and Drug 
Administration), USA, it is widely used as a 
drug carrier to increase drug solubility [4]. 

Polyethylene glycol (PEG) is a linear 
polyether of ethylene glycol [3]. PEG molecules 
are synthetic, highly water soluble, inert 
polymers that are produced in a wide range of 
molecular weights [5]. PEGs of various 
molecular weights have been widely used in 
consumer care products, such as laxatives, 
toothpaste and hair shampoos [5]. Polymer 
blends can be defined as physical mixtures of 
two or more homo-polymer or copolymers, 
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which interact with secondary forces such as 
hydrogen bonding with no covalent bonding. 
Polymer blends are prepared by many methods. 
Among them, solution blending is very simple 
and brisk [6]. The polymer blends include both 
crystalline and amorphous polymers and the 
mixing of two chemically dissimilar polymers is 
miscible or independent on the thermodynamics 
of mixing [6]. The precise definition of viscosity 
is based on laminar, or nonturbulent, flow. 
Laminar flow is characterized by the smooth 
flow of the fluid in layers that do not mix. 
Turbulent flow, or turbulence, is characterized 
by eddies and swirls that mix layers of fluid 
together. Viscosity is, essentially, fluid friction. 
Like friction between moving solids, viscosity 
transforms kinetic energy of (macroscopic) 
motion into heat energy. Viscosity is a 
fundamental characteristic property of all 
liquids. Viscosity is a measure of internal 
resistance presence in each real fluid causing the 
fluid to oppose the dynamic variation of its 
motion and therefore restricting its tendency to 
flow. Dynamic viscosity is defined as the ratio of 
shear stress (force over cross sectional area) to 
the rate of deformation [7].  

Liquids possess some properties, like density, 
viscosity, surface tension …etc. Also, the shape 
of drops is governed by the property of surface 
tension [8]. Surface tension is the property of the 
liquid that shows the strong cohesiveness of the 
liquid molecules, indicating the dissimilarity of 
the phases at the interface [9]. Surface tension, 
which is strongly influenced by the nature of the 
solvent from the polymer solution, is a very 
important factor in electrospinning. This is why 
the correct selection of the solvent is critical, not 
only to obtain a homogeneous solution of the 
polymer, but also to obtain the right surface 
tension [9]. 

2. Experimental 

2.1 Samples 
PVP, PEG and Ag nanoparticles used in the 

present work were supplied by Sigma-Aldrich, 
GmbH. The two types of polymer solutions 
(PVP solutions and PEG solutions) with 
different concentrations (0.0, 0.2, 0.4, 0.6, 0.8 
and 1.0 %) of silver nanoparticles were prepared 
by dissolving a polymer in twice-distilled water 
at room temperature[10] and the different 
concentrations of silver nanoparticles were 

dissolved in the same amount of nitric acid, then 
mixed with polymer solutions [10].  

2.2 Measurements 

2.2.1 Viscosity Measurements 

In determining the efflux time of the 
solutions, the methodology stated by ASTM 
(1989) was used. The efflux time for solvents 
and polymers/ silver nanoparticle solutions was 
measured by glass capillary viscometer. The 
measured values have been expressed in terms of 
relative (𝜂௥), specific( 𝜂௦௣ ) and intrinsic 

([η]) as follows [11]: 

𝜂௥  =  
௧ೞ೚೗ೠ೟೔೚೙

௧ೞ೚೗ೡ೐೙೟
                              (1) 

𝜂௦௣ =  𝜂௥ −  1              (2) 

[η] =  limୡ→∞  
η౩౦

େ
             (3) 

where C is the mass concentration of Ag 
nanoparticles in nitric acid [11]. 

2.2.2 Surface Tension Measurement 

Using the drop- weight method, a counted 
number of drops were collected and the average 
mass of a drop found. The mean radius of the 
orifice was determined, then the surface tension 
against air was expressed by the measured values 
as follows [12]: 

γ =  
୫୥

ଶ஠୰
             (4) 

where m = average mass of a drop, g = 
acceleration of gravity and r = internal radius of 
the tube used (4mm). All measurements have 
been conducted at a temperature of 25 (± 0.1) 
oC. 

Surface tension force (F) and surface tension 
energy (E) can be calculated by Eq. (5) and Eq. 
(6), respectively [13].  
F = 4 π r ɣ             (5) 

E = ɣ A             (6) 
where A is the surface area of the drop. 

3. Results and Discussion 

3.1 Viscosity 

Fig. 1 shows a plot of PVP and PEG relative 
viscosity values against mass concentration of 
silver nanoparticles. This plot demonstrates that 
viscosity increases monotonically with the 
increase of concentration. Furthermore, the plot 
indicates that the viscosity values of PEG 



Comparison between Viscosity and Surface Tension of Polyvinylpyrrolidone/ Silver Nanoparticle (PVP/ AgNP) Solutions 
and Polyethylene Glycol/ Silver Nanoparticle (PEG/ AgNP) Solutions 

 99

solutions are less than the viscosity values of 
PVP solutions. Thus, it is clear that silver 
nanoparticle concentrations produce changes in 
the viscosity of all solutions. Viscosity is a 
significant parameter during the electrospinning 
process [14]. When viscosity is increased, which 
means that there will be a higher amount of 
polymer chain entanglement in the solution, the 
charges on the electrospinning jet will be able to 

fully stretch the solution with the solvent 
molecules distributed among the polymer chains 
[15]. This is probably due to the greater 
resistance of the solution to be stretched by the 
charges on the jet [15]. 

The plots in Fig. 2 agree with Schulz-
Blaschke equation for PVP solutions and PEG 
solutions. 

 
FIG. 1. Relative viscosity vs. concentration of Ag nanoparticles for PVP solutions and PEG solutions at 25oC. 

 
FIG. 2. Reduced viscosity vs. specific viscosity for PVP solutions and PEG solutions at 25oC. 

 
η୰ୣୢ =   [η] +  K_sb [η] η_sp            (7) 

where η୰ୣୢ = reduced viscosity, [η] = intrinsic 
viscosity and Kୱୠ = Schulz-Blaschke constant 
[11]. Fig. 3 shows a plot of Schulz–Blaschke 
constant ksb values against flow time. It reflects 

how far the values of Schulz–Blaschke constant 
of the solutions increase with increasing the flow 
time. This could be attributed to scission on the 
polymer chains [11]. 
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FIG. 3. Schulz-Blaschke constant vs. flow times of solutions. 

 
3.2 Surface Tension 

In Fig. 4, there are plots showing the surface 
tension of PVP/ AgNP solutions and PEG/ 
AgNP solutions against mass concentration of 
silver nanoparticles, where the solution surface 

tension increases with increasing the 
concentration of silver nanoparticles, but the 
surface tension values of PEG solutions are 
greater than the surface tension values of PVP 
solutions [16, 17]. 

 
FIG. 4. Surface tension vs. concentration of Ag nanoparticles for PVP solutions and PEG solutions at 25oC. 

 
Since the surface tension of the solutions 

increases with increasing the concentration of 
silver nanoparticles as shown in Fig. 4, the 
surface tension force and surface tension energy 
increase as shown in Fig. 5 and Fig. 6, 
respectively. As a result, a strong, cohesive force 
is exerted between the molecules, resulting in a 

higher surface tension of the solution [18]. When 
the concentration increases, the mean spacing 
between the molecules and the nanoparticles 
reduces [18]. Hence, an attractive van der Waals 
force is employed over the electrostatic repulsion 
force between the molecules, which increases the 
surface tension of the solution [18].  
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FIG. 5. Surface tension force vs. concentration of Ag nanoparticles for PVP solutions and PEG solutions at 25oC. 

 
Fig. 6. Surface tension energy vs. concentration of Ag nanoparticles for PVP solutions and PEG solutions at 

25oC. 

 
4. Conclusion 

The graphics of the viscosity of solutions 
indicate increased viscosity with increased 
concentration, but PVP/ AgNP solutions have 
viscosities higher than those of PEG / AgNP 
solutions, noting that viscosity is a significant 
parameter during the electrospinning process.  

 

While the surface tension of PEG/AgNP 
solutions is greater than the surface tension of 
PVP/AgNP solutions, as the surface tension 
increases by increasing the concentration, van 
der Waals forces are exerted, which increases the 
surface free energy and results in the 
enhancement of surface tension. These 
properties can be used in medical, industrial 
applications and scientific studies.  
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Abstract: Here, we solve the Dirac equation for the quadratic exponential-type potential 
plus Manning-Rosen potential including a Yukawa-like tensor potential with arbitrary spin-
orbit coupling quantum number κ. In the framework of the spin and pseudo-spin (pspin) 
symmetry, we obtain the energy eigenvalue equation and the corresponding eigenfunctions 
in closed form by using the Nikiforov–Uvarov method. Also, special cases of the potential 
have been considered and their energy eigenvalues as well as their corresponding 
eigenfunctions were obtained for both relativistic and non-relativistic scope.  
Keywords: Dirac equation, Quadratic exponential-type potential, Manning-Rosen 

potential, Spin and pseudospin symmetry, Nikiforov-Uvarov method. 
 

 

Introduction 

It has been scientifically established that the 
exact analytical eigenstate solution plays a 
significant role in quantum theory. It is generally 
and well known that the Dirac equation which 
describes the motion of a spin-1/2 particle has 
been extensively used in the study of precisely 
solvable problems in quantum mechanics. Over 
the past decade, spin and pseudo-spin symmetric 
solutions of the Dirac equation have been of 
great interest [1–3]. Dirac equation is the well-
known equation that describes spin half particles 
in relativistic quantum mechanics [4]. The Dirac 
equation with vector V(r) and scalar S(r) 
potentials possesses pseudo-spin (pspin) 
symmetry when the difference ([𝑉(𝑟) − 𝑆(𝑟)] =
0) and the sum [𝑉(𝑟) + 𝑆(𝑟)] = 0 of the 

potentials is constant, which means that 
𝑑

𝑑𝑟ൗ [𝑉(𝑟) − 𝑆(𝑟)] = 0 or 𝑑
𝑑𝑟ൗ [𝑉(𝑟) +

𝑆(𝑟)] = 0 [4]. The specific investigation which 
attracted many authors to dedicate more 
attention to the solutions of the Dirac equation 
having spin and pseudo-spin symmetry such as 
Morse, Eckart, the modified Pöschl–Teller, the 
Manning–Rosen potentials and the symmetrical 
well potential [5–12] is the fact that in a 
relativistic domain, symmetries were utilized in 
the concept of deformation and 
superdeformation in nuclei, magnetic moment 
interpretation, as well as identical bonds. 

Furthermore, in the non-relativistic domain, 
carrying out a helical unitary transformation to a 
single particle Hamiltonian maps the normal 



Article  Louis et al. 

 104

state onto the pseudo state [13, 4]. In addition to 
the spin symmetry, the Dirac Hamiltonian also 
has a pseudo-𝑈 (3) symmetry with vector and 
scalar harmonic oscillator potentials [14, 15]. 

Recently, we have studied the bound state 
solutions of Klein-Gordon, Dirac and 
Schrödinger equations using combined or mixed 
interacting potentials, some of which include 
Woods-Saxon plus Attractive Inversely 
Quadratic Potential (WSAIQP) [16], Manning-
Rosen plus a class of Yukawa potential 
(MRCYP) [17], generalised Wood-Saxon plus 
Mie-type Potential (GWSMP) [18] and the 
Kratzer plus Reduced Pseudo-harmonic 
Oscillator Potential (KRPHOP) [19]. In this 
present work, we aim to solve the Dirac equation 
for Quadratic Exponential-type potential plus 
Manning-Rosen (QEMR) potential in the 
presence of spin and pseudo-spin symmetries 
and by including a Yukawa-like tensor potential 
[20-22].  

The QEMR potential takes the following 
form: 

𝑉(𝑟) = 𝐷 ቂ
௔௘మ∝ೝା௕௘∝ೝା௖

(௘∝ೝିଵ)మ ቃ − ቂ
஺௘ష∝ೝା஻௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ   (1a) 

Thus, Eq. (1a) can be further expressed as: 

𝑉(𝑟) = 𝐷 ቂ
௔ା௕௘ష∝ೝା௖௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ − ቂ
஺௘ష∝ೝା஻௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ(1b) 

where α is the range of the potential, D, 𝐴 𝑎𝑛𝑑 𝐵 
are potential depths and 𝑎, 𝑏 𝑎𝑛𝑑 𝑐 are adjustable 
parameters. This potential is known as an 
analytical potential model and is used for the 
vibrational energy of diatomic molecules. 

The Yukawa potential, also known as the 
screened Coulomb potential in atomic physics 
and as the Debye-Huckel potential in plasma 
physics, is of vital importance in many areas of 
quantum mechanics. Initially, it was applied for 
modeling strong nucleon-nucleon interactions as 
a result of meson exchange in nuclear physics by 
Yukawa [23, 24]. It is also used to represent a 
screened Coulomb potential due to the cloud of 
electronic charges around the nucleus in atomic 
physics or to account for the shielding by outer 
charges of the Coulomb field experienced by an 
atomic electron in hydrogen plasma. The generic 
form of this potential is given by: 

∪ (r) =  −
୥

୰
V(r)          (1c) 

where g is the strength of the potential and 

𝑉(𝑟) =  𝑒ି௞௥ .                       (1d) 

This paper is organized as follows: In section 
2, we briefly introduce the Dirac equation with 
scalar and vector potentials with arbitrary spin-
orbit coupling quantum number κ including 
tensor interaction under spin and pspin 
symmetry limits. The Nikiforov–Uvarov (NU) 
method is presented in section 3. The energy 
eigenvalue equations and corresponding 
Eigenfunctions are obtained in section 4. In 
section 5, we discussed some individual cases of 
the potential. Finally, our conclusion is given in 
section 6. 

2. The Dirac Equation with Tensor 
Coupling Potential 

The Dirac equation for fermionic massive 
spin-1/2 particles moving in the field of an 
attractive scalar potential 𝑆(𝑟), a repulsive 
vector potential 𝑉(𝑟) and a tensor potential 𝑈(𝑟) 
(in units ħ = c = 1) is: 

ൣ𝛼⃗ ∙ 𝑝 + 𝛽൫𝑀 + 𝑆(𝑟)൯ − 𝑖𝛽𝛼⃗ ∙ 𝑟𝑈(𝑟)൧𝜓(𝑟) =

           [𝐸 − 𝑉(𝑟)]𝜓(𝑟).           (2) 

where 𝐸 is the relativistic binding energy of the 
system, 𝑝 = −𝑖𝛻ሬ⃗  is the three-dimensional 
momentum operator and 𝑀 is the mass of the 
fermionic particle. 𝛼⃗ and 𝛽 are the 4×4 usual 
Dirac matrices given by: 

𝛼⃗ = ቀ0 𝜎⃗
𝜎⃗ 0

ቁ,  𝛽 = ቀ
𝐼 0
0 −𝐼

ቁ,          (3) 

where 𝐼 is the 2×2 unitary matrix and 𝜎⃗ 
represents three vector spin matrices: 

𝜎ଵ = ቀ
0 1
1 0

ቁ, 𝜎ଶ = ቀ
0 −𝑖
𝑖 0

ቁ,𝜎ଷ = ቀ
1 0
0 −1

ቁ (4) 

The eigenvalues of the spin-orbit coupling 

operator are 𝜅 = ቀ𝑗 +
ଵ

ଶ
ቁ > 0 and 𝜅 =

− ቀ𝑗 +
ଵ

ଶ
ቁ < 0 for unaligned spin 𝑗 = 𝑙 −

ଵ

ଶ
 and 

aligned spin 𝑗 = 𝑙 +
ଵ

ଶ
, respectively. The set 

(𝐻ଶ, 𝐾, 𝐽ଶ, 𝐽௭) can be taken as the complete set 
of conservative quantities with 𝐽 being the total 
angular momentum operator and 𝐾 = (𝜎⃗. 𝐿ሬ⃗ + 1) 
is the spin–orbit, where 𝐿ሬ⃗  is the orbital angular 
momentum of the spherical nucleons that 
commutes with the Dirac Hamiltonian. Thus, the 
spinor wave functions can be classified 
according to their angular momentum 𝑗, the 
spin–orbit quantum number 𝜅 and the radial 
quantum number 𝑛. Hence, they can be written 
as follows: 
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𝜓௡,఑(𝑟) = ቆ
𝑓௡,఑(𝑟)

g௡,఑(𝑟)
ቇ =

                 
ଵ

௥
൭

𝐹௡,఑(𝑟) 𝑌௝௠
௟ (𝜃, 𝜑)

𝑖𝐺௡,఑(𝑟) 𝑌௝௠
௟መ (𝜃, 𝜑)

൱,         (5) 

where 𝑓௡,఑(𝑟) is the upper (large) component and 
g௡,఑(𝑟) is the lower (small) component of the 

Dirac spinors. 𝑌௝௠
௟ (𝜃, 𝜑) and 𝑌௝௠

௟መ (𝜃, 𝜑) are spin 
and pspin spherical harmonics, respectively and 
𝑚 is the projection of the angular momentum on 
the 𝑧 − 𝑎𝑥𝑖𝑠. Substituting Eq. (5) into Eq. (2) 
and making use of the following relations: 

൫𝜎⃗ ∙ 𝐴൯൫𝜎⃗ ∙ 𝐵ሬ⃗ ൯ = 𝐴 ∙ 𝐵ሬ⃗ + 𝑖𝜎⃗ ∙ ൫𝐴 × 𝐵ሬ⃗ ൯,        (6a) 

൫𝜎⃗ ∙ 𝑃ሬ⃗ ൯ = 𝜎⃗ ∙ 𝑟̂ ቀ𝑟̂ ∙ 𝑃ሬ⃗ + 𝑖
ఙሬሬ⃗ ∙௅ሬ⃗

௥
ቁ,        (6b) 

together with the properties: 

൫𝜎⃗ ∙ 𝐿ሬ⃗ ൯𝑌௝௠
௟መ (𝜃, 𝜑) = (𝜅 − 1)𝑌௝௠

௟መ (𝜃, 𝜑), 

൫𝜎⃗ ∙ 𝐿ሬ⃗ ൯𝑌௝௠
௟ (𝜃, 𝜑) = −(𝜅 − 1)𝑌௝௠

௟ (𝜃, 𝜑),         (7) 

(𝜎⃗ ∙ 𝑟̂)𝑌௝௠
௟መ (𝜃, 𝜑) = −𝑌௝௠

௟ (𝜃, 𝜑), 

(𝜎⃗ ∙ 𝑟̂)𝑌௝௠
௟ (𝜃, 𝜑) = −𝑌௝௠

௟መ (𝜃, 𝜑), 

one obtains two coupled differential equations 
whose solutions are the upper and lower radial 
wave functions 𝐹௡,఑(𝑟) and 𝐺௡,఑(𝑟) as: 

ቀ
ௗ

ௗ௥
+

఑

௥
− 𝑈(𝑟)ቁ 𝐹௡,఑(𝑟) = (𝑀 + 𝐸௡఑ −

           Δ(𝑟))𝐺௡,఑(𝑟),           (8a) 

ቀ
ௗ

ௗ௥
−

఑

௥
+ 𝑈(𝑟)ቁ 𝐺௡,఑(𝑟) = (𝑀 − 𝐸௡఑ +

           Σ(𝑟))𝐹௡,఑(𝑟),         (8b) 

where 

Δ(𝑟) = 𝑉(𝑟) − 𝑆(𝑟),          (9a) 

Σ(𝑟) = 𝑉(𝑟) + 𝑆(𝑟).         (9b) 

After eliminating 𝐹௡,఑(𝑟) and 𝐺௡,఑(𝑟) in Eq. 
(8), we obtain the following two Schrödinger-
like differential equations for the upper and 
lower radial spinor components: 

ቂ
ௗమ

ௗ௥మ −
఑(఑ାଵ)

௥మ +
ଶ఑

௥
𝑈(𝑟) −

ௗ௎(௥)

ௗ௥
−

𝑈ଶ(𝑟)ቃ 𝐹௡,఑(𝑟) +
೏౴(ೝ)

೏ೝ

ெାா೙ഉି୼(௥)
ቀ

ௗ

ௗ௥
+

఑

௥
−

𝑈(𝑟)ቁ 𝐹௡,఑(𝑟) = [(𝑀 + 𝐸௡఑ − Δ(𝑟))(𝑀 − 𝐸௡఑ +

Σ(𝑟))]𝐹௡,఑(𝑟)                       (10) 

ቂ
ௗమ

ௗ௥మ −
఑(఑ିଵ)

௥మ +
ଶ఑

௥
𝑈(𝑟) +

ௗ௎(௥)

ௗ௥
−

𝑈ଶ(𝑟)ቃ 𝐺௡,఑(𝑟) +
೏ಂ(ೝ)

೏ೝ

ெିா೙ഉାஊ(௥)
ቀ

ௗ

ௗ௥
−

఑

௥
+

𝑈(𝑟)ቁ 𝐺௡,఑(𝑟) = [(𝑀 + 𝐸௡఑ − Δ(𝑟))(𝑀 − 𝐸௡఑ +

Σ(𝑟))]𝐺௡,఑(𝑟),          (11) 

respectively, where 𝜅(𝜅 − 1) = 𝑙መ൫𝑙መ + 1൯ and 
𝜅(𝜅 + 1) = 𝑙(𝑙 + 1). 

The quantum number κ is related to the 
quantum numbers for spin symmetry 𝑙 and pspin 
symmetry 𝑙መ as: 

𝜅 =

⎩
⎪⎪
⎨

⎪⎪
⎧−(𝑙 + 1) = − ቀ𝑗 +

ଵ

ଶ
ቁ ൫𝑠ଵ ଶ⁄ , 𝑝ଷ ଶ⁄ , 𝑒𝑡𝑐൯

𝑗 = 𝑙 +
ଵ

ଶ
, 𝑎𝑙𝑖𝑔𝑛𝑒𝑑 𝑠𝑝𝑖𝑛 (𝜅 < 0),

+𝑙 = + ቀ𝑗 +
ଵ

ଶ
ቁ ൫𝑝ଵ ଶ⁄ , 𝑑ଷ ଶ⁄ , 𝑒𝑡𝑐൯

𝑗 = 𝑙 −
ଵ

ଶ
, 𝑢𝑛𝑎𝑙𝑖𝑔𝑛𝑒𝑑 𝑠𝑝𝑖𝑛 (𝜅 > 0)

      

      (12) 

and the quasi-degenerate doublet structure can 
be expressed regarding a pseudo-spin angular 
momentum 𝑠̂ = 1/2 and pseudo-orbital angular 
momentum 𝑙መ, which is defined as: 

𝜅 =

⎩
⎪⎪
⎨

⎪⎪
⎧ −𝑙መ = − ቀ𝑗 +

ଵ

ଶ
ቁ ൫𝑠ଵ ଶ⁄ , 𝑝ଷ ଶ⁄ , 𝑒𝑡𝑐൯

𝑗 = 𝑙መ −
ଵ

ଶ
, 𝑎𝑙𝑖𝑔𝑛𝑒𝑑 𝑠𝑝𝑖𝑛 (𝜅 < 0),

+(𝑙መ + 1) = + ቀ𝑗 +
ଵ

ଶ
ቁ ൫𝑑ଷ ଶ⁄ , 𝑓ହ ଶ⁄ , 𝑒𝑡𝑐൯

𝑗 = 𝑙መ +
ଵ

ଶ
, 𝑢𝑛𝑎𝑙𝑖𝑔𝑛𝑒𝑑 𝑠𝑝𝑖𝑛 (𝜅 > 0),

 

           (13) 

where 𝜅 = ±1, ±2, . . .. For example, (1𝑠ଵ/ଶ, 
0𝑑ଷ/ଶ) and (0𝑝ଷ/ଶ, 0𝑓ହ/ଶ) can be considered as 
pspin doublets. 

2.1 Spin Symmetry Limit 

In the spin symmetry limit, 
ௗ୼(௥)

ௗ௥
=

0 orΔ(𝑟) = 𝐶௦ =constant, with Σ(𝑟) taken as the 
QEMR potential Eq. (1b) and the Yukawa-like 
tensor potential; i.e., 

Σ(𝑟) = 𝑉(𝑟) = 𝐷 ቂ
௔ା௕௘ష∝ೝା௖௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ −

          ቂ
஺௘ష∝ೝା஻௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ,              (14) 

𝑈(𝑟) = −
ு

௥
𝑒ି∝௥         (15) 

Under this symmetry, Eq. (10) is recast in the 
simple form: 
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ቂ
ௗమ

ௗ௥మ −
఑(఑ାଵ)

௥మ −
ଶ఑ு

௥మ −
ு

௥మ −

ுమ

௥మ ቃ 𝐹௡,఑(𝑟)=ቂ𝛾 ቀ𝐷 ቂ
௔ା௕௘ష∝ೝା௖௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ −

ቂ
஺௘ష∝ೝା஻௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃቁ + 𝛽ଶቃ 𝐹௡,఑(𝑟)        (16a) 

where 𝜅 =  𝑙 and 𝜅 =  −𝑙 − 1 for κ < 0 and κ > 
0, respectively. Also,𝛾 = (𝑀 + 𝐸௡఑ − 𝐶௦) and 
𝛽ଶ = (𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑ − 𝐶௦).     (16b) 

2.2 Pseudo-Spin Symmetry Limit 

Ginocchio [25] showed that there is a 
connection between pseudo-spin symmetry and 
near equality of the time component of the 
vector potential and the scalar potential, 𝑉(𝑟) ≈
−𝑆(𝑟). After that, [26, 27] derived that if 
ௗஊ(௥)

ௗ௥
= 0 or Σ(𝑟) = 𝐶௣௦ =constant, then pspin 

symmetry is exact in the Dirac equation. Here, 
we are taking Δ(𝑟) as the QEMR potential Eq. 
(1) and the tensor potential as the Yukawa-like 
potential. Thus, Eq. (11) is recast in the simple 
form: 

ቂ
ௗమ

ௗ௥మ −
఑(఑ିଵ)

௥మ −
ଶ఑ு

௥మ +
ு

௥మ −

ுమ

௥మ ቃ 𝐺௡,఑(𝑟)=ቂ𝛾෤ ቀ𝐷 ቂ
௔ା௕௘ష∝ೝା௖௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ −

ቂ
஺௘ష∝ೝା஻௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃቁ + 𝛽෨ଶቃ 𝐺௡,఑(𝑟)       (17a) 

where 𝜅 =  −𝑙ሚ and 𝜅 =  𝑙ሚ + 1 for κ < 0 and κ > 
0, respectively. Also, 𝛾෤ = ൫𝐸௡఑ − 𝑀 − 𝐶௣௦൯ and 
𝛽෨ଶ = (𝑀 + 𝐸௡఑)൫𝑀 − 𝐸௡఑ + 𝐶௣௦൯.     (17b) 

In order to obtain the analytic solution, we 
use an approximation for the centrifugal term as 
[20]: 

ଵ

௥మ =
ఈమ

(ଵି௘షഀೝ)మ .         (18) 

Finally, for the solutions of Eq. (16) and Eq. 
(17) with the above approximation, we will 
employ the NU method, which is briefly 
introduced in the next section. 

3. The Nikiforov–Uvarov Method 

The NU method is based on the solutions of a 
generalized second-order linear differential 
equation with special orthogonal functions. The 
hyper-geometric NU method has shown its 
power in calculating the exact energy levels of 
all bound states for some solvable quantum 
systems [21-22].  

Ψ୬
ᇱᇱ(s) + 

ఛ෤(௦)

ఙ (௦)
Ψ୬

ᇱ (s) + 
ఙ (௦)

ఙమ(௦)
Ψ୬(s) = 0       (19) 

where σ(s) and 𝜎(s) are polynomials at most 
second degree and 𝜏̃(s) represents first-degree 
polynomials. The parametric generalization of 
the (NU) method is given by the generalized 
hyper-geometric-type equation: 

𝛹′′(𝑠) + 
௖భି௖మ௦

௦(ଵି௖య௦)
𝛹′(𝑠) + 

ଵ

௦మ(ଵି௖య௦)మ
[−𝜖ଵ𝑠ଶ  +

 𝜖ଶ𝑠 − 𝜖ଷ] 𝛹(𝑠) = 0 .         (20) 

Thus, Eq. (2) can be solved by comparing it 
with Eq. (3) and the following polynomials are 
obtained: 

𝜏̃(𝑠) =  (𝑐ଵ − 𝑐ଶ𝑠), 𝜎(𝑠) = 𝑠(1 − 𝑐ଷ𝑠), 
𝜎(𝑠) =  −𝜖ଵ𝑠ଶ  + 𝜖ଶ𝑠 − 𝜖ଷ .        (21) 

The parameters obtainable from Eq. (4) serve 
as essential tools for finding the energy 
eigenvalue and eigen functions. They satisfy the 
following sets of equations, respectively: 

𝑐ଶ𝑛– (2𝑛 + 1)𝑐ହ + (2𝑛 + 1)(ඥ𝑐ଽ + 𝑐ଷඥ𝑐଼) +

𝑛(𝑛 − 1)𝑐ଷ + 𝑐଻ + 2𝑐ଷ𝑐଼ + 2ඥ𝑐଼𝑐ଽ  =  0     (22) 

(𝑐ଶ − 𝑐ଷ)𝑛 + 𝑐ଷ𝑛ଶ – (2𝑛 + 1)𝑐ହ +

(2𝑛 + 1)൫ඥ𝑐ଽ + 𝑐ଷඥ𝑐଼൯ + 𝑐଻ + 2𝑐ଷ𝑐଼ +

2ඥ𝑐଼𝑐ଽ =  0           (23) 

while the wave function is given as: 

𝛹௡(𝑠)= 
𝑁௡,௟𝑆௖భమ(1 −

𝑐ଷ𝑠)
ି௖భమି

೎భయ
೎య 𝑃௡

ቀ௖భబିଵ,
೎భభ
೎య

ି௖భబି ଵቁ
(1 − 2𝑐ଷ𝑠)   (24) 

where  

𝑐ସ =
ଵ

ଶ
(1 − 𝑐ଵ), 𝑐ହ= 

ଵ

ଶ
(𝑐ଶ − 2𝑐ଷ), 𝑐଺ = 𝑐ହ

ଶ +

 𝜖ଵ, 𝑐଻ = 2𝑐ସ𝑐ହ - 𝜖ଶ, 𝑐଼ = 𝑐ସ
ଶ +  𝜖ଷ,  

𝑐ଽ =  𝑐ଷ𝑐଻ + 𝑐ଷ
ଶ𝑐଼ + 𝑐଺, 𝑐ଵ଴ =  𝑐ଵ + 2𝑐ସ +

 2ඥ𝑐଼, 𝑐ଵଵ =  𝑐ଶ − 2𝑐ହ +  2൫ඥ𝑐ଽ +  c3ඥ𝑐଼൯ 

𝑐ଵଶ =  𝑐ସ +  ඥ𝑐଼, 𝑐ଵଷ = 𝑐ହ − ൫ඥ𝑐ଽ +  c3ඥ𝑐଼൯  

      (25) 

and 𝑃௡ represents the orthogonal polynomials. 

4. Solutions to the Dirac Equation 

We will now solve the Dirac equation with 
the QEPE potential and tensor potential by using 
the NU method. 

4.1 The Symmetric Spin Case 

To obtain the solution to Eq. (16), we employ 
the use of the transformation 𝑠 = 𝑒−𝛼𝑟. Hence, 
we rewrite it as follows: 
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ௗమி೙,ഉ(௦)

ௗ௦మ +
(ଵି௦)

௦(ଵି௦)

ௗி೙,ഉ(௦)

ௗ௦
+

ଵ

௦మ(ଵି௦)మ ቂ−𝜅(𝜅 + 1) −

2𝜅𝐻𝑠 − 2𝐻𝑠 + 𝐻𝑠ଶ − 𝐻ଶ𝑠ଶ −
ఊ

ఈమ
(𝐷𝑎 + 𝐷𝑏𝑠 +

𝐷𝑐𝑠ଶ + 𝐴𝑠 + 𝐵𝑠ଶ) −
ఉమ

ఈమ (1 − 𝑠)ଶቃ 𝐹௡,఑(𝑠) = 0, 

           (26) 

Eq. (26) is further simplified as: 

ௗమி೙,ഉ(௦)

ௗ௦మ +
(ଵି௦)

௦(ଵି௦)

ௗி೙,ഉ(௦)

ௗ௦
+

ଵ

௦మ(ଵି௦)మ ቈ− ቀ
ఉమ

ఈమ +

ఊ

ఈమ 𝐷𝑐 −
ఊ

ఈమ 𝐵 + 𝐻ଶ − 𝐻ቁ 𝑠ଶ + ቀ
ଶఉమ

ఈమ +
ఊ

ఈమ 𝐴 −

ఊ

ఈమ 𝐷𝑏 − 2𝜅𝐻 − 2𝐻ቁ 𝑠 − ቆ
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑎 +

𝜅(𝜅 + 1)ቇ቉ 𝐹௡,఑(𝑠) = 0,         (27) 

Comparing Eq. (27) with Eq. (20), we obtain:  

𝑐ଵ = 1, 𝜖ଵ =
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑐 −
ఊ

ఈమ 𝐵 + 𝐻ଶ − 𝐻  

𝑐ଶ = 1, 𝜖ଶ =
ଶఉమ

ఈమ +
ఊ

ఈమ 𝐴 −
ఊ

ఈమ 𝐷𝑏 − 2𝜅𝐻 − 2𝐻 

           (28) 

𝑐ଷ = 1, 𝜖ଷ =
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑎 + 𝜅(𝜅 + 1)  

and from Eq. (25), we further obtain: 

𝑐ସ = 0, 𝑐ହ = −
ଵ

ଶ
,  

𝑐଺ =
ଵ

ସ
+

ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑐 −
ఊ

ఈమ 𝐵 + 𝐻ଶ − 𝐻, 𝑐଻ =

− ቀ
ଶఉమ

ఈమ +
ఊ

ఈమ 𝐴 −
ఊ

ఈమ 𝐷𝑏 − 2𝜅𝐻 − 2𝐻ቁ,  

𝑐଼ =
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑎 + 𝜅(𝜅 + 1), 𝑐ଽ = ቀ𝜂఑ −
ଵ

ଶ
ቁ

ଶ
+

ఊ

ఈమ 𝐷(𝑎 + 𝑏 + 𝑐) −
ఊ

ఈమ
(𝐴 + 𝐵), where 𝜂఑ = 𝜅 +

𝐻 + 1, 

𝑐ଵ଴ = 1 + 2ට
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑎 + 𝜅(𝜅 + 1),  

𝑐ଵଵ =
2 +

2 ቆටቀ𝜂఑ −
ଵ

ଶ
ቁ

ଶ
+

ఊ

ఈమ 𝐷(𝑎 + 𝑏 + 𝑐) −
ఊ

ఈమ
(𝐴 + 𝐵) +

ට
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑎 + 𝜅(𝜅 + 1)ቇ,         (29) 

𝑐ଵଶ = ට
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑎 + 𝜅(𝜅 + 1),   

𝑐ଵଷ =

−
ଵ

ଶ
−

  ቆටቀ𝜂఑ −
ଵ

ଶ
ቁ

ଶ
+

ఊ

ఈమ 𝐷(𝑎 + 𝑏 + 𝑐) −
ఊ

ఈమ
(𝐴 + 𝐵) +

ට
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑎 + 𝜅(𝜅 + 1)ቇ  

Also, the energy eigenvalue equation can be 
obtained by using Eq. (23) as follows: 

ቆ𝑛 +
ଵ

ଶ
+

ටቀ𝜂఑ −
ଵ

ଶ
ቁ

ଶ
+

ఊ

ఈమ 𝐷(𝑎 + 𝑏 + 𝑐) −
ఊ

ఈమ
(𝐴 + 𝐵) +

ට
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑎 + 𝜅(𝜅 + 1)ቇ

ଶ

=
ఉమ

ఈమ +
ఊ

ఈమ 𝐷𝑐 −

ఊ

ఈమ 𝐵 + 𝐻ଶ − 𝐻 .         (30) 

By substituting the explicit forms of 
𝛾 𝑎𝑛𝑑 𝛽ଶ after Eq. (16) into Eq. (30), one can 
readily obtain the closed form for the energy 
formula as: 

൮𝑛 +
ଵ

ଶ
+

ඩ
ቀ𝜂఑ −

ଵ

ଶ
ቁ

ଶ
+

஽(௔ା௕ା௖)

ఈమ
(𝑀 + 𝐸௡఑ − 𝐶௦) −

(஺ା஻)

ఈమ
(𝑀 + 𝐸௡఑ − 𝐶௦)

+

ඩ

ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑ − 𝐶௦)൯ +

஽௔

ఈమ
(𝑀 + 𝐸௡఑ − 𝐶௦) + 𝜅(𝜅 + 1)

൲

ଶ

=

ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑ − 𝐶௦)൯ +
஽௖

ఈమ
(𝑀 +

𝐸௡఑ − 𝐶௦) −
஻

ఈమ
(𝑀 + 𝐸௡఑ − 𝐶௦) + 𝐻ଶ − 𝐻.  (31) 

On the other hand, to find the corresponding 
wave functions, referring to Eq. (29) and Eq. 
(24), we obtain the upper component of the 
Dirac spinor from Eq. (24) as: 

𝐹௡,఑(𝑠) = 𝐵௡,఑𝑠
ටഁమ

ഀమା
ം

ഀమ஽௔ା఑(఑ାଵ)
 (1 −

𝑠)
భ

మ
ାටቀఎഉି

భ

మ
ቁ

మ
ା

ം

ഀమ஽(௔ା௕ା௖)ି
ം

ഀమ(஺ା஻)
  

𝑃௡
⎝

⎛
ଶටഁమ

ഀమା
ം

ഀమ஽௔ା఑(఑ାଵ),ଶ

ටቀఎഉି
భ

మ
ቁ

మ
ା

ം

ഀమ஽(௔ା௕ା௖)ି
ം

ഀమ(஺ା஻)⎠

⎞

(1 − 2𝑠) 
                        (32) 

where 𝐵௡,఑ is the normalization constant. The 
lower component of the Dirac spinor can be 
calculated from Eq. (8a): 



Article  Louis et al. 

 108

𝐺௡,఑(𝑟) =
ଵ

(ெାா೙ഉି஼ೞ)
ቀ

ௗ

ௗ௥
+

఑

௥
− 𝑈(𝑟)ቁ 𝐹௡,఑(𝑟) 

           (33) 
where  𝐸௡఑ ≠ −𝑀 + 𝐶௦. 

4.2 The Pseudo-Spin Symmetric Case 

To avoid repetition in the solution of Eq. 
(17), we follow the same procedure explained in 
section 4.1 and hence obtain the following 
energy eigenvalue equation: 

ቆ𝑛 +
ଵ

ଶ
+

ටቀᴧ఑ −
ଵ

ଶ
ቁ

ଶ
+

ఊ෥

ఈమ 𝐷(𝑎 + 𝑏 + 𝑐) −
ఊ෥

ఈమ
(𝐴 + 𝐵) +

ටఉ෩మ

ఈమ +
ఊ෥

ఈమ 𝐷𝑎 + 𝜅(𝜅 − 1)ቇ

ଶ

=
ఉ෩మ

ఈమ +
ఊ෥

ఈమ 𝐷𝑐 +

ఊ෥

ఈమ 𝐴 + 𝐻ଶ + 𝐻 .         (34) 

By substituting the explicit forms of 
𝛾෤ 𝑎𝑛𝑑 𝛽෨ଶafter Eq. (17b) into Eq. (34), one can 
readily obtain the closed form for the energy 
formula as: 

൮𝑛 +
ଵ

ଶ
+

ඩ
ቀᴧ఑ −

ଵ

ଶ
ቁ

ଶ
+

஽(௔ା௕ା௖)

ఈమ ൫𝐸௡఑ − 𝑀 − 𝐶௣௦൯

+
஻

ఈమ ൫𝐸௡఑ − 𝑀 − 𝐶௣௦൯
+

ඩ

ଵ

ఈమ ቀ(𝑀 + 𝐸௡఑)൫𝑀 − 𝐸௡఑ + 𝐶௣௦൯ቁ +

஽௔

ఈమ ൫𝐸௡఑ − 𝑀 − 𝐶௣௦൯ + 𝜅(𝜅 − 1)
൲

ଶ

=

ଵ

ఈమ ቀ(𝑀 + 𝐸௡఑)൫𝑀 − 𝐸௡఑ + 𝐶௣௦൯ቁ +
஽௖

ఈమ ൫𝐸௡఑ − 𝑀 − 𝐶௣௦൯ −
஻

ఈమ ൫𝐸௡఑ − 𝑀 − 𝐶௣௦൯ +

𝐻ଶ + 𝐻           (35) 

and the corresponding wave functions for the 
upper Dirac spinor as: 

𝐺௡,఑(𝑟) = 𝐵෨௡,఑𝑠
ට

෩ഁమ

ഀమା
ം෥

ഀమ஽௔ା఑(఑ିଵ)
(1 −

𝑠)
భ

మ
ାටቀᴧഉି

భ

మ
ቁ

మ
ା

ം෥

ഀమ஽(௔ା௕ା௖)ି
ം෥

ഀమ(஺ା஻)
  

𝑃௡
⎝

⎛
ଶට

෩ഁమ

ഀమା
ം෥

ഀమ஽௔ା఑(఑ିଵ),

 ଶටቀᴧഉି
భ

మ
ቁ

మ
ା

ം෥

ഀమ஽(௔ା௕ା௖)ି
ം෥

ഀమ(஺ା஻)⎠

⎞

(1 − 2𝑠) 
           (36) 

where ᴧ఑ =  𝜅 + 𝐻 and 𝐵෨௡,఑ is the normalization 
constant. Finally, the upper-spinor component of 

the Dirac equation can be obtained via Eq. (8b) 
as: 

𝐹௡,఑(𝑟) =
ଵ

൫ெିா೙ഉା஼೛ೞ൯
ቀ

ௗ

ௗ௥
−

఑

௥
+ 𝑈(𝑟)ቁ 𝐺௡,఑(𝑟) 

           (37) 

where 𝐸௡఑ ≠ 𝑀 + 𝐶௣௦. 

5. Discussion 

In this section, we are going to study some 
individual cases of the energy eigenvalues given 
by Eq. (31) and Eq. (35) for the spin and pseudo-
spin symmetries, respectively. 

Case 1: If one set 𝐶௦ = 0, 𝐶௣௦ = 0, 𝐴 = 𝐵 = 0 in 
Eq. (31) and Eq. (35), we obtain the energy 
equation of quadratic exponential-type 
potential for spin and pseudo-spin symmetric 
Dirac theory, respectively as: 

൮𝑛 +
ଵ

ଶ
+ ටቀ𝜂఑ −

ଵ

ଶ
ቁ

ଶ
+

஽(௔ା௕ା௖)

ఈమ
(𝑀 + 𝐸௡఑) +

ඩ

ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑)൯ +

஽௔

ఈమ
(𝑀 + 𝐸௡఑) + 𝜅(𝜅 + 1)

൲

ଶ

=

ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑)൯ +
஽௖

ఈమ
(𝑀 + 𝐸௡఑) +

𝐻ଶ − 𝐻                        (38) 

and 

൮𝑛 +
ଵ

ଶ
+ ටቀᴧ఑ −

ଵ

ଶ
ቁ

ଶ
+

஽(௔ା௕ା௖)

ఈమ
(𝐸௡఑ − 𝑀) +

ඩ

ଵ

ఈమ ൫(𝑀 + 𝐸௡఑)(𝑀 − 𝐸௡఑)൯ +

஽௔

ఈమ
(𝐸௡఑ − 𝑀) + 𝜅(𝜅 − 1)

൲

ଶ

=

ଵ

ఈమ ൫(𝑀 + 𝐸௡఑)(𝑀 − 𝐸௡఑)൯ +
஽௖

ఈమ
(𝐸௡఑ − 𝑀) +

𝐻ଶ + 𝐻 .          (39) 

Eq. (38) and Eq. (39) are parallel to Eq. (45) 
of ref. [31] 

Case 2: If one set 𝐶௦ = 0, 𝐶௣௦ = 0, 𝐷 = 0 in Eq. 
(31) and Eq. (35), we obtain the energy 
equation of Manning-Rosen potential for spin 
and pseudo-spin symmetric Dirac theory, 
respectively as: 
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ቆ𝑛 +
ଵ

ଶ
+

ටቀ𝜂఑ −
ଵ

ଶ
ቁ

ଶ
−

஺

ఈమ
(𝑀 + 𝐸௡఑) −

஻

ఈమ
(𝑀 + 𝐸௡఑) +

ට
ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑)൯ + 𝜅(𝜅 + 1)ቇ

ଶ

=

ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑)൯ −
஻

ఈమ
(𝑀 + 𝐸௡఑) +

𝐻ଶ − 𝐻              (40) 

and 

ቆ𝑛 +
ଵ

ଶ
+

ටቀᴧ఑ −
ଵ

ଶ
ቁ

ଶ
−

஺

ఈమ
(𝐸௡఑ − 𝑀) −

஻

ఈమ
(𝐸௡఑ − 𝑀) +

ට
ଵ

ఈమ ൫(𝑀 + 𝐸௡఑)(𝑀 − 𝐸௡఑)൯ + 𝜅(𝜅 − 1)ቇ

ଶ

=

ଵ

ఈమ
(𝑀 + 𝐸௡఑)(𝑀 − 𝐸௡఑) −

஻

ఈమ
(𝐸௡఑ − 𝑀) +

𝐻ଶ + 𝐻 .          (41) 

Case 3: If one set 𝐶௦ = 0, 𝐶௣௦ = 0, 𝐴 = 𝐵 = 0, 
𝑏 =  1,𝑐 = −1 and 𝐷 = −𝐷, Eq. (1b) 
reduces to the Hulthen potential: 

𝑉(𝑟) = −𝐷
௘ష∝ೝ

ଵି௘ష∝ೝ .        (42) 

From Eq. (31) and Eq. (35), if 𝐶௦ = 0, 𝐶௣௦ =

0, we obtain the energy equation of Hulthen 
potential for spin and pseudo-spin symmetric 
Dirac theory, respectively as: 

ቆ𝑛 + 𝜂఑ +

ට
ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑)൯ + 𝜅(𝜅 + 1)ቇ

ଶ

=

ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑)൯ +
஽

ఈమ
(𝑀 + 𝐸௡఑) +

𝐻ଶ − 𝐻            (43) 

and 

ቆ𝑛 + ᴧ఑ +

ට
ଵ

ఈమ ൫(𝑀 + 𝐸௡఑)(𝑀 − 𝐸௡఑)൯ + 𝜅(𝜅 − 1)ቇ

ଶ

=

ଵ

ఈమ ൫(𝑀 + 𝐸௡఑)(𝑀 − 𝐸௡఑)൯ +
஽

ఈమ
(𝐸௡఑ − 𝑀) +

𝐻ଶ + 𝐻 .          (44) 

Eq. (43) and Eq. (44) are similar to the energy 
eigenvalue Eq. (26) of ref. [32] which represents 
the pseudo-spin and spin symmetry solutions 

obtained for the Hulthen potential within a 
Yukawa-type tensor interaction. 

Case 4: If 𝐴 = 𝐵 = 0, 𝑎 =  1, 𝑏 = −2(1 + 𝛿), 
𝑐 = (1 + 𝛿)ଶ and 𝛿 = 𝑒∝௥೐ − 1, Eq. (1b) 
reduces to the generalized Morse potential: 

𝑉(𝑟) = 𝐷 ቂ
ଵିଶ(ଵାఋ)௘ష∝ೝା௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ        (45) 

From Eq. (31) and Eq. (35), if 𝐶௦ = 0, 𝐶௣௦ =

0, we obtain the energy equation generalized 
Morse potential for spin and pseudo-spin 
symmetric Dirac theory, respectively as: 

൮𝑛 +
ଵ

ଶ
+ ටቀ𝜂఑ −

ଵ

ଶ
ቁ

ଶ
+

஽ఋమ

ఈమ
(𝑀 + 𝐸௡఑) +

ඩ

ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑)൯ +

஽

ఈమ
(𝑀 + 𝐸௡఑) + 𝜅(𝜅 + 1)

൲

ଶ

=

ଵ

ఈమ ൫(𝑀 − 𝐸௡఑)(𝑀 + 𝐸௡఑)൯ +
஽(ଵାఋ)మ

ఈమ
(𝑀 +

𝐸௡఑) + 𝐻ଶ + 𝐻          (46) 

and 

൮𝑛 +
ଵ

ଶ
+ ටቀᴧ఑ −

ଵ

ଶ
ቁ

ଶ
+

஽ఋమ

ఈమ
(𝐸௡఑ − 𝑀) +

ඩ

ଵ

ఈమ ൫(𝑀 + 𝐸௡఑)(𝑀 − 𝐸௡఑)൯ +

஽

ఈమ
(𝐸௡఑ − 𝑀) + 𝜅(𝜅 − 1)

൲

ଶ

=

ଵ

ఈమ ൫(𝑀 + 𝐸௡఑)(𝑀 − 𝐸௡఑)൯ +
஽(ଵାఋ)మ

ఈమ
(𝐸௡఑ −

𝑀) + 𝐻ଶ − 𝐻 .         (47) 

In the same manner, Eq. (46) and Eq. (47) are 
comparable to Eq. (31) of ref. [33] on the bound-
state solutions for the Morse potential. 

Case 5: Let us now discuss the relativistic limit 
of the energy eigenvalues and wave functions 
of our solutions. If we take 𝐶௦ = 0, 𝐻 =
0, 𝜅 → 𝑙 and put 𝑆(𝑟) = 𝑉(𝑟) = Σ(𝑟), the 
non-relativistic limit of energy Eq. (31) and 
wave function (32) under the following 

appropriate transformations 𝑀 + 𝐸௡఑ →
ଶఓ

ђమ , 

and 𝑀 − 𝐸௡఑ → −𝐸௡௟ become: 
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𝐸௡௟ =

−
ఈమћమ

ଶఓ

⎩
⎪
⎨

⎪
⎧

⎣
⎢
⎢
⎢
⎢
⎡ ଶ௟(௟ାଵ)ା

మഋವ

ഀమћమ(ଶ௔ା௕)ି
మഋ

ഀమћమାቀ௡మା௡ା
భ

మ
ቁା

(ଶ௡ାଵ)ටቀ௟ା
భ

మ
ቁ

మ
ା

మഋ

ഀమћమ(௔ା௕ା௖)ି
మഋ

ഀమћమ(஺ା஻)

(ଶ௡ାଵ)ାଶඩ
ቀ௟ା

భ

మ
ቁ

మ
ା

మഋವ

ഀమћమ(௔ା௕ା௖)ି
మഋ

ഀమћమ(஺ା஻) ⎦
⎥
⎥
⎥
⎥
⎤

ଶ

−

ଶఓ஽௔

ఈమћమ −  𝑙(𝑙 + 1)

⎭
⎪
⎬

⎪
⎫

         (48) 

and the associated wave functions 𝐹௡఑(𝑠) →

𝑅௡,௟(𝑠) are: 

𝑅௡,௟(𝑠) = 𝑁௡,௟𝑠
௎

ଶൗ (1 − 𝑠)
(௏ିଵ)

ଶൗ 𝑃௡
(௎,௏)

(1 −
2𝑠),           (49) 

where 𝑈 = 2ට
ଶఓா೙೗

∝మћమ +
ଶఓ஽௔

ఈమћమ + 𝑙(𝑙 + 1) and 

𝑉 = 2ඩ
ቀ𝑙 +

ଵ

ଶ
ቁ

ଶ
+

ଶఓ஽

ఈమћమ
(𝑎 + 𝑏 + 𝑐)

−
ଶఓ

ఈమћమ (𝐴 + 𝐵)
       (50) 

Case 6: If one 𝐴 = 𝐵 = 0 in Eq. (48), we obtain 
the energy equation of quadratic exponential-
type potential in the non-relativistic limit as: 

𝐸௡௟ =

−
ఈమћమ

ଶఓ

⎩
⎪
⎨

⎪
⎧

⎣
⎢
⎢
⎢
⎢
⎡

ଶ௟(௟ାଵ)ା
మഋವ

ഀమћమ(ଶ௔ା௕)ାቀ௡మା௡ା
భ

మ
ቁା

(ଶ௡ାଵ)ටቀ௟ା
భ

మ
ቁ

మ
ା

మഋವ

ഀమћమ(௔ା௕ା௖)

(ଶ௡ାଵ)ାଶටቀ௟ା
భ

మ
ቁ

మ
ା

మഋವ

ഀమћమ(௔ା௕ା௖)

⎦
⎥
⎥
⎥
⎥
⎤

ଶ

−

ଶఓ஽௔

ఈమћమ −  𝑙(𝑙 + 1)

⎭
⎪
⎬

⎪
⎫

 .         (51) 

Case 7: If 𝐷 = 0 in Eq. (48), we obtain the 
energy equation of the Manning-Rosen 
potential in the non-relativistic limit as: 

𝐸௡௟ = −
ఈమћమ

ଶఓ

⎩
⎪
⎨

⎪
⎧

⎣
⎢
⎢
⎢
⎢
⎡

ଶ௟(௟ାଵ)ି
మഋಲ

ഀమћమାቀ௡మା௡ା
భ

మ
ቁା

(ଶ௡ାଵ)ටቀ௟ା
భ

మ
ቁ

మ
ି

మഋ

ഀమћమ(஺ା஻)

(ଶ௡ାଵ)ାଶටቀ௟ା
భ

మ
ቁ

మ
ି

మഋ

ഀమћమ(஺ା஻)

⎦
⎥
⎥
⎥
⎥
⎤

ଶ

−

 𝑙(𝑙 + 1)

⎭
⎪
⎬

⎪
⎫

 .          (52) 

Case 8: If 𝐴 = 𝐵 = 0, 𝑎 =  0, 𝑏 =  1,𝑐 = −1 
and 𝐷 = −𝐷, Eq. (1b) reduces to the Hulthen 
potential: 

𝑉(𝑟) = −𝐷
௘ష∝ೝ

ଵି௘ష∝ೝ .         (53) 

From Eq. (48), we obtain the energy equation 
of Hulthen potential for a spin and pseudo-spin 
symmetric Dirac theory, respectively as: 

𝐸௡௟ =

−
ఈమћమ

ଶఓ
൞቎

ଶ௟(௟ାଵ)ି
మഋವ

ഀమћమାቀ௡మା௡ା
భ

మ
ቁା(ଶ௡ାଵ)ටቀ௟ା

భ

మ
ቁ

మ

(ଶ௡ାଵ)ାଶටቀ௟ା
భ

మ
ቁ

మ
቏

ଶ

−

 𝑙(𝑙 + 1)ൢ .          (54) 

Case 9: If 𝐴 = 𝐵 = 0, 𝑎 =  1, 𝑏 = −2(1 + 𝛿), 
𝑐 = (1 + 𝛿)ଶ and 𝛿 = 𝑒∝௥೐ − 1, Eq. (1b) 
reduces to the generalized Morse potential: 

𝑉(𝑟) = 𝐷 ቂ
ଵିଶ(ଵାఋ)௘ష∝ೝା௘షమ∝ೝ

(ଵି௘ష∝ೝ)మ ቃ .       (55)  

From Eq. (48), we obtain the energy equation 
of generalized Morse potential as: 

𝐸௡௟ = −
ఈమћమ

ଶఓ

⎩
⎪
⎨

⎪
⎧

⎣
⎢
⎢
⎢
⎢
⎡

ଶ௟(௟ାଵ)ି
మഋವഃ

ഀమћమ ାቀ௡మା௡ା
భ

మ
ቁା

(ଶ௡ାଵ)ටቀ௟ା
భ

మ
ቁ

మ
ା

మഋವഃమ

ഀమћమ

(ଶ௡ାଵ)ାଶටቀ௟ା
భ

మ
ቁ

మ
ା

మഋವഃమ

ഀమћమ

⎦
⎥
⎥
⎥
⎥
⎤

ଶ

−

ଶఓ஽

ఈమћమ −  𝑙(𝑙 + 1)

⎭
⎪
⎬

⎪
⎫

 .         (56) 
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6. Conclusion 

We solve the Dirac equation for the quadratic 
exponential-type potential plus Manning-Rosen 
potential including a Yukawa-like tensor 
potential with arbitrary spin-orbit coupling 
quantum number κ using the Nikiforov-Uvarov 
(NU) method. The energy spectrum of the 
Manning-Rosen potential obtained in Eq. (52) is 
parallel to the eigenstate solution obtained in Eq. 
(45) of ref. [34] and both describe the potential 

in the non-relativistic limit. Similarly, the energy 
equation of Hulthen potential for a spin and 
pseudo-spin symmetric Dirac theory obtained in 
Eq. (54) is comparable to the Dirac solutions 
evaluated in Eq. (48) of ref. [20]. The various 
eigenstate energy solutions obtained are in 
concordance order and hence can find a useful 
application in atomic spectroscopy and 
astrophysical sciences [35]. 
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Abstract: Dry deposition is the primary mechanism by which suspended particles are 
transported from gas onto surfaces. Prediction of this transport rate represented by the dry 
deposition velocity (Vd) is needed in a vast range of applications, such as atmospheric 
climate and air quality models, industrial processes, nanomaterials, clean rooms, building 
engineering, particle losses inside sampling lines, health effect of atmospheric particles and 
pharmaceutics. The particle transport rate towards the surface depends on many factors: 
above-surface air flow and fluid characteristics, physical characteristics of the particles and 
surface properties. Although dry deposition models have been improved significantly, they 
still need to be further developed to improve the model accuracy and include weak 
mechanisms of particle transport. In general, a dry deposition model incorporates Fickian 
diffusion (Brownian and Eddy) and gravitational settling. Turbophoresis was introduced to 
compensate for the enhancement in Vd as a result of inhomogeneous turbulent mixing. In 
real-life conditions, electrophoresis and thermophoresis are not strong enough mechanisms 
to be included in model calculations, but for some applications (such as air purifiers), these 
transport mechanisms are very important to be considered in model formulation. 
Magnetophoresis, which is a very weak mechanism in real-life conditions, can be enhanced 
for certain industrial applications. In general, deposition surfaces are rarely smooth and 
researchers have put great efforts to describe surface roughness in dry deposition models. 
After all, a unified dry deposition formulation is needed to be developed/ improved in the 
future to make dry deposition prediction and calculations easier and more accurate. In this 
paper, we present the basic concepts that have been developed and implemented in dry 
deposition models and illustrate the effect of different processes on the transport rate of 
suspended particles in the fluids towards surfaces. As a benchmark for the accuracy of the 
current dry deposition modelling, we present a comparison between model calculations and 
experimental data-bases found in the literature.  
Keywords: Fickian diffusion, Gravitational settling, Turbophoresis, Electrophoresis, 

Thermophoresis, Magnetophoresis. 
 

 

1. Introduction 

Particle deposition onto surfaces is an 
important phenomenon from many aspects. It 
has a wide of range applications, such as 
environmental, industrial, medical, … etc. The 
effectiveness of the deposition mechanism is 
usually represented by the dry deposition 
velocity (Vd), which is derived from the particle 
flux towards the surface across the so-called 
concentration boundary layer [1–4]. Above any 
type of surface, Vd depends on the physical 

properties of the deposited particle (such as 
particle size, shape, density, … etc.), fluid and 
air flow characteristics inside the concentration 
boundary layer and surface properties [5–14]. 
Detailed calculation of these features is not 
possible in practical applications, which calls for 
simple mathematical formulae for Vd [2]. 

The main challenge in calculating Vd, 
especially deriving a simple and accurate 
formula, is to find appropriate values for the 
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boundary-layer parameters (y0 and ycbl), which 
are depicted in Fig. 1. For a smooth surface, 
there is a well-known dependence of Vd on the 
particle size [2, 3, 14–20]. Above a rough 
surface, y0 and ycbl are shifted away from the 

surface, so that Vd is different from that above a 
smooth surface (Fig. 2). Accounting for surface 
roughness in model calculations is complicated, 
but it is extremely important. 

 

 

 
FIG. 1. Schematic illustration for the dry deposition of a particle (radius rp) onto a smooth surface. The particle 

number concentration within the boundary layer is zero (C = 0) at y0 and C = C∞ at ycbl. Figure was adopted 
from Hussein et al. [12]. 

 

 
FIG. 2. Universal curve of dimensionless dry deposition velocity (Vd

+) versus particle diameter (Dp) or 
dimensionless particle relaxation time (p

+). This curve represents deposition onto vertical surfaces. Figure 
was adopted from Hussein et al. [12]. 
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Dry deposition mechanism onto a surface is 
believed to occur through two main stages: First, 
advection and turbulent mixing that transport 
suspended particles towards the deposition 
surface. Second, the particles are transported via 
several mechanisms across the boundary layer, 
which is a thin layer above the surface. It is 
believed that the second stage is the one that 
controls the deposition mechanism when the gas 
is turbulently well mixed. Guha [2] identified the 
most important transport mechanisms across the 
boundary layer as Fickian diffusion, 
thermophoresis, turbophoresis, electrophoresis 
and gravitational settling. Saffman lift force, 
pressure diffusion, stressphoresis and 
diffusiophoresis are often ignored due to their 
very small effects compared to other 
mechanisms, lack of understanding and 
complications to incorporate them in deposition 
models. Nowadays, magnetophoresis can have 
important applications, because it enables to 
produce magnetic fields higher than before. 

As mentioned above, particle size is one of 
the important parameters needed for calculating 
Vd. In general, there is a well-known universal 
dependence of the dimensionless dry deposition 
velocity (Vd

+) and the dimensionless particle 
relaxation time (p

+), spaning over 6 orders of 
magnitude of particle diameter (Dp) and about 9 
orders of magnitude of Vd (Fig. 2). Dry 
deposition is usually considered according to 
three regimes for Vd curve onto vertical smooth 
surfaces [2, 7, 15, 17, 20]: (1) Turbulent particle 
diffusion regime (p

+ < 1), (2) Eddy diffusion-
impaction regime (p

+ 0.1–10) and (3) Particle 
inertia-moderated regime (+ > 10). In the first 
regime, deposition is affected by a combination 
of Brownian and Eddy diffusion, where Vd is 
proportional to Sc-2/3 and increases with 
increasing turbulent intensity. The second 
regime is characterized by a sharp increase of 
Vd

+ with p
+, where Friedlander and Johnstone 

[2] and Davis [16] proposed that particles 
acquire velocities towards the wall due to the 
turbulent eddies in the turbulent core and buffer 
layer and then coast across the viscous sublayer 
because of their inertia. In the third regime, Vd

+ 
is saturated with p

+ and eventually decreases 
with increasing p

+ [18, 19]. 

In this paper, we present a review about the 
three-layer deposition model with respect to the 
types of mechanisms and processes and illustrate 

that with numerical model simulations compared 
to some empirical observations. 

2. Model Development and Description 

2.1 Particle Flux across the Boundary Layer 

Dry deposition of particles onto surfaces has 
been of great interest for more than 80 years [1, 
21, 22]. There are two main approaches for 
calculating Vd [2]: Eulerian and Lagrangian. The 
three-layer deposition model follows an Eulerian 
approach [3, 4, 11]. The name “three-layer” 
comes from the fact that in this model, the 
viscous boundary layer is considered as three 
sub-layers. Many models have been developed 
based on three main particle transport 
mechanisms: Brownian diffusion, turbulent 
diffusion and gravitational settling. Additionally, 
some models incorporate other mechanisms, 
such as thermophoresis, electrostatic drifting, 
turbophoresis, … etc. [2, 4, 8, 9, 11, 23]. 

The three-layer dry deposition model is based 
on the understanding that there is a very thin 
particle concentration boundary layer within the 
turbulent boundary layer above a surface. The 
particle flux, J [m-2s-1], across the concentration 
boundary layer is written in the general form 

 
(1)  

where the terms on the right-hand side 
respectively represent the particle flux due to 
Fickian diffusion (Brownian and Eddy), 
gravitation settling, turpophoresis, 
thermophoresis, electrophoresis, 
magnetophoresis and the sum of other weak 
mechanisms, which can be included in the model 
formulation if needed. The validity of Eq. (1) has 
the following assumptions [3]: (a) steady-state 
particle flux across the boundary layer, one-
dimensional and perpendicular to the surface, (b) 
the particle concentration gradient exists only 
very close to the deposition surface, (c) there are 
no sources or sinks of particles within the 
boundary layer and (d) the surface is a perfect 
sink for particles. 

As illustrated in Fig. 1, the particle reaches a 
smooth surface – or in other words: hydraulically 
smooth surface – and gets deposited on it when 
its center is at height y0 from the deposition 
surface. Basically, for spherical particles, this is 
the radius of the particle (i.e., y0 = rp). At this 
height, the particle concentration is zero in the 


n

nMagElecTherTurboGravFickian JJJJJJJJ
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fluid right above the surface. The concentration 
boundary layer is assumed to have an upper limit 
above which particle concentration becomes 
homogeneous (i.e., dC/dy = 0) as a result of the 
turbulent air mixing [24]. This implies that at the 
top of the concentration boundary layer (i.e., ycbl) 
is set at the maximum concentration (i.e., C). 

In the case of a rough surface – or in other 
words: hydraulically rough surface – the 
concentration boundary layer is shifted away 
from the surface (i.e., y0 = rp + F), where F is a 
function of surface roughness characteristics 
[12]. It has been confirmed that surface 
roughness enhances Vd in the particle diffusion 
regime and the diffusion-impaction regime. In 
general, topography of a rough surface distorts 
the air flow characteristics above the surface and 
the boundary layer itself resulting in a shorter 
stopping distance of migrated particles towards 
the surface [2, 3, 13, 14, 25–27]. Many studies 
relied on the surface roughness formulation 
based on a single surface property, which is the 
surface roughness height [5, 7, 11, 28]. 
However, with this assumption, such dry 
deposition formulae fail in predicting Vd. 
Recently, a new approach was provided by 
Hussein et al. [12] to account for surface 
roughness based on hybrid parameter (F), which 
is a combination of surface roughness height (K) 
and peak-to-peak distance (L) between the 
roughness elements. In essence, F represents an 
effective surface roughness length that is used in 
the assumption for the shift in the concentration 
boundary layer. 

Mathematically, the boundary conditions to 
solve the particle flux equation are: 

0
 Fry p

C     and 1
 cblyy

C .         (2) 

Finally, the overall Vd due to all mechanisms 
included in the particle flux Eq. (1) is simply 
calculated according to the first assumption at 
the top of the concentration boundary layer: 




C

J
Vd .            (3) 

Usually, the particle flux equation is 
converted into a dimensionless form and then 
solved. Table 1 lists the nomenclature of each 
parameter and its conversion into dimensionless 
form. 

 

Fickian Diffusion 

The term “Fickian diffusion” refers to both 
Brownian diffusion and Eddy diffusion and the 
particle flux is written as a modified form of 
Fick’s first law [2]: 

 
dy

dC
DJ pFickian  

 
          (4) 

where D [m2 s-1] is Brownian diffusivity and 
p [m2 s-1] is Eddy diffusivity of the particle. 
Contrary to Brownian diffusivity (D), Eddy 
diffusivity (p) within the boundary layer 
increases with distance from the surface (p = 0 
at the surface) due to the physical constraints 
imposed by the surface. Therefore, p is a 
function of the distance from the surface in 
dimensionless form (y+) and the air turbulent 
viscosity (t); see for example Table 2. 
Typically, the concentration boundary layer is 
treated as three sublayers when defining the 
dependence of p on t. This brought the name 
“three-layer” to the Eulerain approach of the 
deposition model. 

 
Gravitational Settling 

While diffusion is the dominant mechanism 
for small particles, gravitational settling is the 
dominant mechanism for big particles. The 
gravitational settling velocity (Vs) of a particle is 
the terminal velocity towards the surface [29, 
30]: 

  2

1

3

4







 
 c

D

pp

s C
C

gD
V




          (5) 

where g [m s-2] is the gravitational acceleration, 
Dp [m] is the particle diameter, p [kg m-3] is the 
particle density,  [kg m-3] is the gas density, CD 
[--] is the drag coefficient and Cc [--] is the 
Cunningham slip correction coefficient. 

The particle flux due to gravitational settling 
is simply written as: 

CiVJ sGrav  .
  

           (6) 

The deposition surface orientation as vertical, 
horizontal facing up (floor) or horizontal facing 
down (ceiling) is presented in the term i as 0, 1 
or -1, respectively. 
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TABLE 1. List of important variables that appeared in the text. 
B Tesla magnetic field nearby a surface 
C m-3 particle concentration within the boundary layer, in dimensionless form C+ = 

C/ C∞ 
C∞ m-3 particle concentration above the boundary layer or far away from the surface 
Cc -- Cunningham slip correction coefficient 
CD -- drag coefficient 
CP J kg-1 K-1 specific heat capacity of air 

D


m2 s-1 Brownian diffusivity of the particle, pcB DTCkD 3  

D+ = (p + D)/ 
Dp m particle diameter, in dimensionless form Dp

+ = Dpu*/ 
E N/C electric field due to charge accumulation on a surface 
e C elementary charge of the electron, e = 1.610-19 C 
g m s-2 acceleration of gravity 
HTher -- thermophoretic coefficient by Talbot et al. [33] 
J m-2 s-1 total particle flux across the concentration boundary layer towards the surface 
JElec m-2 s-1 particle flux due to electrophoresis, which is caused by electrostatic interaction 

between the deposited particle and the deposition surface 
JFickian m-2 s-1 particle flux due to Brownian and Eddy diffusions 
JGrav m-2 s-1 particle flux to gravitational settling 
JMag m-2 s-1 particle flux due to electrophoresis, which is caused by magnetic force exerted 

on the deposited particle 
JTher m-2 s-1 particle flux due to thermophoresis, which is caused by nearby surface 

temperature gradients 
JTurbo m-2 s-1 particle flux due to turbophoresis, which is caused by inhomogeneous mixing 
Jn m-2 s-1 particle flux across the concentration boundary layer due to other mechanisms 

to be included in the model in the future 
K m roughness height, in dimensionless form K+ = Ku*/ 
K -- von Karman’s constant 
Ka W m-2 K-1 thermal conductivity of air 
Kp W m-2 K-1 thermal conductivity of the particle 
kB Joul/K Boltzmann constant 
Kn -- Knudsen number, Kn = 2/Dp 
Sc -- Schmidt number Sc =  
L m peak-to-peak distance between roughness elements, in dimensionless form   

L+ = Lu*/ 
mp kg particle mass 
n -- number of elementary charges carried by the particle 
Pr -- Prandtl number of air 
Re -- Reynolds number, Re = VDp/ 
rp m particle radius, in dimensionless form rp

+ = rpu*/ 
T K absolute temperature 
T K temperature difference, Tair - Tsurface 
u*

 
m s-1 friction velocity 

Vd m s-1 deposition velocity onto a surface, in dimensionless form Vd
+ = Vd/u* 

VElec m s-1 migration velocity due to electrophoresis, VElec
+ = VElec/u* 

VMag m s-1 migration velocity due to magnetophoresis, VMag
+ = VMag/u* 

Vs m s-1 gravitational settling velocity, in dimensionless form Vs
+ = Vs/u* 

Vt m s-1 migration velocity towards a surface due to turbophoresis, Vt
+ = Vt/u* 

VTher m s-1 migration velocity due to thermophoresis, VTher
+ = VTher/u* 
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2' yV  m2 s-2 air wall normal fluctuating velocity intensity, in dimensionless form by Guha 

[2] after Kallio and Reeks [19]: 
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and in dimensionless form  222 *'' uVV pypy 


 

y m vertical distance from the surface, in dimensionless form y+ = yu*/ 
y0 m distance from the surface at which the particle with a radius rp is deposited, in 

dimensionless form y0
+ = y0u*/ 

ycbl m depth of the concentration boundary layer above which dC/dy = 0 
in dimensionless form *uyy cblcbl 

  

p m2 s-1 Eddy diffusivity of the particle, see also Table 2 
 m mean free path of air molecules 
 kg m-1 s-1 dynamic viscosity of the fluid 
 m2 s-1 kinematic viscosity of the fluid,  
t m2 s-1 air turbulent viscosity, see also Table 2 
 kg m-3 fluid density  
p kg m-3 particle density 
t -- turbulent Schmidt number 
L s Lagrangian time-scale of the fluid by Johansen [7]: 2' ytL V   and in 

dimensionless form    2*uLL   

p s particle relaxation time, pcpp DCm  3 , in dimensionless form 

   2*upp 

 (*) The validity of this expression is limited for p
+ < 138. Most small particles meet this criterion because their 

p < 10; and thus, this formula is reasonable [4]. 

 

Turbophoresis 

Turbophoresis is a phenomenon that leads to 
the net migration of particles from regions of 
high Eddy diffusivity to regions of low Eddy 
diffusivity [2, 31]. This phenomenon is 
significant for particles with high inertia 
suspended in inhomogeneous turbulent fluid. In 
case of law air speed and small particles, particle 
momentum is small enough, so that 
turbophoresis can be neglected. 

The particle flux due to this mechanism is 
written as: 

CVJ tTurbo 
  

          (7) 

where (Vt) is the deposition velocity due to this 
mechanism: 

2'pypt V
dy

d
V  .           (8) 

Here, p [s] is the particle relaxation time: 

p

cp
p D

Cm




3
             (9) 

where mp [kg] is the particle mass, Cc [--] is the 
Cunningham slip correction coefficient,  µ [kg 
m-1 s-1] is the fluid kinematic viscosity and Dp 

[m] is the particle diameter. 2' pyV  is the 

particle wall normal fluctuating velocity 
intensity [32]: 
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        (10) 

with 2'ytL V   as the fluid relaxation time 

and 2' yV  is the air wall normal fluctuating 

velocity intensity, which is adopted in 
dimensionless form after Kallio and Reeks [19]. 
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TABLE 2. The dependence of the particle Eddy diffusivity (p) on y+ and t and the dependence of the 
air turbulent viscosity on (t) on y+. 
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Kim et al. [46] 















































yy

y
y

y
y

t

  52.108                               ,.40

52.108    3          ,049774.0
4.11

3    0                           ,
15.11

3

3


  

rough surface (***) Zhao and Wu [11] after 
parameterization by Johansen 
[32] 

(*) While the Eddy diffusivity is valid for homogeneous turbulent mixing, the expression proposed by Hinze [44] 
is also valid for inhomogeneous turbulent mixing. This is because the rate-limiting transport mechanisms for 
particle deposition occur inside the viscous sublayer, which is known to be anisotropic [20], and particles 
might retain their earlier motion because of inertia into a region that has different turbulence properties. 

(**) Lai and Nazaroff [3] also justified that due to the low Brownian diffusivity of particles, the particle 
concentration boundary layer is generally contained within the viscous sublayer and therefore, the functional 
dependence of t is most important in the region 0 ≤ y+ ≤ 4.3. They additionally emphasized that the cube 
power relationship for this region was observed in simulations and experiments [47–49]. Lai and Nazaroff 
[3] used the DNS simulation results of Kim et al. [46] and distinguished three sublayers for t/. 

(***) In general, the above mentioned approaches by Lai and Nazaroff [3] and Zhao and Wu [4] are very similar 
for y+ < 30 and the only difference is the extension beyond y+ = 52.108 in the Zhao and Wu [4] approach to 
justify the conditions above a rough surface. 

 

Thermophoresis 

Thermophoresis is a phenomenon, where 
suspended particles in a gas experience a force in 
the direction opposite to the temperature gradient 
(T) in the fluid nearby a surface [33]. 
Thermophoresis is of practical importance in 
many industrial applications (e.g. thermal 
precipitators). The particle flux due to this 
mechanism is: 

CVJ TherTher  .       (11) 

Here, the thermophoretic velocity is: 

dy

dT

T

HC
V Therc

Ther




  
        (12) 

where Cc [--] is the Cunningham slip correction 
coefficient, m2 s-1] is the fluid kinematic 
viscosity, T [K] is the gas temperature,        
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dT/dy [K m-1] is the temperature gradient above 
the surface and HTher is the thermophoretic 
coefficient: 
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with ka and kp [W m-1 K-1] are the thermal 
conductivities of the air and the particle, 
respectively. Kn is the Knudsen number. 

As suggested by Othmane et al. [34], who 
used the temperature gradient according to 
Nerisson [35], 
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where Pr = 0.7 is the Prandtl number of air, t = 
1 is the turbulent Schmidt number,  = 0.41 is 
the von Karman’s constant, Cp = 1004 [J kg-1    
K-1] is the specific heat capacity of air and T 
(K) is the temperature difference between the top 
of the boundary layer and the deposition surface. 
Here, Othmane et al. [34] used y+ = 500. 

Electrophoresis 

Electrophoresis is a mechanism, where 
particles migrate towards a surface due to two 
mechanisms: (1) electrostatic image forces and 
(2) electrostatic field due to charge accumulation 
on the surface [8]. Usually, the effect of charge 
accumulation (i.e., electrostatic field) is stronger 
than the effect of image forces. The migration 
velocity (VElec) due to the existence of a charged 
particle in an electric field E [N/C] generated by 
surface charge accumulation is: 

p

c
Elec D

EneC
V

3


  
         (15) 

where n is the number of elementary charges 
carried by the particle, e [1.610-19 C] is the 
elementary charge of the electron, Cc [--] is the 
Cunningham slip correction coefficient, µ [kg m-

1 s-1] is the fluid kinematic viscosity and Dp [m] 
is the particle diameter. 

Magnetophoresis 

When a charged particle moves in a magnetic 
field, it experiences a magnetic force that is 
proportional to its velocity V [m s-1] and the 

magnitude of the magnetic field B [Tesla], 
bearing in mind that the direction of the particle 
velocity is not parallel (or anti-parallel) to the 
direction of the magnetic field. The migration 
velocity (VMag) due to this mechanism is: 

BV
D

neC
V

p

c
Mag




3   
        (16) 

where n is the number of elementary charges 
carried by the particle, e [1.610-19 C] is the 
elementary charge of the electron, Cc [--] is the 
Cunningham slip correction coefficient, µ [kg m-

1 s-1] is the fluid kinematic viscosity and Dp [m] 
is the particle diameter. 

2.2 Numerical Solution for the Particle Flux 
Equation 

More conveniently, the deposition velocity is 
derived in dimensionless formulation for Eq. (1): 

 
           (17) 

and here, the + superscript denotes that the 
variable is in dimensionless form (Table 1). 

The general solution for C+ as a function of 
y+ is [36]: 
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where 
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and the integrations are evaluated across the 
concentration boundary layer. In other words, 
the boundary conditions for this first-order 
differential Eq. (18) are: 
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Substituting the first boundary condition into 
the general solution, Eq. (19) is already satisfied, 
because the particle concentration at the surface 
is null. The second boundary condition yields the 
deposition velocity: 























D

V
CV

dy

d
iVVVV

Ddy

dC d
pypsTherElecMag
2'

1 

  















 2'

1
pypsTherElecMag V

dy

d
iVVVV

D
yp 



Basic Concepts and Development of Dry Deposition Modelling 

 121
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3. Model Simulations 

3.1 Smooth Surface 

In this section, several model simulations 
were made to illustrate the effect of different dry 
deposition mechanisms. In the first place, the 
model simulation was made for the diffusion 
mechanisms and then gravitational settling was 
included after showing the effect of 
turbophoresis. Then, three weak mechanisms 
were considered: thermophoresis, 
electrophoresis and magnetophoresis. All model 
simulations were made to calculate the dry 
deposition velocity towards smooth surfaces. For 
universality, all model simulations are presented 
in dimensionless form; i.e., dimensionless dry 
deposition velocity (Vd

+) and dimensionless 
particle relaxation time (p

+). 

Brownian and Eddy Diffusion (Fickian 
Diffusion) 

Initially, the effect of Brownian diffusion was 
assessed by assuming three heights (ycbl

+ = 30, 
100 and 300) for the concentration boundary 
layer (Fig. 3). In general, the height of the 
concentration boundary layer defines the 
concentration gradient, because the particle 

concentration in the fluid right above the surface 
(i.e., C = 0 at y+ = rp

+) is assumed to be null, but 
it increases to reach a steady-state value (C at 
ycbl

+) at the top of the concentration boundary 
layer. Therefore, the higher the concentration 
boundary layer is, the less is the concentration 
gradient. As can be seen from the model 
simulation (Fig. 3), Vd

+ increases with increasing 
the concentration gradient (i.e., with decreasing 
the height of the concentration boundary layer). 
It is also higher for smaller particles (i.e., shorter 
relaxation time of the particle p

+). In other 
words, Vd

+ is enhanced by one order of 
magnitude when the concentration boundary 
layer height is decreased by one order of 
magnitude. It is also enhanced by five orders of 
magnitude when p

+ is decreased by three orders 
of magnitude. 

The Brownian diffusion occurs regardless of 
the fluid turbulence state. Once the fluid is 
stirred (i.e., turbulent fluid), the effect of Eddy 
diffusion starts to happen. This effect is 
illustrated in Fig. 3 by assuming a friction 
velocity u* = 0.1 m/s. The higher the u* is, the 
higher is the turbulence in the fluid. The 
enhancement in Vd

+ is seen for all particles. The 
overall effect of the Brownian and Eddy 
diffusion (i.e., Fickian diffusion) is summarized 
with famous U-shape of the dependence of Vd

+ 
on p

+. 

 
FIG. 3. Dimensionless dry deposition velocity (Vd

+) versus dimensionless particle relaxation time (p
+) 

illustrating the effect of Brownian diffusion (three depths of the concentration boundary layer) compared to 
the model calculations by including Eddy diffusion. The model calculations were made for a vertical surface 
at standard air conditions (T = 21 oC and P = 1 atm), friction velocity u* = 0.1 m/s and spherical particles 
with unit density (i.e., p = 1 g/cc). 
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Turbophoresis 

In practice, fluid turbulance can be 
inhomogeneous. As postulated in the “model 
development and description”, turbophoresis 
becomes significant for large particles in the 
conditions of inhomogeneous turbulence missing 
in the fluid. This is illustrated in Fig. 4, where 
four model simulations were made. The first 
model simulation was made for Fickian diffusion 
at u* = 0.1 m/s without turbophoresis effect 
included (back curve in Fig. 4). That was 

compared to three model simulations by 
including the effect of turbophoresis with three 
values of u* = 0.01, 0.1 and 1 m/s (red curves in 
Fig. 4). As clearly seen, the U-shape of Vd

+ 
versus p

+ is more pronounced, now enhancing 
Vd

+ with a couple of orders of magnitude for 
large particles (i.e., long relaxation time of the 
particle p

+). For small particles (i.e., short 
relaxation time of the particle p

+), Vd
+ is also 

enhanced by several orders of magnitude when 
u* is increased by one order of magnitude. 

 
FIG. 4. Dimensionless dry deposition velocity (Vd

+) versus dimensionless particle relaxation time (p
+) 

illustrating the effect of turbophoresis at three friction velocity (u*) values. The model calculations were 
made for a vertical surface at standard air conditions (T = 21 oC and P = 1 atm) and spherical particles with 
unit density (i.e., p = 1000 kg/m3). 

 

In fact, the inclusion of turbophoresis was a 
critical step towards explaining the high 
empirical values of Vd

+ towards vertical surfaces. 
Hence, the well-known universal dependence of 
the Vd

+ on p
+ was not possible without this 

important development (i.e., inclusion of 
turbophoresis) in three-layer models. As 
postulated before, there can be distinguished 
three regimes for Vd curve onto vertical smooth 
surfaces: turbulent particle diffusion regime (p

+ 
< 1), Eddy diffusion-impaction regime (p

+ 0.1–
10) and particle inertia-moderated regime (+ > 
10). The Brownian and Eddy diffusion perfectly 
explains the dependence of Vd

+ on p
+ within the 

first regime, whereas turbophoresis explains the 
sharp increase of Vd

+ with p
+ within the second 

regime. Within the third regime, Vd
+ is saturated 

with p
+ and eventually decreases with 

increasing p
+. 

Gravitational Settling 

This mechanism is important whenever the 
deposition surface is not vertical. While moving 
inside the fluid, the forces acting on the particle 
are: force of gravity, drag force opposite to the 
direction of motion and buoyant force making 
the particle float in the fluid, when its density is 
less than the density of the fluid. The particle 
reaches its terminal velocity when the resultant 
force from all external forces is null; i.e., the 
particle acceleration is zero and its speed is 
constant. 
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Eq. (5) was derived according to the terminal 
velocity conditions. Its direction is always 
downwards. For a surface that is horizontal and 
facing up (e.g. a floor), the gravitational settling 
is towards the surface in a direction parallel with 
the effect of Fickian and turbophoresis 
mechanisms; i.e., Vd

+ is increased (Fig. 5). For a 
horizontal surface facing down (e.g. a ceiling), 
the gravitation settling is away from the surface 
in a direction antiparallel with the effect of 
Fickian and turbophoresis mechanisms; i.e., Vd

+ 
is decreased (Fig. 6). For a surface that is 
inclined with an angle, the scalar product 
between the direction of the settling velocity and 
the normal to the surface needs to be taken into 
account. 

As can be seen for the model simulations 
(Figs. 5 and 6), Vd

+ increases with p
+, because 

the larger the particle is, the more massive is the 
particle. For a 2 µm particle diameter (p

+ = 0.1), 
Vd

+ on a horizontal facing up surface is increased 
by four orders of magnitude when compared to 
deposition on a vertical surface (Fig. 5). One 
order of magnitude change in the particle density 
results in Vd

+ increasing by one order of 
magnitude. 

Thermophoresis 

This mechanism is usually well observed on 
the walls nearby heaters, where particles are 
deposited on the walls due to the high air 
temperature and cold wall; i.e., temperature 

gradient towards the wall forces particle to 
migrate towards the wall. This mechanism is 
also utilized in air purifiers, where the air stream 
is heated to generate a temperature gradient to 
force air pollution to migrate towards collection 
surfaces as a method to clean indoor air. 

Fig. 7 illustrates the effect of thermophoresis 
on Vd

+ for two temperature differences in either 
directions towards and away from a vertical 
surface. This mechanism has its significant effect 
within the particle diameter range, where neither 
diffusion nor inertial forces are significant; i.e., 
p

+ in the range 0.001–0.1 (or in other words Dp 
in the range 0.1–1 µm). 

Electrophoresis 

This mechanism has a wide range of 
applications, such as in agriculture, industry, 
materials science, medical sciences, … etc. 
Simply, a charge accumulation on a surface will 
force particles with a certain charge to either get 
an enhanced deposition or vice versa. For 
example, a certain type of matter can be 
deposited in patterns as thin films on substrates 
by creating a charge pattern that attracts the 
particles and make them deposit efficiently in the 
wanted pattern. Fig. 8 illustrates the effect of 
electrophoresis on Vd

+ for two values of nearby-
surface electric field. This mechanism has its 
significant effect for submicron particles (Dp < 1 
µm). 

 
FIG. 5. Dimensionless dry deposition velocity (Vd

+) versus particle relaxation time (p
+) illustrating the effect of 

gravitational settling for three densities (p) and compared to two models without including gravitational 
settling (black curves, p = 1000 kg/m3). The model calculations were made for a vertical surface (black 
curves) and horizontal facing up surfaces (red curves) at standard air conditions (T = 21 oC and P = 1 atm). 
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FIG. 6. Dimensionless dry deposition velocity (Vd

+) versus dimensionless particle relaxation time (p
+) 

illustrating the effect of gravitational settling for three particle densities (p) and compared to two other 
models without including gravitational settling (black curves, p = 1000 kg/m3). The model calculations were 
made for a vertical surface (black curves) and horizontal facing down surfaces (red curves) at standard air 
conditions (T = 21 oC and P = 1 atm). 

 
FIG. 7. Model simulations showing the difference between the main processes included in three-layer deposition 

models. The model calculations were made for a vertical surface (all curves except for the gray curve, which 
was made for a horizontal facing up surface) at standard air conditions (T = 21 oC and P = 1 atm) and 
spherical particles with unit density (i.e., p = 1000 kg/m3). 
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FIG. 8. Dimensionless dry deposition velocity (Vd

+) versus dimensionless particle relaxation time (p
+) 

illustrating the effect of thermophoresis with two different temperature gradients causing thermophoresis 
migration parallel (blue curves) or antiparallel (red curves) with the effect of Fickian diffusion mechanism. 
The model calculations were made for a vertical surface at standard air conditions (T = 21 oC and P = 1 
atm), friction velocity u* = 0.1 m/s and spherical particles with unit density (i.e., p = 1000 kg/m3). 

 
Magnetophoresis 

This mechanism has not been very popular, 
because it requires a strong magnetic field to 
have significant effects. In the near future and 
with the help of advanced technology to generate 
magnetic fields with high intensity, this 
mechanism might have important applications in 
the field of materials science and the 
development of thin films and nanotechnology. 

Fig. 9 illustrates the effect of 
magnetophoresis on Vd

+ for two magnetic field 
intensities to migrate particles in either 
directions towards and away from a vertical 
surface. This mechanism has its significant effect 
for nanoparticles (Dp < 40 nm); the smaller the 
particles are, the more significant is the effect of 
this mechanism. 

As an overall comparison between different 
processes, Figure 10 illustrates them on the same 
plot. 

Rough Surface 

In practice, surfaces are not ideally smooth. 
To be more specific, surfaces are not 
hydraulically smooth. This is an important fact 
when dealing with environmental surfaces for 

the purpose of estimating particle losses. The 
surface roughness of environmental surfaces can 
vary from a couple of microns to several 
millimeters. Fig. 11 illustrates the effect of 
surface roughness (summarized by F+) on Vd

+ 
for an ordinary rough surface (F+ = 0.1) and an 
extremely rough surface (F+ = 1). The surface 
roughness affects a wide range of particle sizes 
including submicron and micron particles. 

3.1 Comparison with Empirical Data 

In practice, the evaluation of the model 
calculations against experimental observations is 
not solely made for a certain process. For 
example, the Fickian diffusion can’t be 
neglected. To start with, let us consider the 
experimental data made by Liu and Agarwal [18] 
to empirically determine the particle deposition 
inside vertical glass tubes (Fig. 12). This is 
considered a benchmark for dry deposition 
model calculations for spherical particles (p = 
0.92 g/cm3, p

+ = 0.21–774) deposited on vertical 
surfaces. Later, El-Shobakshy [37] repeated this 
experiment by taking into consideration 
spherical particles (p = 1.5 g/cm3, p

+ = 0.1–10) 
deposited inside vertical tubes made of glass or 
brass (Fig. 12). 
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FIG. 9. Dimensionless dry deposition velocity (Vd

+) versus dimensionless particle relaxation time (p
+) 

illustrating the effect of electrophoresis with two different electrostatic field strengths causing electrostatic 
drifting parallel (red curves) or antiparallel (blue curves) with the effect of Fickian diffusion mechanism. The 
model calculations were made for a vertical surface at standard air conditions (T = 21 oC and P = 1 atm), 
friction velocity u* = 0.1 m/s and spherical particles with unit density (i.e., p = 1000 kg/m3) carrying a 
negative charge (-3e). 

 
FIG. 10. Dimensionless dry deposition velocity (Vd

+) versus dimensionless particle relaxation time (p
+) 

illustrating the effect of magnetophoresis with two different magnetic field strengths causing electrostatic 
drifting parallel (red curves) or antiparallel (blue curves) with the effect of Fickian diffusion mechanism. 
The model calculations were made for a vertical surface at standard air conditions (T = 21 oC and P = 1 
atm), friction velocity u* = 0.1 m/s and spherical particles with unit density (i.e., p = 1000 kg/m3) carrying 
a negative charge (-3e) and having a velocity component (v0 = 10 m/s) parallel to the surface. 
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FIG. 11. Dimensionless dry deposition velocity (Vd

+) versus dimensionless particle relaxation time (p
+) 

illustrating the effect of surface roughness. The model calculations were made at standard air conditions (T 
= 21 oC and P = 1 atm), friction velocity u* = 0.1 m/s and spherical particles with unit density (i.e., p = 
1000 kg/m3). 

 
 

The dry deposition model calculations for Vd
+ 

compare well with the empirical data provided 
by both Liu and Agarwal [18] and El-Shobakshy 
[37]. It is presumed that glass is smooth, but in 
practice, it is not. The model calculations 
showed a deviation from the empirical data when 
considering that the vertical glass tubes are 
smooth; therefore, a surface roughness parameter 
F+ = 0.2 was needed to match the model 
calculations with the empirical data. As for the 
brass surfaces reported by El-Shobakshy [37], 
the surface roughness parameter was needed to 
be F+ = 1 and 3. The surface roughness height 
provided by El-Shobakshy [37] was K+ = 0.56 
and 1.65. As mentioned before, when 
introducing F+ parameter, it describes the surface 
roughness based on the mean surface roughness 
height (K+) and the mean inter-distance between 
roughness elements (L+). This description is 
more comprehensive than just taking the surface 
roughness height (K+) alone into account. 

 

Before trying model evaluation against 
environmental surfaces, we shall consider the 
simplest case reported by Sehmel [38], which 
was the deposition of spherical particles (p = 
1.5 g/cm3, p

+ = 0.005–40) on a horizontal 
smooth surface setup in a wind tunnel (Fig. 13). 
Since the surfaces were smooth, we used F+ = 0 
in the model calculations and the result agrees 
well with the empirical data. 

Slinn [39] reviewed the deposition of 
spherical particles (p = 1.5 g/cm3) on rough 
surfaces: artificial grass, gravel, water and grass 
[38, 40–42] with friction velocity u* = 19, 22, 40 
and 36 cm/s, respectively (Fig. 14). The model 
calculation was made by using F+ ~0.5 for 
gravel, water and grass, whereas F+ ~1.6 was 
assumed for artificial grass. Fig. 15 also presents 
additional model calculations compared to 
spherical particle deposition on artificial grass 
reported by Chamberlain [43]. In fact, the model 
calculations can be extended to reproduce 
particle deposition on many vegetation types 
(Fig. 16). 
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FIG. 12. Dry deposition velocity model calculations compared to empirical data observed for spherical particles 

deposited inside vertical tubes (glass or brass) as reported by Liu and Agarwal [18] and El-Shobakshy [37]. 

 

 
FIG. 13. Dry deposition velocity model calculations compared to empirical data observed for spherical particle 

(p = 1.5 g/cm3) deposition onto horizontal smooth surfaces as reported by Sehmel [38]. 
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FIG. 14. Dry deposition velocity model calculations compared to empirical data observed for spherical particle 

(p = 1.5 g/cm3) deposition onto horizontal rough surfaces: grass [42], artificial grass [38], gravel [40] and 
water [41]. 

 
FIG. 15. Dry deposition velocity model calculations compared to empirical data observed for spherical particle 

(p = 1.5 g/cm3) deposition onto horizontal rough surfaces of artificial grass [43].  
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FIG. 16. Dry deposition velocity model calculations compared to empirical data observed for deposition onto 

different types of vegetation [50–62]. 
 
  

4. Summary and Conclusions 

The development of dry deposition modelling 
is dated back to the early era of the 20th century. 
Meanwhile, several experimental setups emerged 
to fulfill the need of testing the performance of 
model approaches; that was clearly seen in the 
literature published in the beginning of the 1960s 
and until the end of the 1980s. During the past 
twenty years, the model accuracy was 
significantly enhanced in line with the 
development of more precise experimental 
setups and the introduction of advanced 
technologies. To the date, dry deposition models 
are capable of simulating particle deposition on a 
vast range of surfaces and have been used in 
many applications, such as atmospheric climate 
and air quality models, industrial processes, 
nanomaterials, clean rooms, building 
engineering, particle losses inside sampling 
lines, health effect of atmospheric particles and 
pharmaceutics. 

In this paper, we presented the basic concepts 
that have been developed and implemented in 
dry deposition models and illustrated the effect 

of different processes on the transport rate of 
suspended particles in the fluids towards 
surfaces. As a benchmark for the accuracy of the 
current dry deposition modelling, we presented a 
comparison between model calculations and 
experimental data-bases found in the literature. 
As a main conclusion, the current dry deposition 
models are capable of accurately predicting the 
dry deposition velocities onto almost any surface 
type and can cover a wide range of particle size 
(diameter 0.001–100 µm). However, additional 
research is needed to further develop the current 
model concepts, so that they include other 
processes that have specific industrial 
applications. It is also very important to develop 
the experimental setup of dry deposition 
measurements by implementing state-of-the-art 
technology. For instance, investigations on 
extreme surface conditions and fluid 
characteristics are also valuable. 
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Abstract: The compounds Bi0.9Gd0.1Fe0.98Mg0.02O3, Bi0.9Sm0.1Fe0.98Mg0.02O3 and 
Bi0.9Ba0.1Fe0.98Mg0.02O3 were found to have a rhombohedral perovskite-like structure. The 
structural parameters were extracted from the X-ray diffraction data. Fourier transform 
infrared spectroscopy revealed traces of the -Fe2O3 magnetic phase in the 
Bi0.9Ba0.1Fe0.98Mg0.02O3 compound. The Bi0.9Gd0.1Fe0.98Mg0.02O3 and 
Bi0.9Sm0.1Fe0.98Mg0.02O3 compounds were found to show a weak intrinsic ferromagnetic 
behavior, whereas the ferromagnetism of the Bi0.9Ba0.1Fe0.98Mg0.02O3 compound was found 
to be non-intrinsic in origin. The magnetic transition temperatures were found to be around 
340 C.  
Keywords: X-ray diffraction, Spectroscopy, Magnetization, Transition temperature. 
PACS: 61.05.cp; 75.50.Ee; 75.60.Ej. 
 

 

1. Introduction 

Multiferroics are materials that exhibit more 
than one ferro-property (ferromagnetism, 
ferroelectricity, ferroelasticity) simultaneously in 
the same phase. Multiferroics include also non-
primary order parameters, such as 
antiferromagnetism or ferrimagnetism. The 
inorganic compound BiFeO3 (BFO) with 
perovskite-like structure is one of the most 
fascinating multiferroic materials [1]. The room-
temperature phase of BFO is classified as 
rhombohedral with space group R3c. It is 
synthesized in bulk [2], nanoparticles [3-5], 
single crystal [6], thin film [7], nanotubes [8] or 
nanowires [9] form. Its antiferromagnetic (G-
type magnetic ordering) Neel temperature TN  
370 C and its ferroelectric Curie temperature TC 
 827 C. Ferroelectric polarization occurs along 
the pseudocubic direction 111c with a 
magnitude of 90-100 C/cm2, depending on the 
material's form. However, the bulk form is 
suffering from shortcomings, such as weak 
magnetization and high leakage current, which 
prohibit its applicability in future electronic 

devices. Therefore, there has been an extensive 
research work in order to improve the 
performance of this material. Partial substitution 
of Bi3+ by ions such as Y3+ [10, 11], Dy3+ [12], 
Gd3+ [13, 14], Ho3+ [15], Nd3+ [16], Tb3+ [17], 
Sr2+ [18]; partial substitution of Fe3+ by ions such 
as Mn3+ and Co3+ [19]; or partial co-substitution 
of Bi3+ and Fe3+ by ions such as (Sm3+, Sc3+) 
[20], (Ba2+, Mn3+) [21], (In3+, Mn3+) [22], (Gd3+, 
Ti4+) [23], (Ca2+, Ti4+) [24], (La3+, Ti4+) [25], 
(K+, Ta5+) [26], (Eu3+, Mn2+) [27], (La3+, V5+) 
[28], all these substitutions were found to 
enhance the structural, electric, magnetic, 
dielectric, optical, and ferroelectric properties of 
BFO and helped understand the behavior of this 
material. Despite the progress achieved, the story 
is not ending. There are still unanswered 
questions about the true origin of magnetism in 
BFO-substituted materials. 

In this work, we investigate the multiferroic 
compounds Bi0.9Gd0.1Fe0.98Mg0.02O3, 
Bi0.9Sm0.1Fe0.98Mg0.02O3 and 
Bi0.9Ba0.1Fe0.98Mg0.02O3 by several techniques. 
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Throughout this paper, we refer to them as 
GdMg, SmMg and BaMg, respectively. Since 
the ionic radius r(Mg2+) = 0.720 Å > r(Fe3+) = 
0.645 Å, only 2% of Fe3+ ions were replaced by 
Mg2+ ions to make sure that they go into the Fe3+ 
sites and stabilize the crystal structure. 

2. Experimental Methods 

The compounds were prepared by the 
conventional mixed oxide method. 
Stoichiometric amounts of pure oxides of Bi2O3, 
Gd2O3, Sm2O3, Fe2O3 and MgO were mixed and 
ground in an agate mortar and pestle for half an 
hour. The GdMg and SmMg mixtures were 
calcined at 825 C in a tube furnace for 90 min. 
After the calcination process, the two mixtures 
were cooled to room temperature, ground and 
calcined again at 825 C for 90 min. Then, the 
mixtures were cooled to room temperature and 
ground to get a fine powder. The same procedure 
was done to the BaMg mixture, but with the first 
calcination at 825 C for 60 min and the second 
one at 825 C for 75 min. The x-ray diffraction 
(XRD) patterns were collected by a Seifert 
3003TT powder diffractometer using CuK 
radiation. The Fourier transform infrared (FTIR) 
spectra of the samples were collected by a 
JASCO E300 spectrometer (range: 400 - 4000 
cm1). Since potassium bromide (KBr) does not 
show any absorption spectrum in the IR region, a 
small amount of each powder (1% by weight) is 
mixed by KBr (99% by weight) and then pressed 
into thin pellets (thickness < 1 mm) for FTIR 
spectra collection. The magnetic hysteresis loops 
were recorded by a conventional vibrating 
sample magnetometer (VSM) calibrated with a 

nickel sphere. The magnetic transition 
temperature was measured by a Mettler 
differential scanning calorimeter (DSC) with a 
maximum operating temperature of 450 C. The 
instrument was calibrated with an indium 
standard and aluminum sample holders were 
used for measurement. 

3. Results and Discussion 

Fig. 1 shows the XRD patterns of the GdMg, 
SmMg, and BaMg compounds. The reflection 
peaks in these patterns were indexed according 
to the BiFeO3 diffraction pattern (PDF # 86-
1518), confirming the rhombohedral perovskite-
like structure with space group R3c. However, 
small traces of the impurity nonmagnetic phases 
mullite Bi2Fe4O9 (indicated by ) and sillenite 
Bi25FeO40 (indicated by ) are existent. These 
are the inevitable impurity phases that were 
reported to form during the synthesis of related 
BFO-substituted compounds [29] and are 
attributed to the volatilization of Bi. 

In order to extract accurate values of the 
structural parameters of the studied materials, we 
carried out a least-squares refinement calculation 
of the XRD data using the UnitCell program 
[30]. The lattice parameters a and c, as well as 
the volume V of the hexagonal unit cell are listed 
in Table 1. Since r(Ba2+) = 1.35 Å > r(Sm3+) = 
0.958 Å > r(Gd3+) = 0.938 Å, the general trend is 
that the structural parameters increase as the 
radius of the substituting ion is increased (the c 
value of BaMg has undergone a slight decrease, 
but the a and V values have increased). 
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FIG. 1. The XRD patterns of (a) GdMg, (b) SmMg and (c) BaMg. 

TABLE 1. The structural parameters of the studied compounds. 
Compound a (Å) c (Å) V (Å3) 
GdMg 5.5685 ± 0.0003 13.7794 ± 0.0018 370.04 ± 0.05 
SmMg 5.5691 ± 0.0003 13.7900 ± 0.0018 370.39 ± 0.05 
BaMg 5.5767 ± 0.0005 13.7863 ± 0.0020 371.31 ± 0.05 

 

It should be observed from the table that, due 
to the small difference between the radii of Gd3+ 
and Sm3+, the cell volume has undergone a small 
change, but this is not the case for Ba2+ which 
has a relatively large radius. In conclusion, the 
substituting process has caused a lattice 
distortion (greatest for BaMg) which manifests 
itself in a change in the Bi/Fe-O bond length and 
the Fe-O-Fe bond angle [15, 27]. 

Another important point that we want to 
consider is the existence of traces of the 
magnetic phases Fe3O4 (PDF # 87-2334), 
BaFe2O4 (PDF # 70-1441) and/or -Fe2O3 (PDF 
# 33-0664). In fact, a careful search-match 
process did not reveal any traces of the ferrite 
phases Fe3O4 and BaFe2O4 in all compounds. 

Moreover, it was hard to discover traces of the 
hematite phase -Fe2O3 using the search-match 
process due to the proximity of the strong (104) 
reflection peak of -Fe2O3 to the (321) reflection 
peak of Bi25FeO40 (PDF # 78-1543). But, as we 
will see, traces of the hematite phase do exist in 
the BaMg compound. 

FTIR spectroscopy is an analytical technique 
used to measure the absorption of infrared 
radiation by the sample material versus 
wavelength. The infrared absorption bands 
identify the vibrational modes of the building 
units. Fig. 2 shows the FTIR spectra for the 
GdMg, SmMg and BaMg compounds in the 
wavenumber range 400 - 2000 cm1. The 
absorption peaks at 573, 575 and 567 cm1 
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(indicated by vertical lines) correspond to the Fe-
O stretching vibrations in the FeO6 octahedral 
unit of each compound. In the FTIR spectra of 
GdMg and SmMg, we can see two prominent 
peaks at 455 and 457 cm1 (indicated by x's), 

corresponding to the O-Fe-O bending vibrations. 
Four additional non-intrinsic prominent 
absorption peaks (at 824, 877, 1036 and 1449 
cm1) can be observed in the BaMg spectrum. 

 

 

 
FIG. 2. The FTIR spectra of (a) GdMg, (b) SmMg and (c) BaMg. 

Some researchers reported two peaks at 815 
and 878 cm1 (close to our first two values) in 
the FTIR spectrum of Ho-substituted BFO [15] 
that were attributed to the absorption of water 
and CO2 from the environment. In fact, we 
checked up the FTIR spectra of water and CO2 in 
the NIST WebBook and found that these peaks 
cannot be attributed to water and CO2; they are 
better attributed to the -Fe2O3 hematite phase 
(the NIST WebBook). The last two peaks in the 
BaMg spectrum could have resulted from other 
unidentified impurities (probably in KBr). 

The room temperature hysteresis loops of the 
compounds are shown in Fig. 3. It is seen that 
the compounds GdMg and SmMg exhibit weak 
ferromagnetism with unsaturated magnetization. 

The BaMg compound exhibits an enhanced 
ferromagnetic behavior with an open hysteresis 
loop. Since the concentration of Mg2+ ions in all 
compounds is the same, the effect of these ions 
on the magnetization is invariant. The values of 
the remnant magnetization Mr and coercive field 
Hc are listed in Table 2. It is known that there are 
several reasons for the appearance of weak 
ferromagnetism in BFO-substituted compounds. 
They include suppression of the helical spin 
structure of BFO due to lattice distortion, change 
of the oxidation state of the substituting ions, 
creation of oxygen vacancies, magnetic 
impurities and/or chemical inhomogeneity. As 
seen in Table 2, the Mr value of SmMg is 0.0388 
emu/g and that of GdMg is 0.0924 emu/g, which 
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is about 2.4 greater than that of SmMg. Such a 
difference cannot be explained solely based on 
lattice distortion and/or oxygen vacancies, since, 
as we mentioned earlier, the lattice distortion in 
each compound is nearly the same as there is no 
much difference between the ionic radii of Gd3+ 
and Sm3+ and both ions have the same oxidation 
state so the that effect of oxygen vacancies is 
nullified. We think that the plausible explanation 
is that, since the magnetic moment of Gd3+ is 
greater than that of Sm3+, both ions doped at the 
Bi3+ sites would cause magnetic coupling 
interactions with the Fe3+ ions (the Gd3+-Fe3+ 
interaction is greater and would lead to 
enhancement of ferromagnetism in the GdMg 
compound). 

Now let's get back to BaMg, which has an Mr 
value of 0.857 emu/g (greater than the GdMg 
value by a factor of about 9.3). Ba2+ ions doped 

at the Bi3+ sites are not magnetic and as we have 
seen, lattice distortion is the greatest in BaMg. 
But, this is not sufficient to cause such a large 
change in ferromagnetism. We think that the real 
cause of such a relatively large magnetization is 
the parasitic -Fe2O3 hematite phase, which is a 
soft ferromagnet at room temperature and masks 
the intrinsic magnetization of the sample. This 
result is in agreement with other reported 
investigations [31, 32]. But, what is the reason 
for the large value of Hc? In fact, the role of 
oxygen vacancies cannot be overlooked. Since 
the oxidation state of Ba2+ is different from that 
of Bi3+, charge neutrality in BaMg is 
accomplished via the creation of oxygen 
vacancies: structural defects that increase 
magnetic anisotropy and, consequently, increase 
the value of Hc. 

 

 
FIG. 3. The magnetic hysteresis loops of (a) GdMg; SmMg and (b) BaMg. 
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TABLE 2. Some magnetic parameters of the compounds. 
Compound Mr (emu/g) Hc (Oe) TN (C) 

GdMg 0.0924 70 343 
SmMg 0.0388 107 341 
BaMg 0.857 693 340 

 

DSC is a thermal technique that can be used 
to measure a number of characteristic properties 
of a sample, such as fusion, crystallization, 
oxidation and glass transition. One less common 
use of DSC is to identify the magnetic transition 
temperature TN, which is revealed by a weak 
endothermic peak on the DSC scan. In practice, 
such a peak is hard to detect, because it could 
overlap with other noisy signals, especially if the 
baseline is fluctuating with temperature. 
Nonetheless, by the proper choice of sample 
mass and heating rate, the transition can be 

detected. Fig. 4 shows the DSC scans of the 
compounds and their magnetic transition 
temperatures are listed in Table 2. Taking into 
consideration that TN  370 C for pure BFO, the 
obtained values seem to be reasonable. 
Comparatively, a magnetic transition 
temperature of 350 C was reported for 
Bi0.95Sr0.05FeO3 using DSC [18]. Based on the 
weak magnetism of these materials, the TN 
values obtained are nearly the same. 
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FIG. 4. The DSC curves of (a) GdMg, (b) SmMg and (c) BaMg. 

 
4. Conclusions 

We have carried out a comparative study of 
the structural and magnetic properties of the 
compounds GdMg, SmMg and BaMg, prepared 
by the mixed oxide method. They have been 
explored by structural, spectroscopic, magnetic 

and thermal techniques. We have found that the 
magnetization of GdMg and SmGd is intrinsic in 
origin, while that of BaMg is masked by the 
impurity magnetic phase. One has to be very 
careful in explaining the magnetic data, because 
otherwise misleading results would be obtained. 
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Abstract: In this research, we report on the synthesis and characterization of 
La0.67Ca0.33MnO3 (LCMO), La0.67Ba0.33MnO3 (LBMO) and La0.67Sr0.33MnO3 (LSMO) 
perovskites. Precursor powders for the perovskite samples were prepared using ball milling 
technique. The resulting powder was pressed into disks which were subsequently sintered 
at 1000º C for 2h. The structural characteristics of the prepared samples were investigated 
using X-ray diffraction (XRD) and scanning electron microscope (SEM), while the 
magnetic properties were investigated using vibrating sample magnetometry (VSM). XRD 
pattern of LCMO sample revealed a pure perovskite phase with Pnma space group, while 
the pattern of LSMO sample revealed a pure perovskite with 𝑅3ത𝑐 space group. XRD 
pattern of LBMO sample, however, demonstrated the presence of a major perovskite phase 
with 𝑅3ത𝑐 symmetry, together with a secondary BaMnO3 phase. This secondary phase 
disappeared upon sintering LBMO at a higher temperature of 1100º C. Isothermal magnetic 
measurements and thermomagnetic curves revealed that LCMO was paramagnetic at room 
temperature. However, LSMO exhibited soft ferromagnetic behavior at room temperature, 
with Tc = 380 K and Ms = 50.9 emu/g. Also, LBMO sample sintered at 1000º C exhibited 
soft ferromagnetic behavior at room temperature, with Curie temperature Tc = 343 K and a 
rather low saturation magnetization of Ms = 30.7 emu/g. The higher sintering temperature 
of LBMO compound resulted in a significant increase of the saturation magnetization to 
50.8 emu/g for the sample sintered at 1100º C.   
Keywords: Perovskites, Structural properties, Magnetic properties, Thermomagnetic 

curves. 
 

 

1. Introduction 

Doped perovskite manganites with the 
general formula T1-xDxMnO3, where T is a 
trivalent lanthanide cation and D is a divalent 
cation, have been the focus of many studies due 
to their interesting structural, magnetic, transport 
and electronic structure properties [1]. 
Perovskites are of vital interest to a wide 
community of material scientists, not only 
because of the fascinating phenomena and 
properties exhibited (such as colossal magneto-

resistance (CMR), metal-insulator transition, 
charge ordering (CO), phase separation and 
magneto-caloric effect (MCE) [2-5]), but also 
due to their potential technological applications 
in magnetic recording [6] and gas sensors [7-9]. 

LaMnO3 compound is an antiferromagnetic 
insulator below Néel temperature (TN = 143 K) 
[10]. The partial substitution of La3+ ions by a 
divalent ion D2+ (such as Ba2+, Sr2+, Ca2+, Pb2+) 
induces the conversion of some of the Mn3+ ions 
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into tetravalent (Mn4+) ionic state, where the 
fraction of the tetravalent ions is equal to the 
fraction of the divalent ions according to the 
formula Laଵି௫D௫Mnଵି௫

ଷା Mn௫
ସାOଷ. This is 

responsible for the development of a 
ferromagnetic state in the manganites and the 
wealth of fascinating structural, magnetic, 
magnetocaloric, magnetotransport and other 
phenomena observed in these compounds. 
Traditionally, double exchange (DE) interactions 
between Mn3+ and Mn4+ ions were proposed to 
explain the magnetic and magnetotransport 
behavior in these compounds. Theoretical 
studies, however, have demonstrated that DE 
alone does not explain the magnetotransport 
behavior in La1-xDxMnO3 [11, 12]. The structural 
characteristics, magnetic properties and Curie 

temperature of the compound are critically 
sensitive to the type and concentration of the 
divalent ion [1]. The Ca2+ doped manganites 
(LCMO) were found to exhibit ferromagnetic 
behavior below room temperature, which is a 
disadvantage in using these materials in devices 
operating at room temperature. Also, significant 
fluctuations in the Curie temperature of this 
compound were found in the literature, which 
cannot be associated with Ca2+ concentration (x) 
in the compound or the method of preparation in 
a systematic manner. Examples of reported 
values of Curie temperatures for La1-xCaxMnO3 
compounds are listed in Table 1. It is important 
to remember that variations from x = 0.3 to x = 
0.33 are negligible [13].  

TABLE 1. Curie temperature of La1-xCaxMnO3 compounds prepared by different methods. 
x Tc (K) Preparation method (Heat treatment) Reference 

0.20 256 Solgel method (1000º C) [14] 
0.20 236 Solgel method (1000º C) [15] 
0.25 224 Solgel method (1000º C, 1400º C) [16] 
0.30 220 Solid State Reaction (1200º C)  [17] 
0.30 255 Solid State Reaction (1250º C, 1400º C) [18] 

0.33 260 
Solid State Reaction (1100º C, 1200º C, 1300º 
C) 

[13] 

0.33 260.4 Solid State Reaction (800 º C, 1300º C) [19] 
0.50 230 Pyrophoric method (1000º C) [20] 

 

Upon substituting La3+ by Pb2+ (LPMO), Ba2+ 
(LBMO) or Sr2+ (LSMO), the Curie temperature 
was found to increase to room temperature and 
above. At x = 0.3, Curie temperature for LPMO, 
LBMO and LSMO were found to be 300 K, 330 
K and 370 K, respectively [13, 17]. Also, Curie 
temperature for La0.67Ba0.33MnO3 was reported to 
be 335.1 K [19] and 332 K [21] and Curie 
temperature for La0.7Sr0.3MnO3 reported by 
different research groups was found to be 342.6 
K [19], 354 K [22], 369 K [10] and 378.1 K [23]. 
In addition, a systematic study of the effect of 
partial substitution of La3+ by Pb2+ revealed 
transformation of the compound to a 
ferromagnetic state, with Curie temperature 
increasing with the level of substitution from 235 
K for x = 0.1 to 360 K for x = 0.4 and 
improvement of the magnetocaloric effect [24]. 
Others, however, reported a rather low Curie 
temperature of 150 K for La0.67Sr0.33MnO3 and 
weak magnetization with almost linear behavior 
in the field range > 2000 Oe [25]. Further, the 
substitution of La3+ by mixtures of divalent ions 
was used to tailor the Curie temperature and 

properties of the perovskites for application in 
specific working temperature regimes [3, 26-30]. 
However, unsystematic variations of the Curie 
temperature of manganites produced by different 
methods at different research laboratories were 
observed for compounds with nominally 
identical compositions [1].  

A large amount of research work was 
dedicated to understand the rich structural and 
magnetic phase diagram exhibited by these 
compounds [10, 13, 31, 32]. The room-
temperature structural results of Urushibara et al. 
[10] indicated that La1-xSrxMnO3 perovskite 
exhibited orthorhombic Pbnm symmetry in the 
range 0 < x < 0.175, with lattice parameters: 5.54 
Å > a > 5.51 Å, 5.75 Å > b > 5.51 Å and 7.69 Å 
< c < 7.80 Å. At higher Sr doping up to x = 0.4, 
the structure changes to rhombohedral symmetry 
with 𝑅3ത𝑐 space group. In another study, the 
lattice parameters of the compound (LSMO, x = 
0.33) were found to be: a = b = 5.4879 Å, c = 
13.3622 Å [33]. These parameters are somewhat 
lower than the values observed by Zhang et al. (a 
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= b = 5.5212 Å, c = 13.3797 Å) [19] and are in 
better agreement with the lattice parameters of a 
= b = 5.5039 Å, c = 13.3553 Å reported for 
(LSMO, x = 0.3) [34]. On the other hand, 
La0.67Ca0.33MnO3 (LCMO, x = 0.33) was 
characterized by orthorhombic Pnma structure 
with lattice parameters: a = 5.435 Å, b = 7.691 
Å, c = 5.436 Å [35]. Zhang et al., however, 
reported an orthorhombic Pbnm structure with 
lattice parameters of a = 5.4744 Å, b = 5.4601 Å, 
c = 7.7147 Å for (LCMO, x = 0.33) [19]. Also, 
LCMO, x = 0.3 exhibited orthorhombic Pbnm 
symmetry with lattice parameters a = 5.462 Å, b 
= 5.478 Å, c = 7.720 Å [18]. In addition, the 
structural characterization of La2/3(Ca1-

xSrx)1/3MnO3 indicated that the structure of the 
compound with x = 0 is orthorhombic with Pbnm 
space group and that Sr doping levels above 0.05 
(x ≥ 0.15) transform the structure to 
rhombohedral with 𝑅3ത𝑐 space group [32]. At 
this point, it is worth mentioning that Pbnm 
space group is equivalent to Pnma with a 
different choice of axes, where a, b, c in Pbnm 
become c, a, b in Pnma [1]. Further, a 
comprehensive neutron diffraction study of 
A଴.଻A଴.ଷ

ᇱ MnOଷ (A = Pr, La, La-Pr; A' = Ca, Sr, 
Ba, Ca-Sr, Ba-Sr) perovskites was conducted by 
Radaelli et al. [36]. Room temperature neutron 
diffraction results indicated that all compounds 
with Ca2+ fraction ≥ 0.17 are orthorhombic with 
Pnma space group and lattice parameters: 5.4585 
Å < a < 5.4690 Å, 7.6749 Å < b < 7.7292 Å and 
5.4308 Å < c < 5.5045 Å. However, all LSMO, 
LBMO and LBSMO compounds revealed 
rhombohedral 𝑅3ത𝑐 symmetry with lattice 
parameters: a = b = 5.5022 Å – 5.5378 Å and c 
= 13.3291 Å – 13.5011 Å.  

Several experimental techniques were used 
for the preparation of precursor powders of 
magnetic oxides [37-42]. Ball milling is one of 
the important commonly used methods due to 
its simplicity and flexibility of controlling the 
processing parameters in producing a wide range 
of materials [43-45]. In this work, we report on 
the ball-milling synthesis, as well as structural 
and magnetic studies of La0.67D0.33MnO3 (D = 
Ca, Sr, Ba) perovskites. This work focuses on 
the effects of the type of divalent ion on the 
magnetic properties and magnetocrystalline 
anisotropy in these compounds. 

 

 

2. Experimental  

2.1 Material Preparation 

In this study, homogeneous precursor powder 
mixtures of La0.67D0.33MnO3 manganites (D = Ca, 
Sr, and Ba) were prepared by ball milling 
stoichiometric amounts of the starting powders. 
The starting powders were high-purity La2O3, 
DCO3 and MnO with molar ratios of 
0.335:0.330:1.000. The powders were mixed and 
milled in a planetary ball mill (Pulverisette-7) 
with a powder to ball mass ratio of 1:12. The 
milling was carried out for 16 h at a rotational 
speed of 250 rpm. Disc-shape pellets were made 
by pressing parts of the powder mixtures in a 
stainless steel die under a pressure of 5 T. Then, 
the pellets were sintered in a box oven at 1000° 
C for 2 h using a temperature rate of increase of 
10° C/min. Since LBMO was not a pure phase as 
revealed by XRD data, a sample of this 
compound was sintered at 1100° C in order to 
investigate the effect of sintering temperature on 
the structural properties of this compound.  

2.2 Material Characterization 

The structural characteristics of the 
synthesized samples were examined by X-ray 
diffraction (XRD). XRD patterns were collected 
in the angular range 20° ≤ 2𝜃 ≤ 70° with a step 
of 0.01° and a scan speed of 0.5°/min. The 
particle size and morphology of the prepared 
materials were examined by scanning electron 
microscopy (SEM). The magnetic properties of 
the samples were investigated using a 
conventional vibrating sample magnetometry 
(VSM) operating at an applied magnetic field up 
to 10 kOe. 

3. Results and Discussion 

3.1 XRD Measurements 

Fig. 1 shows that the XRD patterns of 
La0.67Sr0.33MnO3 (LSMO) and La0.67Ca0.33MnO3 

(LCMO) samples revealed the presence of a 
single perovskite phase with no detectable 
secondary phases. However, XRD pattern of 
La0.67Ba0.33MnO3 sintered at 1000° C (LBMO 
1000) showed a perovskite phase and a 
secondary phase as revealed by the additional 
reflections at 2θ = 25.8°and 31.356°, 41.1° and 
55.9° (Fig. 2). These reflections are consistent 
with those of the standard pattern for BaMnO3 
(JCPDS: 00-026-0168). The appearance of a 
secondary phase in (LBMO 1000) sample is an 
indication of incomplete crystallization of the 
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perovskite phase at a sintering temperature of 
1000° C and the attainment of a pure perovskite 
LBMO phase may require modifications of the 
synthesis route and heat treatment. Accordingly, 

another sample of LBMO was sintered at 1100° 
C (LBMO 1100) and studied to examine the 
effect of sintering temperature on the structural 
and magnetic properties of this compound.  
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FIG. 1. Rietveld plots of XRD data of La0.67Ca0.33MnO3 (LCMO) and La0.67Sr0.33MnO3 (LSMO) compounds.  
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FIG. 2. Rietveld plots of XRD data of La0.67Ba0.33MnO3 samples sintered at 1000º C (LBMO 1000) and at 1100º 

C (LBMO 1100).  

Comparison of the XRD patterns of (LBMO 
1000) and (LBMO 1100) samples in Fig. 2 
revealed significant improvement of the 
crystallization of the perovskite phase at 1100° 
C. This improvement was demonstrated by the 
disappearance of the reflections corresponding to 
the secondary BaMnO3 phase and the reduction 

of the width of the structural peaks of LBMO 
perovskite phase, indicating that LBMO 
perovskite phase requires higher formation 
temperature in comparison with LSMO and 
LCMO.  

Rietveld analysis of the diffraction patterns of 
all samples was carried out to investigate the 



Structural and Magnetic Properties of La2/3D1/3MnO3 (D = Ca, Sr, Ba) Manganites Prepared By Ball Milling 

 145

microstructural characteristics and obtain the 
refined structural parameters of each sample. 
The refined lattice parameters a, b and c, as well 
as the cell volume V and X-ray density ρx of the 
samples, are listed in Table 2. The analysis 
revealed that the LCMO sample consisted of a 
single perovskite phase with orthorhombic Pnma 
symmetry. This structural symmetry and 
observed lattice parameters are consistent with 
previously reported structural results of LCMO 
[19, 32, 35]. However, both (LBMO 1100) and 
LSMO samples revealed the presence of a single 
perovskite phase with rhombohedral 𝑅3ത𝑐 
symmetry. The lattice parameters of LSMO are 
in good agreement with previously reported 
values based on XRD and neutron diffraction 
data for LSMO, x = 0.3, 0.33 [33, 34, 36]. Also, 
the lattice parameters of LBMO samples are in 
very good agreement with the values (a = 5.5378 

Å, c = 13.5011 Å) derived from neutron 
diffraction data [36] and the values (a = 5.5320 
Å, c = 13.5273 Å) [19] and (a = 5.5191 Å, c = 
13.5509 Å) [46] derived from XRD data for 
(LBMO; x = 0.33). Further, the observed refined 
lattice parameters for (LBMO; x = 0.33) are in 
agreement with the values (a = 5.5336 Å, c = 
13.4838 Å) derived from XRD data for (LBMO; 
x = 0.3) [47]. The structural symmetry of our 
LBMO samples, however, is different from the 
reported cubic Pm-3m symmetry with lattice 
parameter a = 3.9075 Å [48], even though the 
reported X-ray density of 6.719 g/cm3 is almost 
equal to our observed value. Although the cell 
volume increases from LCMO to LBMO, the X-
ray density increases progressively, which can be 
associated with the progressive increase of the 
molecular mass of the perovskite.  

TABLE 2. Refined lattice parameters and cell volume, x-ray density, MnO bond length and 
MnOMn bond angle of the perovskite structure in the samples. 

Sample LCMO LSMO LBMO1000 LBMO1100 
Space group Pnma 𝑅3ത𝑐 𝑅3ത𝑐 𝑅3ത𝑐 
a (Å) 5.42 5.50 5.54 5.53 
b (Å) 7.75 5.50 5.54 5.53 
c (Å) 5.48 13.35 13.49 13.53 
V(Å3) 230 350 358 358 
ρx (g/cm3) 6.07 6.41 6.72 6.72 
MnO(1) (Å) 1.937 - - - 
MnO(2) (Å) 2.274 

1.680 
- - - 

<MnO> (Å) 1.964 1.954 - 1.958 
MnO(1)Mn (º) 178.5 - - - 
MnO(2)Mn (º) 153.8 - - - 
<MnOMn> (º) 162.0 165.2 - 172.4 

 
The increase of the cell volume from LCMO 

to LBMO is associated with the increase of the 
mean ionic radius <rA> at the A-site, which 
results in a reduction of the internal chemical 
pressure in the perovskite unit cell [19]. This 
leads to a reduction of the distortion in the MnO6 
octahedra and a consequent structural transition 
from Pnma to 𝑅3ത𝑐. Careful examination of the 
structural characteristics of the samples revealed 
that while the MnO distances along the 
different octahedral axes vary significantly in 
LCMO, these distances remained constant in 
both LSMO and LBMO. Also, examination of 
the angles between the octahedral axes revealed 
that these angles in LCMO are ~ 5º, 9º and 11º 

different from the ideal value of 90º for a perfect 
octahedron. However, the angles within LSMO 
octahedra are only ~ 0.8º off and in LBMO the 
angles are < 0.2º off the ideal value of 90º. These 
results confirm the reduction of the octahedral 
distortions in going from LCMO to LBMO. 
Further, the <MnOMn> angle increases 
toward the ideal 180º value in going from 
LCMO to LBMO (see the values given in Table 
2), indicating a reduction of the structural 
distortion and an improvement of the long-range 
structural coherence.  

The crystallite size for the perovskite phase 
was determined using Scherrer equation [49]: 
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𝐷 =
௞ఒ

ఉୡ୭  (ఏ)
               (1) 

Here, k = 0.91 for a Gaussian peak profile, λ 
(= 1.54 Å) is the X-ray radiation wave length 
and β is the full width at half maximum of the 
diffraction peak. The main structural peaks at 2θ 
= 32.788º for LCMO, 32.69º for LSMO and 
32.41º for LBMO samples were fitted with 
Gaussian line shape, from which the peak 
position and full width at half maximum were 
determined. The peak width was then corrected 
for instrumental broadening using a standard 
silicon sample and the corrected peak width was 
used to evaluate the mean crystallite size in each 
sample. The analysis indicated that the mean 
cystallite size for LCMO, LSMO, LBMO1000 
and LBMO1100 were 20 nm, 23 nm, 31 nm and 
44 nm, respectively. These results indicated that 
a significat improvement of the crytallization of 
the perovskite phase is achieved by Ba 
substitution for La and the increase of the 
sintering temperature.  

3.2 SEM Measurements 

SEM images of all samples indicated that the 
samples are mainly composed of aggregates of 
submicron, irregularly-shaped particles (Fig. 3). 
The images of all samples sintered at 1000º C 
(LCMO (a); LBMO 1000 (b) and LSMO (d)) 
revealed that the majority of the samples 
consisted of particles in the size range of ~ 100 – 
300 nm and that particles with larger size are 
present with a smaller fraction. Although 
differences between the images are not obvious, 
careful examination of the particle size in the 
various samples makes us believe that the mean 
particle size in LBMO 1100 sample is higher 
than in the samples sintered at 1000º C. This is 
consistent with XRD data which revealed that 
LBMO 1100 had the highest crystallite size 
among all samples. In this sample, the higher 
sintering temperature is responsible for the 
improvement of crystallization of the perovskite 
phase. 

 
FIG. 3. SEM images for (a) LCMO, (b, c) LBMO and (d) LSMO samples prepared by ball milling. 

 
3.3 Hysteresis Loop Measurements  

Room temperature hysteresis loops of all 
samples were recorded at room temperature 
using VSM under an applied field up to 10 kOe 
and are shown in Fig. 4. The hysteresis loops 
indicated that LCMO is paramagnetic at room 

temperature, while LSMO and LBMO samples 
revealed ferromagnetic behavior with low 
coercivity as shown in the expanded view (Fig. 
5). The saturation magnetization of LBMO 
sample sintered at 1000º C is significantly lower 
than that of LSMO, which could be associated 
with the presence of a nonmagnetic impurity 
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1μm 
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phase in LBMO 1000. The saturation 
magnetization of LBMO sintered at 1100º C, 
however, exhibited a significant increase, 

approaching the saturation magnetization of 
LSMO as demonstrated by Fig. 4.  
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FIG. 4. Hysteresis loops for all samples. 
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FIG. 5. Expanded hysteresis loops for LBMO and LSMO samples. 

Low values of remnant magnetization and 
coercive fields (Hc < 20 Oe) characteristic of soft 
magnetic materials for LSMO and LBMO 
samples were determined directly from the 
hysteresis loops and the results are listed in 
Table 3. However, accurate determination of the 
saturation magnetization can be achieved by 
applying the law of approach to saturation in the 
high field range. In this range, the rotation of 
domain magnetization is dominant, where the 
magnetization is given by [50]: 

𝑀 = 𝑀௦ ቀ1 −
஺

ு
−

஻

ுమቁ + 𝜒𝐻             (2) 

Here, Ms is the spontaneous saturation 
magnetization of the domains per unit volume, A 
is a constant representing the contributions of 
inclusions/microstress, B is a constant 
representing the contribution of 
magnetocrystalline anisotropy and 𝜒𝐻 is the 
forced magnetization term. In a uniaxial crystal, 
the contribution of the magnetocrystalline 
anisotropy is completely determined by the first 
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anisotropy constant K1, where the constant B for 
a cubic crystal is given by [51]: 

𝐵 =
଴.଴଻଺ଵଽ ௄భ

మ

ெೞ
మ               (3) 

Accordingly, the law of approach to 
saturation was used to obtain the saturation 
magnetization and magnetocrystalline anisotropy 
of LSMO and LBMO samples. A plot of Ms vs. 1 
/H2 in the high field region (8.5 kOe < H < 10 
kOe) gave a straight line, indicating that the 

magnetocrystalline term is dominant in this field 
range. The saturation magnetization (Ms) was 
determined from the intercept of the straight line 
with the magnetization axis, whereas the 
constant B was determined from the slope, from 
which the first anisotropy constant was 
determined using Eq. 3. The derived magnetic 
parameters of LBMO and LSMO samples are 
listed in Table 3. 

TABLE 3. Saturation magnetization (Ms), remanence (Mr), coercive field (Hc) and first anisotropy 
constant (K1) for the samples. 

Sample Ms (emu/g) Mr (emu/g) Hc (Oe) K1 (105erg/g) 
LBMO 1000 30.7 1.03 18.9 3.2 

LBMO 1100 50.8 1.43 15.1 3.2 
LSMO 50.9 1.63 18.6 3.1 

 

The saturation magnetization of LBMO 
increased from 30.7 emu/g for the sample 
sintered at 1000º C to 50.8 emu/g as the sintering 
temperature increased to 1100º C. This 
significant improvement of the saturation 
magnetization is a result of the reduction of the 
nonmagnetic phase and the improvement of the 
crystallization of the perovskite phase as a 
consequence of the increase of the sintering 
temperature. The saturation magnetization of 
LBMO 1100 is almost equal to that of LSMO, 
which is in good agreement with the value of 52 
emu/g reported for La0.67Ba0.22Sr0.11MnO3 
prepared by sol – gel and sintering at 1100º C 
[2]. However, the observed saturation 
magnetization is higher than the value of ~ 47 
emu/g reported for La0.7Sr0.3MnO3 prepared by 
coprecipitation and sintering at 900º C [52]. As 
for the magnetocrystalline anisotropy, the first 
anisotropy constant was found to be almost the 
same for LSMO and LBMO, indicating similar 
effect for Ba and Sr on the structural and 
magnetic properties of the perovskite 

manganites. This conclusion is also consistent 
with the similarity of the saturation 
magnetization of the pure LSMO and LBMO 
perovskites.  

3.4 Thermomagnetic Measurements 

The thermomagnetic curves at a constant 
applied field of 100 Oe were measured for all 
samples sintered at 1000º C. A homogeneous 
sample with sharp magnetic phase-transition at 
the Curie temperature (Tc) should give a sharp 
peak in the derivative of the thermomagnetic 
curve at that temperature. The magnetization 
curve of LCMO (Fig. 6) exhibited monotonic 
decrease with the increase of temperature, with 
no peaks in the derivative curve, indicating that 
the sample does not exhibit ferromagnetic 
behavior above room temperature. The 
derivative curves for LSMO and LBMO 
samples, however, exhibited peaks 
corresponding to magnetic phase transitions 
above room temperature (see Fig. 7).  
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FIG. 6. Thermomagnetic curve (at an applied field of 100 Oe) and its derivative for LCMO sample. 
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FIG. 7. Thermomagnetic curves (at an applied field of 100 Oe) and their derivatives for LSMO and LBMO 

samples. 

The derivative curve of LSMO sample 
showed a single peak at 380 K, corresponding to 
ferromagnetic – paramagnetic phase transition 
with Curie temperature somewhat higher than 
previously reported values (see data in Table 4). 
The broadening of the magnetic transition, 
however, could be evidence of a small degree of 
magnetic inhomogeneity arising from small local 
structural distortions in the sample. On the other 
hand, the derivative curve of LBMO sample 
showed a double peak structure, which could be 

an indication of magnetic phase separation and 
the presence of a minority magnetic phase in 
addition to the major perovskite phase. The 
temperature (343 K) at which the major peak 
occurred in the derivative curve is in good 
agreement with reported values of Curie 
temperature for LBMO and this peak is therefore 
associated with ferromagnetic to paramagnetic 
phase transition of the major magnetic phase in 
this sample. 
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TABLE 4. Curie temperatures of LSMO and LBMO compounds compared to values found in the 
literature. 

Sample Tc (observed) Tc (from literature) 

La଴.଺଻Sr଴.ଷଷMnOଷ 380 K 
342.6 K [19], 370 K [13], 375 K [33], 378 K 

[1] 
La଴.଺଻Ba଴.ଷଷMnOଷ 343 K 335.1 K [19], 332 K [21], 342 K [47] 

 
4. Conclusions 

Pure perovskite La0.67Ca0.33MnO3 and La0.67 

Sr0.33MnO3 phases were synthesized by high 
energy ball milling and sintering at 1000º C. 
This synthesis route, however, was not 
appropriate to produce a pure La0.67Ba0.33MnO3 

phase, where a secondary BaMnO3 phase 
appeared in addition to the major perovskite 
phase. Single LBMO perovskite phase, however, 
was obtained by sintering the compound at 1100º 
C and a significant increase of the saturation 
magnetization from 30.7 emu/g to 50.8 emu/g 
was observed. The saturation magnetization of 
the sample sintered at 1100º C was almost equal 

to that of LSMO and low coercivity of Hc < 20 
Oe for all samples was observed. The first 
magnetic anisotropy constant (K1) was found to 
be almost the same for LSMO and LBMO 
samples. Room temperature isothermal magnetic 
measurements, however, revealed that LCMO 
sample was paramagnetic at room temperature. 
The thermomagnetic measurements showed 
ferromagnetic–paramagnetic phase transitions 
for LBMO and LSMO at 343 K and 380 K, 
respectively and revealed evidence of magnetic 
inhomogeneity in both samples.  
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Abstract: Natural and artificial radioactivity levels in surface soil samples collected from 
various sites in Tafila governorate in Jordan, have been determined using gamma-ray 
spectrometry. The average concentrations of 238U, 226Ra, 232Th, 40K and 137Cs were 23.6 ± 
3.1, 23.3 ± 0.7, 16.7 ± 1.0, 234.1 ± 9.85 and 5.4 ± 0.3 Bq kg-1, respectively. The activity 
ratio between 238U and 226Ra for all samples was close to unity. The average values of 
radium equivalent activity, gamma-absorbed dose rate in air, annual effective dose 
equivalent, external hazard index, internal hazard index and excess lifetime cancer risk 
were 65.2 Bq kg-1, 30.6 nGy h-1, 37.6 µSv y-1, 0.18, 0.24 and 1.39×10-4, respectively. These 
values for the collected samples do not exceed the permissible limits. Therefore, the studied 
area does not pose any significant radiation hazard to the public. Furthermore, it has been 
found that the activity concentration of 137Cs radionuclide is within the values of 
recommended safe levels.  
Keywords: Soil samples, Natural radioactivity, Artificial radioactivity, Gamma-ray 

spectrometry, Radiation hazard assessment. 
 

 

1. Introduction 

Due to Jordan's growing need for electrical 
power, Jordan government has commissioned 
the Jordan Atomic Energy Commission JAEC to 
construct a nuclear power plant capable of 
generating electricity. Therefore, a need has 
emerged for a radiological mapping of Jordan, 
which is intended to enhance our knowledge of 
the varying radioactivity in our environment. As 
one of the primary research fields in the 
Department of Physics in Tafila Technical 
University (TTU), Jordan, the present study is a 
corner stone in enhancing and enriching the 
radiological mapping for different sites in Tafila 
governorate. Therefore, the main aim of this 
work is to measure the specific activities of 238U, 

226Ra, 232Th, 40K and 137Cs and to estimate the 
radiological hazard associated with these 
radionuclides in soil samples obtained from 
different areas in Tafila governorate in Jordan. 

238U, 226Ra, 232Th and 40K radionuclides 
mainly constitute the natural radioactivity which 
is nearly found everywhere in soil, water and 
rock [1-5]. 137Cs is the most important 
anthropogenic radionuclide with a relatively long 
half-life of 30.17 years [6]. It is widely 
distributed globally due to nuclear weapon 
testing and nuclear power plant accidents. 
Humans can get exposed to radiation from these 
radionuclides in two ways, either by direct 
exposure or by the accumulation of these 
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radionuclides in the body through inhaling or 
food consumption. Soil is considered to be the 
medium of transferring these radionuclides to 
human beings and constitutes a serious radiation 
hazard. Moreover, determining the activity 
concentrations of natural and anthropogenic 
radionuclides is important for the purposes of 
establishing baseline data for ascertaining their 
radiological levels. 

There have been several studies in the past 
decades conducted for the determination the 
natural and/or anthropogenic radioactivity levels 
in Jordan [7-13]. However, these studies were 
specific to certain geographical areas and did not 
include all areas of Jordan. In a recent study 
[14], the natural radioactivity levels and 
radiation hazard in the south of Jordan were 
assessed. It focused on determining the natural 
radioactivity levels and the associated hazards, 
but did not study the levels of anthropogenic 
radiation in this region. All the previous reasons 
and the lack of measurements motivated the 
authors to determine the activity concentrations 
of both natural and anthropogenic radionuclides 
as well as the radiation hazards in Tafila region. 

In this paper, the natural and anthropogenic 
radioactivity levels in surface soil samples in 
Tafila governorate in Jordan are investigated 
using gamma-ray spectrometry. This type of 
work in the study area is distinctive that no prior 
work has investigated the activity concentrations 
of anthropogenic radionuclides as well as the 
natural radionuclides and the radiation hazards in 
the sites located nearby the Royal highway and 
other touristic sites; namely, Dana Wildlife 
Reserve and the old Sela' town in Tafila. Thus, 
there is a great interest to provide information 
regarding the radioactivity levels in these areas 
to the inhabitants and visitors of these areas and 
to provide them with awareness advices about 
the radiological effects on their health. 

The rest of the paper is organised as follows: 
In Section 2, details of the soil sample collection 
and preparation, detector calibration and sample 
analysis utilized during this study are described. 
The calculation of radium equivalent activity, 

gamma-absorbed dose rate in air, annual 
effective dose equivalent, external and internal 
hazard indices and excess lifetime cancer risk are 
presented in Section 3. The activity 
concentrations of 238U, 226Ra, 232Th, 40K and 
137Cs as well as the results of radiation hazards 
are presented in Section 4. The last section 
summarizes the work and conclusions are 
discussed. 

2. Experimental Methods and 
Materials 

2.1 Study Area 

Tafila governorate is located in the south of 
Jordan about 180 km from Amman the capital of 
Jordan. Its population is nearly 100,000. Its area 
is approximately 2100 km2. It is considered to be 
one of the oldest areas in the country which was 
the most populated as result of the succession of 
different nations. Tafila is mostly a mountainous 
area as it has mountain chains of a height 
ranging from 1200 m in the eastern part to1600 
m in the west (Al-Qadisyya). These mountain 
chains are crossed with deep valleys. Dana 
Wildlife Reserve which is one of the biggest 
wildlife reserves in Jordan is part of Tafila 
governorate. Its area is about 300 km2 with 
curved terrain facing the Afro-Asian Rift-Valley. 

2.2 Soil Sample Collection and Preparation 

In this study, sixteen soil samples were 
collected from different sites in Tafila 
governorate. Soil samples were taken to a depth 
of 5 cm and Global Positioning System GPS was 
used for tracking the data recording as seen in 
Table 1 and Fig. 1. 

For homogeneous soils, the samples were 
sieved in order to separate stones and grasses 
from the samples. Then, the samples were 
crushed and placed in an oven at 95 oC for 15 h. 
Finally, the samples were sealed in plastic 
containers and left for one month before 
counting in order to ensure equilibrium between 
226Ra and 222Ra and their daughter products.  
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TABLE 1. Sample identifications and GPS position locations. 

Site Site Name Altitude (m) 
GPS position 

LAT. LONG. 
Site 1 Sa'wa 1240 30o46' 19" 35o36' 34" 
Site 2 Eima 900 30o52' 36" 35o35' 45" 
Site3 Rawath 1450 30o42' 16" 35o38' 09" 
Site4 Al-Qadisyya 1590 30o39' 53" 35o37' 16" 
Site5 Umm Sarab 1270 30o44' 53" 35o38' 01" 
Site6 Garandal 1340 30o43' 15" 35o38' 44" 
Site7 Zoabar 1370 30o46' 49" 35o36' 46" 
Site8 Busira 1170 30o43' 36" 35o37' 15" 
Site9 Dana 1290 30o40' 31" 35o36' 47" 
Site10 Izhaiqa 1260 30o49' 12" 35o38' 29" 
Site11 Lahda 1460 30o41' 52" 35o35' 56" 
Site12 Al Ayes 1240 30o50' 44" 35o38' 06" 
Site13 Dra' 1365 30o46' 02" 35o37' 47" 
Site14 Alhala 1420 30o46' 15" 35o38' 27" 
Site15 Sela 1090 30o46' 18" 35o35' 04" 
Site16 Rashadiyah 1560 30o40' 59" 35o37' 21" 

 

 
FIG. 1. Location map of the study area (using Google Maps).  

2.3 Detector Calibration 

For identifying gamma-emitting 
radionuclides and determining their activity 
concentrations, a gamma-ray spectrometry with 
High Purity Germanium (HPGe) detector 
measuring system of 50 % relative efficiency 
manufactured by Canberra [22] was used. The 

gamma radiation of the environment may 
influence the gamma spectrometry which in turn 
might affect the measurement. Therefore, the 
detector was surrounded by a lead shield. The 
background spectrum was collected before the 
measurements and the peaks of the background 
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spectrum were subtracted using peak area 
correction.  

The energy calibration was performed using 
radioactive sources (137Cs, 57Co, 65Zn, 109Cd, 
113Sn, 54Mn, 155Eu, 22Na and 241Am). These point 
sources were manufactured by Canberra on 18 
January 2010 (except for 155Eu and 22Na, which 
were produced on 23 June 2009). The initial 
activity for each point source is 37 kBq. 
Efficiency calibration has also been done before 
the measurements using a standard -Petri dish- 
calibration mixed source. The performed 
efficiency calibration curve has been corrected 
for cascade summing effect using a geometry 
correction software.  

2.4 Sample Analysis 

Soil samples were placed facing the detector. 
The counting time for each sample was 24 h. 
Any thumb rule concerning the acquisition time 
does not exist, because it depends on achieving 
the desired counting statics on the primary line 
emitted by the nuclide subject of measurement. 

The average activity concentrations of the 
three photopeaks of 214Pb at 295.2 keV and 352.0 
keV and 214Bi at 609.3 keV were used to 
determine the activity concentration of 226Ra. 
The activity concentration corresponding to the 
photopeaks of 228Ac at 911.1 keV, 212Pb at 238.6 
keV and 208Ti at 583.1 keV was used in order to 
determine the activity concentration of 232Th. 
The activity concentration corresponding to the 
photopeak of 234Th at 63.3 keV was used in 
determining the activity concentration of 238U. 
The activity concentrations of 40K and 137Cs were 
determined directly using the photopeaks at 
1460.8 keV and 661.6 keV, respectively.  

3. Calculations 

3.1 Activity Concentration 

The activity concentration, A, of the 
radionuclides present in the sample was 
calculated based on the following expression:  

A =
େ 

க×୍ಋ×୵
               (1) 

where A is the activity concentration in Bq kg-1, 
C is the net count rate in counts per second, ε is 
the detector efficiency, Iஓ is the fractional 
number of decays that yield the radiation to be 
detected and w is the sample weight in kg. 

 

3.2 Radium Equivalent Activity 

Radium equivalent activity Raeq is a common 
index used for the assessment of radiological 
hazard of radioactivity. It uses the activity 
concentrations of 226Ra, 232Th and 40K to create 
an index of a single quantity. It was calculated, 
as shown in Eq. 2, based on the assumption that 
370 Bq kg-1 of 226Ra, 259 Bq kg-1 of 232Th and 
4810 Bq kg-1 of 40K produce the same gamma 
ray dose rate [15]. 

Raୣ୯(Bq kgିଵ) = Aୖୟିଶଶ + 1.43 A୘୦ିଶଷଶ

+ 0.077 A୏ିସ଴  

                          (2) 

where Aୖୟିଶଶ , A୘୦ିଶଷଶ and A୏ିସ଴ are the 
activity concentrations of 226Ra, 232Th and 40K in 
Bq kg-1, respectively. 

3.3 Absorbed Dose Rate 

Gamma-absorbed dose rate D in air outdoors 
at a height of 1 m above the ground surface can 
be calculated using the activity concentrations of 
238U, 232Th and 40K. Gamma-absorbed dose rate 
D can be calculated based on the guidelines 
provided by UNSCEAR [16]:  

D(nGy hିଵ) = 0.462 Aୖୟିଶ + 0.604 A୘୦ିଶଷ

+ 0.0417 A୏ିସ଴  

        (3) 

where  Aୖୟିଶଶ଺, A୘୦ିଶ  and A୏ିସ଴ are the 
activity concentrations of 222Ra, 232Th and 40K in 
Bq kg-1 and D is in nGy hିଵ, respectively. 

3.4. Annual Effective Dose Equivalent 
(AEDE) 

To estimate the annual effective dose 
received by the public due to soil radioactivity, 
the following formula provided by UNSCEAR 
[16] was used: 

AEDE(μSv yିଵ)
= D(nGy hିଵ) × 8760 h × 0.2 
× 0.7 Sv Gyିଵ × 10ିଷ  

             (4) 

where 0.7 Sv Gyିଵ is the conversion coefficient 
from absorbed dose in air to effective dose 
received by adults and 0.2 for the outdoor 
occupancy factor. 
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3.5 External and Internal Hazard Indices 

The external hazard index Hex deals with the 
external radiation effects and can be calculated 
using the following expression:  

Hୣ୶ =
୅౎౗షమమల

ଷ଻଴
+

୅౐౞షమయమ

ଶହଽ
+

୅ేషరబ

ସ଼ଵ଴
< 1.           (5)  

The value of Hୣ୶ must not exceed the limit of 
unity for the radiation hazard to be negligible, 
which corresponds to the upper limit of Raeq (370 
Bq kg-1). 

The internal hazard index Hin is used for 
internal exposure from radon222Rn and its short-
lived progeny in building material. Internal 
hazard index Hin can be calculated using the 
following formula [17]:  

H୧୬ =
୅౎౗షమమల

ଵ଼ହ
+

୅౐౞షమయ

ଶହଽ
+

୅ేషరబ

ସ଼ଵ଴
< 1.          (6) 

3.6 Excess Lifetime Cancer Risk 

To estimate the probability of developing 
cancer due to the radiation exposure effects for a 
specific lifetime of a person, the excess lifetime 
cancer risk, ELCR, is calculated using the 
following relation:  

ELCR = AEDE × LE × RF            (7) 

where AEDE is in μSv yିଵ, LE is the life 
expectancy in Jordan that is 74 years and RF is 
the fatal cancer risk per Sievert which is 0.05 
Svିଵ.  

4. Results and Discussion 

4.1 Activity Concentration of 235U, 226Ra, 232Th 
and 40K 

Table 2 summarizes the activity 
concentrations of 235U, 226Ra, 232Th and 40K 
collected from sixteen different locations in 
Tafila governorate soil. The table illustrates the 
activity concentration of radionuclides for each 
sample followed by the minimum, maximum and 
average values of all samples. Activity 
concentrations of 238U for all the soil samples 
were found to be ranging from 11.6 to 44.3 Bq 
kg-1 with an average value of 23.6 Bq kg-1. The 
activity concentration of 226Ra ranged from 21.1 
to 41.4 Bq kg-1 with an average value of 23.3 Bq 
kg-1. The activity concentration of 232Th varied 
from 7.3 to 28.8 Bq kg-1 with an average value of 
16.7 Bq kg-1. The activity concentration of 40K 
ranged from 115.6 to 435.5 Bq kg-1 with an 

average value of 234.1 Bq kg-1. Site 15 had the 
highest values of 238U, 226Ra and 40K, while site 
13 had the highest value of 232Th. The 
differences in the activity concentrations among 
the samples depend primarily on the geological 
conditions [18]. However, the average activity 
concentrations of 238U, 226Ra, 232Th and 40K in 
the studied area were lower than the worldwide 
average concentrations in soils of various 
countries which are 33 Bq kg-1 for 238U, 32 Bq 
kg-1 for 226Ra,45 Bq kg-1 for 232Th and 412 Bq  
kg-1 for 40K [4]. 

Table 3 compares the results of this work 
with results for other regions in Jordan. It is clear 
that the natural activity concentrations of 238U, 
226Ra and 232Th in other regions are higher. The 
average activity concentration of 40K in Tafila is 
not the least, but the value is close to the values 
of the other regions.  

In another study, Ahmad et al. [19] reported 
that the specific activities in soil samples 
collected in Amman, the capital of Jordan, were 
56.4, 28.8 and 501.3 Bq Kg-1 for 238U, 232Th and 
40K, respectively. Moreover, they reported that 
the specific activities in Jerash soils were 27.9, 
12.4 and 120 Bq kg-1 for 238U, 232Th and 40K, 
respectively. The activity concentrations in soil 
samples taken along the Amman-Aqaba highway 
have been investigated by Al-Jundi et al. [9]. 
They found that the activity concentrations 
varied from 22 to 104 Bq kg-1 for 238U, from 21 
to 103 Bq kg-1 for 232Th and from 138 to 601 Bq 
kg-1 for 40K. Also, a recent study [14] reported 
that the average activity concentrations in areas 
in the southern governorates of Jordan were 45, 
39, 23 and 233 Bq kg-1 for 238U, 226Ra, 232Th and 
40K, respectively. Table 3 shows that the average 
values of the activity concentrations in this study 
are in agreement with the previous cited results. 

Fig. 2 shows the relationship between 
uranium and radium concentrations in soil 
samples collected in Tafila. A strong correlation 
between 238U and 226Ra can be seen. The ratio of 
238U / 226Ra is very close to unity. This result is 
expected, since they belong to the same series 
and should be in equilibrium. The strong 
correlation between 238U and 226Ra indicate that 
the results for anyone of them represent a good 
predictor for the other. 
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TABLE 2. Activity concentrations of 238U, 226Ra, 232Th and 40K, in Tafila governorate soil. 
Site 238U (Bq kg-1) 226Ra (Bq kg-1) 232Th (Bq kg-1) 40K (Bq kg-1) 
Site 1 11.6 ± 1.6 12.1± 0.5 8.5 ± 0.6 115.6 ± 5.9 
Site 2 28.1 ± 2.4 30.7± 0.6 17.9 ± 0.8 225.2 ± 8.2 
Site 3 21.4 ± 2.0 20.8± 0.6 19.9 ± 0.9 264.4 ± 8.6 
Site 4 27.6 ± 3.6 29.9± 0.7 20.9 ± 1.2 163.6 ± 11.9 
Site 5 17.6 ± 2.0 17.7± 0.6 12.9 ± 0.7 203.7 ± 7.8 
Site 6 19.9 ± 1.1 20.7± 0.4 17.4 ± 0.5 208.4 ± 5.7 
Site 7 28.4 ± 5.9 24.7± 0.9 20.5 ± 1.2 225.1 ± 9.4 
Site 8 23.2 ± 2.2 24.2± 0.7 18.9 ± 0.8 267.6 ± 9.1 
Site 9 18.3 ± 3.2 17.8± 0.6 15.7 ± 0.8 419.9 ± 9.8 
Site 10 19.6 ± 5.6 19.0± 1.0 14.2 ± 1.8 149.2 ± 18.0 
Site 11 22.9 ± 2.2 23.8± 0.6 19.4 ± 1.1 202.5 ± 8.2 
Site 12 23.4 ± 2.3 24.2± 0.6 19.7 ± 0.8 272.1 ± 8.8 
Site 13 27.2 ± 4.7 27.2± 0.9 28.8 ± 1.7 289.8 ± 15.5 
Site 14 22.7 ± 5.4 23.5± 0.9 7.3 ± 1.0 173.4 ± 8.5 
Site 15 44.3 ± 2.4 41.4± 0.9 13.5 ± 0.8 435.5 ± 11.4 
Site 16 21.4 ± 3.7 16.0± 0.8 11.4± 1.2 130.0 ± 10.9 
Min. 11.6 ± 1.6 12.1 ± 0.5 7.3 ± 1.0 115.6 ± 5.9 
Max. 44.3 ± 2.4 41.4 ± 0.9 28.8 ± 1.7 435.5 ± 11.4 
Average 23.6 ± 3.1 23.3 ± 0.7 16.7 ± 1.0 234.1 ± 9.9 

 

TABLE 3. Comparison of the average activity concentrations of 238U, 226Ra, 232Th and 40K with other 
parts of Jordan's soil. 

Governorate 238U (Bq kg-1) 226Ra (Bq kg-1) 232Th (Bq kg-1) 40K (Bq kg-1) Reference 
Irbid 43.9 ± 34.9 36.0 ± 42.9 25.3 ± 10.9 226.3 ± 84.2 [7] 
Mafraq 33.3 ± 14.3 25.6 ± 7.4 27.6 ± 6.0 350.2 ± 78.1 [7] 
Ajloun 31.2 ± 14.3 31.0 ± 12.9 28.0 ± 10.5 298.4 ± 113.1 [7] 
Jerash 33.2 ± 15.5 30.1± 10.8 29.5 ± 7.2 315.3 ± 71.4 [7] 
Balqa 37.4 ± 27.5 26.6 ± 26.7 26.0 ± 9.1 277.3 ± 101.5 [7] 
Zarqa 257.8 ± 355.5 213.9 ± 315.4 21.5 ± 9.1 248.5 ± 121.5 [7] 
Amman 47.0 ± 71.5 44.0 ± 69.8 20.9 ± 10.6 241.6 ± 120.8 [7] 
Madaba 28.0 ± 14.4 28.0 ± 10.4 27.4 ± 5.1 303.6 ± 47.3 [7] 
Ma'an 44.9 ± 6.3 57.7 ± 5.4 18.1 ± 1.4 138.1 ± 40.8 [10] 
Tafila 23.6 ± 3.1 23.3 ± 0.7 16.7 ± 1.0 234.1 ± 9.9  

 
FIG. 2. Uranium vs. radium concentrations. 
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4.2 Activity Concentration of 137Cs 

Fig. 3 displays the activity concentrations of 
anthropogenic 137Cs in soil samples collected 
from Tafila governorate. Activity concentrations 
of 137Cs were determined for 13 soil samples, 
since there is no 137Cs in the collected soil 
samples from sites 14-16. Those concentrations 
ranged from 0.58 to 10.57 Bq kg-1 with an 
average value of 5.41 Bq kg-1. The highest 
activity value of 137Cs is for Garandal sample 
(site 6). The lowest activity is for Sa'wa sample 
(site 1). Hamarneh and coworkers [20] found 

that the activity concentrations of 137Cs in Irbid 
region varied from 12.11 to 24.83 Bq kg-1. 
However, most of the activity concentrations of 
137Cs in Tafila region were less than those in 
Irbid region. It is worth mentioning that the 
reported data by IAEA expert missions 
mentioned that the activity concentration of 137Cs 
should be ranging between 5 and 100 Bq kg-1 

[16]. Globally, all soil samples in this work 
showed that the values of activity concentration 
of 137Cs were much below this range. 

 
Fig. 3: 137Cs activity concentrations at different locations. 

4.3 Radiological Effects 

The main objective of studying the 
radioactivity levels in soils is to calculate the 
radiation dose to public. Fig. 4a displays the 
radium equivalent activity for the soil samples 
collected from Tafila region. It can be clearly 
seen that the radium equivalent activity for all 
the 16 soil samples in the present work ranged 
from 33.1 to 90.6 Bq kg-1, with an average value 
of 65.2 Bq kg-1. The highest value is in Dra' 
sample (site 13) and the lowest is in Sa'wa 
sample (site 1). The average value of the radium 
equivalent activity in the present study is lower 
than the allowed maximum value of 370 Bq    
kg-1 [16]. 

Fig. 4b shows the gamma-absorbed dose rate 
in air for the soil samples collected from Tafila 
region. The gamma-absorbed dose rate varied 
from 15.5 nGy hିଵfor Sa'wa sample (site 1) to 
45.4 nGy hିଵfor Sale sample (site 15), with an 
average value of 30.6 nGy hିଵ which is lower 

than the world's average value of 60 
nGy hିଵ [16].  

Results for the outdoor annual effective dose 
are shown in Fig. 4c. The outdoor annual 
effective dose varied from 19.0 to 55.7 µSv y-1 
with an average of 37.6 µSv y-1. This value is 
lower than the world's average value of 70 µSv 
y-1 [16].  

Results for the external and internal hazard 
indices are shown in Fig. 4d and Fig. 4e. The 
external hazard index ranged from 0.09 to 0.25 
with an average of 0.18, whereas the internal 
hazard index ranged from 0.12 to 0.37 with an 
average of 0.24. These values are much less than 
unity [17].  

The values of the excess lifetime cancer risk 
ranged from 7.04 ×  10ିହ to 2.06 × 10ିସ with 
an average value of 1.39 × 10ିସ. The present 
average is below the world average limit 
of 2.9 × 10−4 [21]. 
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FIG. 4. Illustration of (a) Radium equivalent activity (b) Gamma-absorbed dose rate in air (c) Annual effective 

dose equivalent (d) External hazard index (e) internal hazard index and (f) Excess lifetime cancer risk from 
238U,226Ra, 232Th and 40K, for soil samples collected from Tafila region. 

(a) (b) 

(d) (c) 

(e) (f) 
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Conclusion 

The natural and anthropogenic radioactivity 
levels have been determined for 16 surface soil 
samples collected from various locations in 
Tafila governorate in Jordan. The activity 
concentrations were determined using gamma-
ray spectrometry. The average concentrations of 
natural radionuclides 238U, 226Ra, 232Th and 40K 
were found to be lower than the worldwide 
average values. The ratio between 238U and 226Ra 
for all samples was close to unity. Among the 
anthropogenic radionuclides, only 137Cs was 
detected, but with very low values compared to 
the worldwide range. The average values of 

radium equivalent activity, gamma-absorbed 
dose rate in air, annual effective dose equivalent, 
external and internal hazard indices and excess 
lifetime cancer risk were lower than the world's 
average values. Our results show that the studied 
area does not pose any significant radiation 
hazard to the public.  
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Abstract: In this paper, we investigate Conformal Killing Vector Fields (CKVFs) of 
Locally Rotationally Symmetric (LRS) Bianchi type I spacetime. Ten conformal 
Killing equations and the CKVF components having unknown functions of 
integration are derived. Specific solutions of these conformal Killing equations are 
subject to the twelve integrability conditions. Integrability conditions are solved 
completely in different cases and CKVFs of dimensions four, five and six are 
obtained along with their conformal factors. In each case, the exact form of the 
metric which admits CKVFs is obtained. The inheriting CKVFs are obtained. It is 
also shown that a particular vacuum solution of LRS Bianchi type I spacetime does 
not admit proper homothetic or proper CKVF.  
Keywords: Conformal symmetries, Direct integration technique, Particular solutions. 
 

 

1. Introduction 

The highly non-linear Einstein’s Field 
Equations (EFEs) are used to treat the general 
theory of relativity. The exact solutions of these 
equations are extremely difficult because of their 
non-linear behavior. Some of the physically 
remarkable exact solutions of  EFEs  are presented 
in [1]. Exact solutions of EFEs can be classified 
according to different symmetries in order to find 
out the link between structure of spacetime and 
gravitational interaction. In general relativity, the 
spacetime symmetries play an important role 
because of their direct relation with conservation 
laws. When a physical system is subject to energy 
conservation law, it remains invariant under time 
translation. In general relativity, this phenomenon 
is defined as the invariance property of spacetime 
metric under a time translation [2]. By spacetime 
symmetry, we mean a smooth vector field whose 

local flow preserves some geometrical features of 
the spacetime, which refer to a specific tensor, 
such as the energy momentum tensor, the metric 
tensor or any other aspect of the spacetime, such 
as geodesic structure [3]. The motion along 
which spacetime metric remains constant up to 
some scale factor is called CKVFs. while the 
scale factor is known as conformal factor. It is 
considered that the CKVF is a global smooth 
vector field 𝑋 over a manifold 𝑊, such that 
𝜉 ∶ 𝑊 → 𝑅 of 𝑋; the relation 𝑋௔;௕ = 𝜉𝑔௔௕ + 𝑁௔௕ 
holds, where 𝜉 is a smooth conformal function, 
𝑔௔௕ are the components of metric tensor and 
𝑁௔௕ = (−𝑁௕௔) is the bivector of 𝑋. In terms of 
Lie derivative, the above relation can be written 
as [3]: 

 𝐿௑𝑔௔௕ = 2𝜉𝑔௔௕             (1) 
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where 𝐿௑ is the Lie derivative along the vector 
field 𝑋. It is to be noted that the conformal 
function 𝜉 depends on the chosen coordinate 
system. In an explicit form, Eq. (1) can be 
written as: 

 𝑔௔௕,ௗ𝑋ௗ + 𝑔௕ௗ𝑋,௔
ௗ + 𝑔௔ௗ𝑋,௕

ௗ = 2𝜉𝑔௔௕ .           (2) 

In Eq. (2), comma represents partial 
derivative. From the above equation, it is clear 
that if 𝜉 is constant, then the vector field reduces 
to Homothetic Vector Field (HVF) and if 𝜉 
vanishes, then the vector field becomes Killing 
Vector Field (KVF). Hall and Steele [4] worked 
on the CKVFs in general relativity. According to 
their work, the maximum dimension for 
conformally flat spacetime is fifteen, while for 
non-conformally flat spacetime, the maximum 
dimension is seven. Khan et al. [2] explored 
CKVFs for plane symmetric spacetimes. They 
have solved the integrability conditions 
completely for some known conformally and 
non-conformally flat classes of plane symmetric 
spacetimes. Khan et al. [5] found out CKVFs for 
LRS Bianchi Type V spacetimes. They solved 
integrability conditions for some particular cases. 
They have also determined the inheriting CKVFs 
for LRS Bianchi Type V spacetime. Maartens et 
al. [6] have classified spherically symmetric static 
spacetimes on the basis of their conformal 
motion. They revealed that for non-conformally 
flat spacetime, there are two proper conformal 
motions. The spherical conformal symmetries in 
non-static spacetime have been studied by 
Moopanar and Maharaj [7]. Moopanar and 
Maharaj [8] have also studied a complete 
conformal geometry of shear-free spacetime with 
spherical symmetry without specifying the form 
of matter content. Shabbir et al. [9, 10] 
investigated that Bianchi Types VIII and IX 
spacetimes admit proper CKVFs, while spatially 
homogeneous rotating spacetime does not admit 
proper CKVFs. In [11], the authors explored LRS 
spacetimes which are hypersurface homogeneous 
and admit proper conformal Killing vector fields. 
Recently, a method have been developed [12] and 
with their method, the authors classified Bianchi 
type I spacetime according to its proper conformal 
vector fields. The authors of this paper showed that 
only two non-conformally flat families of Bianchi 
type I spacetimes admit proper conformal vector 
fields. 

In general theory of relativity, CKVFs have a 
large number of applications. They play a vital 
role at the geometric level as well as at the 

dynamics and kinematics levels [12]. In 
kinematics, variables like expansion, rotation 
and shear can be studied by assuming that the 
spacetime admits CKVFs. These vector fields are 
also used for the investigation of these variables 
by implementing some constraints on them. These 
variables are then used to produce well known 
results, some of which can be seen in [6, 13, 14]. 
Similarly, the CKVFs have a vital role at the 
dynamics level. In [15, 16, 17], some of the 
plausible solutions of EFEs have been obtained by 
assuming that the spacetimes admit CKVFs. At 
the geometric level, the CKVFs are used to 
simplify the metric by taking possible 
coordinates which are discussed in [18]. These 
important applications motivated us to explore 
CKVFs of LRS Bianchi Type I spacetimes in 
explicit form and obtain the exact form of the 
metric. Without going into developing 
complicated methods, we will solve the conformal 
Killing equations by direct integration and some 
simple algebraic techniques. 

This paper is organized as follows: In Sect. 2, 
we write ten conformal Killing equations for 
LRS Bianchi Type I spacetime. In the sub-
sections of 2, we discuss different cases for 
integrability conditions. An in detail discussion 
of CKVFs of particular form, including time-like 
and inheriting conditions, is presented in Section 
3. In Sect. 4, we find vacuum solution and its 
corresponding CKVFs. A summary of the study 
is presented in Sec. 5. 

2. General Forms of Conformal Killing 
Equations and Conformal Vector 
Fields 

The line element in usual coordinates (t, x, y, 
z) (labeled by (x0, x1, x2, x3), respectively) for 
LRS Bianchi type I spacetime is given by 

𝑑𝑠ଶ = −𝑑𝑡ଶ + 𝐴ଶ(𝑡)𝑑𝑥ଶ + 𝐵ଶ(𝑡)(𝑑𝑦ଶ + 𝑑𝑧ଶ), 
                           (3) 

where 𝐴(𝑡) and 𝐵(𝑡) are no-where zero 
functions of 𝑡 only. The conformal Killing 
equations are obtained as follows (from Eqs.(2) 
and (3)) 

 𝑋,଴
଴ = 𝜉(𝑡, 𝑥, 𝑦, 𝑧),           (4) 

𝐴ଶ𝑋,଴
ଵ − 𝑋,ଵ

଴ = 0,             (5) 

 𝐵ଶ𝑋,଴
ଶ − 𝑋,ଶ

଴ = 0,            (6) 

 𝐵ଶ𝑋,଴
ଷ − 𝑋,ଷ

଴ = 0,           (7) 
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 𝐴̇𝑋଴ + 𝐴𝑋,ଵ
ଵ = 𝐴𝜉(𝑡, 𝑥, 𝑦, 𝑧),          (8) 

𝐵ଶ𝑋,ଵ
ଶ + 𝐴ଶ𝑋,ଶ

ଵ = 0,           (9) 

𝐵ଶ𝑋,ଵ
ଷ + 𝐴ଶ𝑋,ଷ

ଵ = 0,         (10) 

𝐵̇𝑋଴ + 𝐵𝑋,ଶ
ଶ = 𝐵𝜉(𝑡, 𝑥, 𝑦, 𝑧),        (11) 

 𝑋,ଶ
ଷ + 𝑋,ଷ

ଶ = 0,          (12) 

 𝐵̇𝑋଴ + 𝐵𝑋,ଷ
ଷ = 𝐵𝜉(𝑡, 𝑥, 𝑦, 𝑧),        (13) 

In this paper, throughout dot denotes derivative 
with respect to 𝑡. In the first step, some of the 
above ten equations are used to obtain vector field 
components 𝑋଴, 𝑋ଵ, 𝑋ଶ, 𝑋ଷ and conformal 
factor 𝜉(𝑡, 𝑥, 𝑦, 𝑧). These components are 
obtained by the following process: 

Differentiating  Eqs. (6), (7) and (12) with 
respect to 𝑧, 𝑦 and 𝑡 respectively, we have the 
following relation 

𝑋,ଶଷ
଴ = 𝑋,଴ଷ

ଶ = 0,         (14) 

Similarly, differentiating Eqs. (9), (10) and 
(12) with respect to 𝑧, 𝑦 and 𝑥, respectively, we 
get the following relation: 

𝑋,ଶଷ
ଵ = 𝑋,ଵଷ

ଶ = 0,         (15) 

Comparing Eqs. (4) and (11) followed by 
using relation (14), we have 𝑋,ଷ

ଶ = 𝑦𝐵ଵ(𝑡, 𝑥, 𝑧) +

𝐵ଶ(𝑡, 𝑥, 𝑧), where B1(t, x, z) and B2(t, x, z) are 
functions of integration. Using Eq.(12) and the 
last equation, keeping relation (14) in mind, we 
have: 

𝑋,ଷ
ଶ = 𝑦𝐹ଵ(𝑥, 𝑧) + 𝐹ଶ(𝑥, 𝑧),         (16) 

𝑋ଷ = −
௬మ

ଶ
𝐹ଵ(𝑥, 𝑧) − 𝑦𝐹ଶ(𝑥, 𝑧) + 𝐵ଷ(𝑡, 𝑥, 𝑧), 

                                       (17) 

where F 1(x, z), F 2(x, z) and B3(t, x, z) are 
functions of integration. Comparing Eqs.(11) and 
(13) and differentiating with respect to z, we 
have X,ଶଷ

ଶ = X,ଷଷ
ଷ . Then, Eqs. (16) and (17) 

become: 

2 2
2 1 2 3

3 2
4 1 3

3 5

[ ( ) ( )] ( )
2 2

( ) ( ) ( )
6 2

( , ) ( , ),

z z
X y J x zJ x J x

y y
zJ x J x J x

yF t x F t x


  


   

  



 

2
3 1 2 3

3 2
4 1 2

3 4

[ ( ) ( )] [ ( )
2

( )] ( ) ( )
6 2

( , ) ( , ),

y
X zJ x J x y zJ x

z z
J x J x J x

zF t x F t x


   


   

  



 

where 𝐽௣(𝑥) for 𝑝 = 1,2,3,4 and 𝐹௤(𝑡, 𝑥) for 
𝑞 = 3,4,5 are functions of integration. 
Substituting the values of 𝑋ଶ and 𝑋ଷ in Eqs. (6), 
(7), (9) and (10) and using relation (15), we have 
the following general form of the components of 
conformal Killing vector fields: 

2
0 2 3 4

2
2 3 5 6

[ ( , ) ( , )]
2

[ ( , ) ( , )] ( , ),
2

t t

t t

z
X B F t x zF t x

y
B F t x yF t x F t x


 


   

 

2 2
1 3 4

2

2 2
3 5 7

2

[ ( , ) ( , )]
2

[ ( , ) ( , )] ( , ),
2

x x

x x

B z
X F t x zF t x

A

B y
F t x yF t x F t x

A


  


   
 

2 2 3
2

1 2 3 4 1

2
3 5

3

[ ]
2 2 6

( , ) ( , ),
2

z z y
X y c zc c zc c

y
c yF t x F t x


    


   

 

2 3
3

1 2 3 4 1

2
3 4

2

[ ] [ ]
2 6

( , ) ( , ),
2

y z
X zc c y zc c c

z
c zF t x F t x


     


   

 

The general form of the conformal factor 
takes the following form: 
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The final form of conformal Killing vector 
fields and conformal factor is subject to the 
following twelve integrability conditions: 

,0),()(),(2 3
.

2

2
232  xtF

A

B
AxtFB xtx         (18) 

,0),()(),(2 4
.

2

2
242  xtF

A

B
AxtFB xtx         (19) 

,0),()(),(2 5
.

2

2
252  xtF

A

B
AxtFB xtx         (20) 

,0),(),( 672  xtFxtFA xt          (21) 

. .
3 3

3

( 2 ) ( , ) ( , )

( , ) 0,

t xx

tt

B
A B A B F t x F t x

A

ABF t x

  

  

       (22) 

. .
4 4

4

( 2 ) ( , ) ( , )

( , ) 0,

t xx

tt

B
A B A B F t x F t x

A

ABF t x

  

  

     (23) 

. .
5 5

5

( 2 ) ( , ) ( , )

( , ) 0,

t xx

tt

B
A B A B F t x F t x

A

ABF t x

  

  

       (24) 

,0),(),(),( 766
.

 xtAFxtAFxtFA xt     (25) 

,0),(),( 33
.

 xtBFxtFB ttt          (26) 

,0),(),( 42
2

4
.

 xtFBcxtBFB ttt             (27) 

,0),(),( 52
3

5
.

 xtFBcxtBFB ttt         (28) 

,0),(),(),( 636
.

 xtBFxtBFxtFB t     (29) 

The components of CKVFs and integrability 
conditions may be simplified and expressed in a 
more compact form. We introduce the new 

variables 𝜁 = (𝜁ଷ, 𝜁ସ, 𝜁ହ) = (
௭మା௬మ

ଶ
, 𝑧, 𝑦) and 

𝐹௣ = (𝐹ଷ, 𝐹ସ, 𝐹ହ), then the components of 
conformal Killing vector fields along with 
conformal factor are given as: 

),,(),( 620 xtFxtFBX p
tp    

),,(),( 7
2

2
1 xtFxtF

A

B
X p

xp    

2
2 2

2 23
4

( ), ( , )

( ) ,
2

pX F t x yzc

c
z y zc

  



  

 

3 2 22
3

3 4

( ), ( , ) [ ]
2

[ ],

p c
X F t x z y

y zc c

   

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.

2 6

( , , , ) ( , ) 2 ( , )

( , ) ( , ),

p
p t

p
p tt t

t x y z t x B B F t x

B F t x F t x

  



  


 
 

and the integrability conditions become: 

,0),()(),(2
.

2

2
22  xtF

A

B
AxtFB p

x
p

tx         (30) 

. .

( 2 ) ( , ) ( , )

( , ) 0,

p p
t xx

p
tt

B
A B A B F t x F t x

A

ABF t x

  

  

      (31) 

,),( 2
.

p
p

tt
p

t HFBxtBFB           (32) 

,0),(),( 672  xtFxtFA xt          (33) 

,0),(),(),( 766
.

 xtAFxtAFxtFA xt     (34) 

,0),(),(),( 636
.

 xtBFxtBFxtFB t     (35) 

where, 𝐻௣ = 0, 𝑐ଶ, −𝑐ଷ for 𝑝 = 3, 4, 5, 
respectively. These integrability conditions are 
solved by separating the variables as product 
functions for unknown functions 𝐹௣(𝑡, 𝑥) =
𝐾௣(𝑡)𝐾௤(𝑥) with 𝑝 = 3, 4, 5, 6, 7 and 𝑞 =
8, 9, 10, 11, 12, respectively. From Eq. (32) and 
Eq. (30), we have 𝐹௣(𝑡, 𝑥) = 𝑐ଵଶ, 𝑐ଵସ, 𝑐ଵ଺ for 
𝑝 = 3, 4, 5, respectively. Also for 𝑝 = 6, 

2.
3 4

2
2 3 4

2.
3 5

2
2 3 5 6
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2
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substituting the value of 𝐹௣(𝑡, 𝑥) in Eq. (35), we 
have: 

,0)()()()( 116
12

116
.

 xKtBKBcxKtKB t  

           (36) 

Differentiating Eq.(36) with respect to x, we 
have three different cases. 

(1). 0)(11 xK x  and 0))()(( 66
.

 tBKtKB t  

(2). 0)(11 xK x  and 0))()(( 66
.

 tBKtKB t  

(3). 0)(11 xK x  and 0))()(( 66
.

 tBKtKB t  

In the following part, we will discuss each 
case in turn. It is to be noted that throughout the 
following sub-section, constants ℎ௜ are labeled 
such that ℎଵ, ℎଶ, ℎଷ and ℎସ represent four spatial 

Killing vector fields 
డ

డ௫
,

డ

డ௬
,

డ

డ௭
 and 𝑧

డ

డ௬
− 𝑦

డ

డ௭
, 

respectively, representing three linear 
momentum (along x, y and z) and one angular 
momentum conservation. 

2.1 Case 1 

In this case, we consider 𝐾௫
ଵଵ(𝑥) = 0 ⟹

 𝐾ଵଵ(𝑥) = 𝑐ଵ଻ and ቀ𝐵̇𝐾଺(𝑡) − 𝐵𝐾௧
଺(𝑡)ቁ = 0 ⟹

 𝐾଺(𝑡) = 𝐵𝑐ଵ଼. Substituting these values back in 

Eq. (33) and Eq. (34), we have 𝐴 =
௔

ଶ
ℎହ𝑡ଶ𝑒ି

మ೓ల
ೌ೟  

and 𝐵 =
௔௧మ

ଶ
, where 𝑎 is a non-zero integration 

constant. Now, the metric given by Eq. (3) can 
be written as: 

62
2 2 2 2 2

5

2
2 2 2

( )
2

( ) ( ),
2

h

at
a

ds dt h t e dx

at
dy dz


  


  

        (37) 

The CKVFs admitted by the above metric 
along with the conformal factor are given as: 

0 2 1
7 8 1

2 3
4 2 4 3

, ,
2

, ,

a
X h t X h x h

X h z h X h y h

   

     

 

,),,,( 7tahzyxt            (38) 

where ℎ௜ ∈ 𝑅, for 𝑖 = 1, 2, 3, … … , 8 with 
ℎ଼ = −ℎ଺ℎ଻ and ℎହ ≠ 0, ℎ଺ ≠ 0. This solution 
of CKVFs shows that the above LRS Bianchi 
type I metric admits five independent CKVFs, of 

which one is proper CKVF given by 
௔

ଶ
𝑡ଶ డ

డ௧
. Note 

that the same spacetime metric does not admit 
proper HVF. Also, the dimension of the isometry 
group is four. It is well known that a CKVF is 
called special when 𝜁;௔௕ = 0 [3]. Examining the 
above CKVFs, one can easily conclude that the 
obtained CKVFs are special CKVFs. 

2.2 Case 2 

In this case, we consider 𝐾௫
ଵଵ(𝑥) = 0 ⟹

 𝐾ଵଵ(𝑥) = ℎଽ and ቀ𝐵̇𝐾଺(𝑡) − 𝐵𝐾௧
଺(𝑡)ቁ ≠ 0. 

Substituting these values back in Eq. (33) and 

Eq. (34), we have 𝐴 =
௔௧మ

ଶ
 and 𝐵 =

௔

ଶ
ℎ଻𝑡ଶ𝑒

೓ఴ
ೌ೟ , 

where 𝑎 is non-zero integration constant. Thus, 
the metric given by Eq. (3) can be written as: 

ቐ
𝑑𝑠ଶ = −𝑑𝑡ଶ + (

ೌ೟మ

మ 𝑑𝑥ଶ

ௗௗௗௗௗௗௗௗௗௗௗௗ + (
ೌ

మ(𝑑𝑦ଶ + 𝑑𝑧ଶ).
                     (39) 

The CKVFs and the conformal factor for the 
above metric take the form: 

,
2

2
5

0 th
a

X   ,1
1 hX  ,264

2 hyhzhX   

,364
3 czhyhX   

,),,,( 5taczyxt            (40) 

where ℎ଼ =
ଶ௛ల

௛ళ௛వ
 and ℎଵ, ℎଶ, ℎଷ, … … . . ℎଽ ∈ 𝑅. 

These CKVFs show that the above LRS Bianchi 
type I metric admits five independent CKVFs, of 

which one is proper CKVF given by 
௔

ଶ
𝑡ଶ డ

డ௧
 and 

no proper HVF. Also, the dimension of the 
isometry group is four. It is well known that a 
CKVF is called special when 𝜁;௔௕ = 0 [3]. 
Examining the above CKVFs, one can easily 
conclude that the obtained CKVFs are special 
CKVFs. 

2.3 Case 3 

In this case, we consider 𝐾௫
ଵଵ(𝑥) ≠ 0 and 

ቀ𝐵̇𝐾଺(𝑡) − 𝐵𝐾௧
଺(𝑡)ቁ = 0 ⟹  𝐾଺(𝑡) = 𝐵𝑐ଵ଻. 

Substituting these values back in Eq. (34), we 
have: 

.)(
)(

)( .
..

2

11

11




A

BABA

B

A

xK

xK xx         (41) 

This equation suggests that we have to 
discuss further three different cases, such as 
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(3.1): when 𝛾 is positive, (3.2): when 𝛾 is 
negative and (3.3): when 𝛾 is zero. 

2.3.1 Case 3.1 

In this case, we consider 𝛾 as positive and 
solve Eq. (41); we get 𝐴 = 1 and 𝐵 =
ℎହ𝑐𝑜𝑠ℎ√𝛾𝑡 + ℎ଺𝑠𝑖𝑛ℎ√𝛾𝑡. Thus, we obtained the 
metric for LRS Bianchi type I as: 

2 2 2

2 2 2
5 6( cosh sinh ) ( ).

ds dt dx

h t h t dy dz 

    


 
            (42) 

For this metric, the six dimensional 
conformal Killing vector fields and the 
conformal factor are as follows: 

0
7 8

5 6

( cosh sinh )

( cosh sinh ),

X h x h x

h t h t

 

 

   



 

1
7 8

5 6 1

( sinh cosh )

( sinh cosh ) ,

X h x h x

h t h t h

 

 

   


 
 

,24
2 hzhX   ,34

3 hyhX   

7 8

5 6

( , , , ) ( cosh sinh )

( sinh cosh ),

t x y z h x h x

h t h t

  

   

  


 
 

where ℎଵ, ℎଶ, ℎଷ, . . . . . , ℎ଼ ∈ 𝑅, such that 
ℎହ, ℎ଺, ℎ଻, ℎ଼ ≠ 0. From the above result, it is 
clear that there are two proper conformal Killing 
vector fields and no proper homothetic vector 
field exists.  

Note that in Case 3.2, when we take 𝛾 as 
negative and solve Eq. (41), we get the same 
result except that the hyperbolic functions are 
replaced by circular functions. 

2.3.2 Case 3.3 

When considering 𝛾 as zero, we obtain 
𝐹଺(𝑡, 𝑥) = 0 and 𝐹଻(𝑡, 𝑥) = ℎଵ. Substituting all 
the values in general form of conformal Killing 
vector fields and conformal factor, we get: 

,00 X  ,1
1 hX   ,24

2 hzhX   

,34
3 hyhX   

,0),,,( zyxt           (43) 

where ℎଵ, ℎଶ, ℎଷ, ℎସ ∈ 𝑅. 

 

2.4 Case 4 

Here, we try to solve the integrability 
conditions by separating the variables as the sum 
of the unknown functions 𝐹௉(𝑡, 𝑥) = 𝐺௣(𝑥) +
𝐻௣(𝑡), where 𝑝 = 3, 4, 5, 6, 7. From Eqs. (30) –
(32), we have 𝐹ଷ(𝑡, 𝑥) = 𝑐ହ, 𝐹ସ(𝑡, 𝑥) = 𝑐଻ and 
𝐹ହ(𝑡, 𝑥) = 𝑐ଽ. Putting the value of 𝐹ଷ(𝑡, 𝑥) in 
Eq. (35) and using Eq. (33), we get 𝐺଻(𝑡) = 𝑐ଵଵ 
and 𝐺଺(𝑡) = 𝑐ଵଶ𝐵. Substituting these values in 
Eq. (34), we have 𝐹଺(𝑡, 𝑥) = 0 and 𝐹଻(𝑡, 𝑥) =
𝑐ଵଵ. Putting all these values back in the general 
form of conformal vector fields and re-labeling 
the constants of integration, we get the 
conformal Killing vector fields and conformal 
factor as: 

,00 X  ,1
1 hX   ,24

2 hzhX   

,34
3 hyhX   

,0),,,( zyxt           (44) 

where ℎଵ, ℎଶ, ℎଷ, ℎସ  ∈ 𝑅. 

2.5 Case 5 

In this sub-section, we do not separate the 
functions 𝐹௣(𝑡, 𝑥), 𝑝 = 3, 4, 5, 6, 7 as sum or 
product of the unknown functions, but impose 
conditions on the metric functions. First, 
considering 𝐴̇(𝑡) ≠ 0 and 𝐵̇ = 0 ⟹ 𝐵 =
𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 and solving Eqs. (33), (34) and (35), 
we obtain 𝐹଺(𝑡, 𝑥) = ℎହ𝑡 + ℎ଺ and 𝐹଻(𝑡, 𝑥) =
ℎ଻𝑥 + ℎଵ. Substituting all these values back in 
the general form, the conformal vector fields and 
the conformal factor reduce to the following 
form: 

,65
0 hthX  ,17

1 hxhX   

,254
2 hyhzhX   ,354

3 hzhyhX   

,),,,( 5hzyxt            (45) 

where ℎଵ, ℎଶ, … … … , ℎ଻ ∈ 𝑅. The metric 
function also took the form (𝑡) = (ℎହ𝑡 +

ℎ଺)
ଵି

೓ళ
೓ఱ. This result shows that for the above 

particular metric functions, the LRS Bianchi type 
I spacetime does not admit proper conformal 
Killing vector field and the five dimensional 
CKVFs are just the homothetic vector fields with 
one proper homothetic and four Killing vector 
fields. 
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3. Time-like and Inheriting Conformal 
Killing Vector Fields 

For a purely time-like vector field, we must 
have the consistency 𝐹௣(𝑡, 𝑥) = 𝐹଻(𝑡, 𝑥) = 𝑐ଶ =
𝑐ଷ = 𝑐ସ = 0 and assume that 
𝑋 = (𝐹଺(𝑡), 0, 0, 0). Also, Eq. (33) implies that 
𝐹଺ ≠ 0; thus, from Eq. (34), we have 𝐹଺(𝑡) =
𝑐𝐴(𝑡), 𝑐 ∈ 𝑅 − 0. This indicates the existence of 
a CKVF parallel to the time-like vector 𝑢௔, 
defined as 𝑢௔ = 𝛿଴

௔. 

The equation 

,aaX uuL             (46) 

known as inheriting condition, was introduced 
by Herrera et al. [19] and Maartens et al. [14] 
and studied thoroughly by Coley and Tupper 
[15-17] amongst others. We will use this 
inheriting condition for time-like vector 𝑢௔ =
𝛿଴

௔. The above condition (46) can be written in 
an explicit form as:  

.,, a
b
ab

b
ba uXuXu           (47) 

Solving Eq. (47), it is easy to obtain 𝑋,௣
଴ = 0 

for 𝑝 = 1, 2, 3, such that 𝑋଴ = 𝑋଴(𝑡) and the 
corresponding conformal factor takes the form 
𝜉 = 𝑋,଴

଴ . This suggests that 𝐹଺ depends on 𝑡 
only, with 𝐹௧

௣
= 0 for 𝑝 = 3, 4, 5. Also, Eq. (33) 

implies that 𝐹௧
଻ = 0. The remaining integrability 

conditions take the form: 

,0),()(
.

2

2

xtF
A

B p
x           (48) 

,0),( xtF
A

B p
xx           (49) 

,0),(),(),( 766
.

 xtAFxtAFxtFA xt   )50(  

,0),(),(),( 366
.

 xtBFxtBFxtFB t    )51(  

Form Eq. (48), two possibilities arise; 

namely, (
஻మ

஺మ

̇
) ≠ 0 and ൬

஻మ

஺మ

̇
൰ = 0. A complete 

solution of the integrability conditions is found 
in the first case, while in the second case, the 
solutions are arbitrary and will not be presented 

here. As (
஻మ

஺మ

̇
) ≠ 0, thus 𝐹௫

௣(𝑡, 𝑥) = 0 and hence 

𝐹௫௫
௣ (𝑡, 𝑥) = 0. Now, subtracting Eqs. (50) and 

(51), we obtain: 

ቊ
(𝐵

.

− 𝐴
.

)𝐹଺ + 𝐵𝐹ଷ − 𝐴𝐹௫
଻

ௗௗௗௗௗ + (𝐴 − 𝐵)𝐹௧
଺(𝑡, 𝑥) = 0.

        (52) 

After some manipulations, we get the metric 

functions as 𝐴 = 𝑡ଶ and = ℎହ𝑡ଶ𝑒
(

೓ల
೓ఱ

)
భ

೟ and the 
corresponding CKVFs along with conformal 
factor are obtained as: 

,2
5

0 thX   ,1
1 hX   ,264

2 hyhzhX   

,364
3 hzhyhX   

.2),,,( 5thzyxt            (53) 

4. Vacuum Solution for LRS Bianchi 
Type I Spacetime 

The vacuum solution for LRS Bianchi type I 
spacetime can be obtained by setting the Ricci 
tensor components 𝑅௔௕ equal to zero, as follows: 

,02
....

 BAAB           (54) 

,02
....

 BABA           (55)  

,0

2.
....


B

BA
BABA           (56) 

Solving these three differential equations 
simultaneously, we have the following solution: 

3

1

213 )](
2

3
[


 ctccA and ,)](

2

3
[ 3

2

21 ctcB   

where 𝑐ଵ, 𝑐ଶ and 𝑐ଷ are constants, such that 
𝑐ଵ, 𝑐ଷ ≠ 0. Solving the integrability conditions 
for these particular metric functions, conformal 
Killing vector fields and conformal factor are 
obtained as follows: 

,00 X  ,1
1 hX   ,24

2 hzhX   

,34
3 hyhX   

.0),,,( zyxt           (57) 

We see that LRS Bianchi type I vacuum 
solution does not admit proper conformal or 
proper homothetic vector fields and the 
conformal Killing vector fields are just the 
Killing vector fields. 
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5. Summary 

In this paper, we have given a classification 
of LRS Bianchi type I spacetime according to its 
conformal Killing vector fields. We have solved 
ten conformal Killing equations by using direct 
integration and some algebraic techniques. 
Conformal Killing vector field components are 
obtained along with conformal factors and exact 
forms of the metrics are also obtained which 
possess these conformal Killing vector fields. 
The whole problem is divided into different 
possible cases, where the spacetime metric may 
possess conformal Killing vector fields. In the 
first case of Section 2, we determined the exact 
form of the metric (Eq.(37)) which admits five 
dimensional CKVFs with only one proper time-
like CKVF and no proper homothetic vector 
field. A similar result is obtained for the metric 

(39) as well. Case 3 is divided into three sub-
cases. In Sub-cases (3.1) and (3.2), we obtained 
six dimensional CKVFs with two proper CKVFs 
and no proper HVF. In Sub-case (3.3), four 
dimensional CKVFs are obtained which are just 
the minimum KVFs admitted by LRS Bianchi 
type I spacetime. In Case (5), we obtained five 
dimensional CKVFs which are just HVFs with 
one proper HVF. 

In Section 3, we obtained the inheriting 
CKVFs and the exact form of the metric 
functions are also determined. In Section 4, we 
solved the field equations for Vacuum LRS 
Bianchi type-I spacetime and showed that this 
spacetime metric does not admit proper CKVF 
or proper HVF and the CKVFs are just the 
KVFs. 
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Abstract: In this work, we have experimentally demonstrated the ability of transferring 
electrical power wirelessly using coupled magnetic resonance technique. This technique 
has been improved by using four resonators, thus maintaining the efficiency of transferring 
electricity wirelessly during the change of the transfer distance between the transmitter and 
the receiver coils. We also introduce the concepts of this technique, analyze the used circuit 
and extract the theoretical model which agrees with experimental results. We have 
experimentally measured the efficiency of transferred electricity at various transfer 
distances beginning from 30 cm to 130 cm. The efficiency was more than 50% at a distance 
of less than 70 cm and 22% at a distance of 100 cm. 
Keywords: Resonance, Coupled magnetic resonances, Resonant frequency, Coupling 

coefficient, Mutual induction. 
 

 

Introduction 

Since its discovery, electric power has been 
transferred via wires from energy resources to 
loads, which could be domestic or industrial 
devices…etc. 

This method of transferring electric power is 
simple and efficient as long as the load is steady.  

Because of the vast technological 
developments and the existence of many 
portable electronic gadgets, the interest in 
wireless electric transferring technique has 
recently increased. Many research studies and 
experiments have emerged in this field. There 
have been many terms to stand for wirelessly 
transferred electricity, like WPT (Wireless 
Power Transfer) and Witricity (Wireless 
electricity). The idea is not newborn; it dates 
back to the early twentieth century, even to the 
era before the existence of networks and electric 
devices, when Nicola Tesla made big steps in 
this field [1]. In our present time, there are many 
techniques to transfer electricity wirelessly; it's 
relevant to classify them according to efficiency 
and transfer distance. Techniques that use 
propagating electromagnetic waves work in the 

same way in which radio signals do. These 
techniques have been used successfully as the 
transfer distance for them was in the order of 
hundreds of meters. One of the most prominent 
problems for them was to trade efficiency with 
range, because transfer is multidirectional [2, 3]. 
Scientist Brown used this technology in 1964 to 
operate a 60-foot powered drone 
helicopter.There are also techniques like HF, RF 
and Microwaves which use antennas with high 
gain to wirelessly transfer electric power. These 
techniques have transfer ranges which reach up 
to several kilometers and have an efficiency of 
more than 90%.These systems need constant and 
complex monitoring alignment equipment to 
maintain a line-of-sight (point-to-point). This 
may be very relevant to the transfer of electricity 
wirelessly for vast distances in uninhabited areas 
and even to future projects to transfer energy 
from space to the earth and vice versa [4, 5]. In 
1975, NASA and Goldstone used this technology 
in their well-known experiment, where they were 
able to transfer electricity with a transfer 
efficiency of about 82% for a transfer distance of 
1.5 km. Unfortunately, the cost was high. In 
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return, the techniques that don't depend on 
propagating electromagnetic waves and work for 
distances less than the wave length of the sent 
signals, have a high efficiency, but their transfer 
range is limited; about several centimeters. 
Examples are inductive coupling and capacitive 
coupling which are used in many applications 
like rechargeable toothbrushes and power 
surfaces [6]. Finally, a new technique has been 
recently suggested. It depends on resonant 
inductive coupling or coupled magnetic 
resonances (CMR) [7]. This technique depends 
on the idea that two circuits with the same 
resonant frequency could exchange energy with 
high efficiency so that losses will be neglected. 
So, power transfer via this technique could be so 
efficient and multidirectional and the medium 
around the circuit won’t affect the transfer 
process, because interferences and losses 
resulting from objects around will be small [8]. 
In 2007, a research team from the MIT 
(Massachusetts Institute of Technology) 
successfully performed the first attempt at 
wireless power transmission using this technique 
after scientist Tesla’s attempts at the end of the 
19th century. They were able to transfer 
electricity wirelessly with a transfer efficiency of 
40% and a transfer distance of about 2 meters. 
Therefore, they used four resonators including 
helical type as internal resonators (self-
resonators) of relatively large size. The used 
resonant frequency was about 10 MHz and the 
theoretical model was based on the coupled 
theory. The article published in this research 
does not explain the equations necessary to 
calculate the parameters of the wireless power 
transfer system, such as coupling coefficient and 
mutual induction. However, their system didn’t 
adapt with the change of transfer distance. 
Works in this field adopted various techniques, 
especially magnetic resonance technology, but 
most of these works did not explain the 
theoretical calculations of system parameters and 
relied on different and complex theories to 
describe the system, such as coupled mode 
theory, impedance theory and electromagnetic 
theory. The practical measurements of most of 
these works are based on expensive and 
generally unavailable devices such as VNA 
(victor network analyzer) and RF techniques for 
measuring circuit parameters such as Q and f଴. 
This research is distinguished for the use of 
simple physical equations to describe the circuit 
and system variables based on the laws of 
Kirchhoff and other simple circuit laws. It also 

uses flat spiral coils, because they occupy less 
space (relatively small dimensions). In our 
measurements, we used innovative methods, 
simple available devices, such as an oscilloscope 
and a high-frequency source to measure all the 
parameters, such as self-inductance L, 
capacitance C, resonant frequency f଴ and quality 
factor Q. 

 In this research, we will work on this 
technique, which consists of two or more 
magnetically coupled resonant circuits. Because 
of the high efficiency of this technique and its 
adaptation to the change of transfer distance as 
well as because of simplicity of its use and its 
low cost. 

Research Importance 

The importance of this research comes from 
the many important applications of it in our daily 
and future life, with the existence of many 
electronic gadgets, especially portable devices, 
such as mobiles and laptops, as well as electric 
vehicles and medical equipment, such as pulse 
regulator devices. Most of these devices need 
constant feeding of electric power to recharge 
their batteries; so the connectors will become 
removed as in electric vehicles. These 
connectors occupy a huge place of the circuit or 
device while the device is shrinking because of 
technological advance. The biggest importance 
comes in the medical field as in recharging the 
battery of a pulse regulator, which is usually 
fitted inside the patient's body. In the closer past, 
there was an inevitable need of surgery in order 
to recharge or replace that battery. Now, this 
battery is being recharged wirelessly. With the 
claim of utilizing electric vehicles to save the 
environment, the batteries of these vehicles can 
be recharged wirelessly while passing through a 
especially made area like a bus stop. Also, a 
mobile phone can be recharged wirelessly via 
merely putting it on the table or even, in the 
close future, via its existence in an area fitted 
with a wireless energy feeding system, … and so 
on for many other devices. According to what 
has preceded, the need of an efficient energy 
transfer system is shown. This research has 
theoretical and practical contributions to 
understanding and developing wireless power 
transfer technology, which has become desired 
in our days in many fields of application. 

In this research, we used simple physical 
equations to describe the circuit and system 
variables. In our measurements, we used 
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innovative methods and simple devices, as we 
mentioned earlier. 

Research Purpose 

This research aims to design and execute a 
circuit depending on wireless power transfer 
technology using coupled magnetic resonances. 
It aims to present the main concepts and 
parameters for this technique, such as transfer 
distance 𝑑, quality factor  Q, coupling coefficient 
𝐾 and resonant frequency 𝑓଴. Besides of 
revealing this technique advantages and getting 
the maximum efficiency for variable transfer 
distance, starting from 30 𝑐𝑚 to 130 𝑐𝑚, this 
research aims to study the coil dimensions, the 
measurement of induction 𝐿(self-inductance), 
self-capacity 𝐶୮ୟ୰ୟୱ୧୲୧ୡ  (parasitic capacity), 
quality factor 𝑄 and self-resonant frequency 𝑓଴, 
in addition to comparing these parameters to 
those obtained by theoretical calculations. In 
addition, transfer efficiency  η  is measured via 
distance variation and compared to theoretical 
values of efficiency. 

Research Methodology 

 Throughout this research, we constructed a 
theoretical model, analyzed this model, executed 
the practical circuit, conducted measurements to 
this model parameters and its efficiency and 
compared the results. Coupled magnetic 
resonance occurs between two circuits when the 
magnetic field of the primary circuit interacts 
with the one of the secondary circuit, which 
produces an induced current in the secondary 
circuit. The two circuits exchange power via 
their shared magnetic field. This exchange will 
be at its maximum when the two circuits are in 
resonance. These two circuits are called 
(resonators) and the common frequency of these 
two circuits is called the resonant frequency f଴. 
The two circuits are now coupled, but coupled 
circuits can show resonance at more than one 
frequency such as standing waves in trumpets or 
straight chords [9].  

Resonant frequency will change as a function 
of coupling between coils. This is called 
frequency splitting. When the amount of 

coupling is larger, frequency splitting gets 
clearer. Coupling amount follows the distance 
between coils. It determines the energy transfer 
ratio, not the efficiency [10], while the efficiency 
is determined via losses. To make these losses 
neglected, energy that can't be transferred to the 
receiver must stay in the transmitter. Even if the 
coupling was at its minimum, the efficiency 
could be very high for coils having a high quality 
factor  Q. This result is somehow unexpected for 
wireless power transfer systems, while in 
multidirectional propagation electromagnetic 
waves technique, the efficiency will be coherent 

with 
ଵ

ௗమ. 

In inductive coupling technique, efficiency is 

coherent with 
ଵ

ௗయ [11]. In fact, there is a minimal 

amount of coupling; this will be necessary to 
each load in the receiver coil for efficiency to 
stay high and for the system to stay stable[12]. 

Analyzing the Applied Circuit 

Fig. 1 shows a WPT system via CMR and 
Fig. 2 shows the equivalent circuit consisting of 
our coils (resonators). 

Source coil (resonator 1) consists of a single 
copper loop with a resistor Rଵ and self- 
inductance 𝐿ଵconnected to a high-frequency 
source with an internal resistor 𝑅௦ and an 
electromotive force 𝑉௦ and connected to 
capacitor 𝐶ଵin series to make the coil resonant at 
the required frequency. Load coil (resonator 4) 
consists of a single copper loop with a resistor 
𝑅ସ and self-inductance 𝐿ସ connected to capacitor 
𝐶ସ in series. Two coils represent the internal 
resonators (resonators 3&4) called transmitter 
and receiver coils; they consist of a round copper 
conductor with flat spiral shape having number 
of turns 𝑁, resistors 𝑅ଶ, 𝑅ଷ, self-inductances 
𝐿ଶ, 𝐿ଷ and self-capacitances 𝐶ଶ,𝐶ଷ, respectively. 
The geometry of each coil codetermines parasitic 
capacity and so it determines resonant frequency. 
As transmit and receive coils don't contain 
external resistances, their quality factor will be 
huge. The usage of two internal coils improves 
efficiency and range [13, 14]. 
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FIG. 1. WPT system via CMR. 

 
FIG. 2. Equivalent circuit of WPT system via CMR. 

In addition, coupling coefficient between 
source coil and transmit coil on one hand and 
load coil and receiver coil on the other hand, can 
be controlled; so, distance change can be adapted 
without the need of an impedance matching 
network which can be used for the same purpose, 
but adding it will result in undesirable additional 
losses [15]. 

The suitable selection of the characteristics 
and geometry of transmitter and receiver coils 
plays the main role in improving efficiency and 
transfer range. 

The distance between source coil and 
transmitter coil is 𝑑ଵଶ -Fig.1- and they are 
magnetically coupled with a coupling coefficient 
𝑘ଵଶ as shown in the formula: 

𝑘௜ ௝ =
ெ೔ ೕ

ඥ௅೔ ௅ೕ
   .            (1) 

Here, 𝑀௜௝ is the mutual inductance between 
coils i and j. The subscripts i and j denote the 
circuit elements in Fig. 2. For example, i = 1 
denotes the elements in the source coil (loop). In 
the same way, the distance between transmitter 
coil and receiver coil is 𝑑ଶଷ and they are 
magnetically coupled with a coupling coefficient 

𝑘ଶଷ. The distance between receiver coil and load 
coil is 𝑑ଷସ and they are magnetically coupled 
with a coupling coefficient 𝑘ଷସ. 

𝑄௜ =
ఠ೔௅೔

ோ೔
   .            (2) 

And the resonant frequency: 

𝜔௜ =
ଵ

ඥ௅೔஼೔
   .            (3) 

In this work, the cross-coupling terms 
𝑘ଵଷ, 𝑘ଶସ, 𝑘ଵସ are neglected, because they are 
small and to make calculations easier. 

Analyzing the previous circuits can be 
accomplished using many theories, but we will 
use Kirchhoff laws and simple circuit laws as 
mentioned earlier and write: 

𝑉௦ = (𝑅௦ + 𝑅ଵ)𝐼ଵ + ቀ𝑗𝜔𝐿ଵ −
௝

ఠ஼భ
ቁ 𝐼ଵ + 𝑗𝜔𝑀ଵଶ𝐼ଶ  

0 = 𝑅ଶ𝐼ଶ + ቀ𝑗𝜔𝐿ଶ −
௝

ఠ஼మ
ቁ 𝐼ଶ + 𝑗𝜔𝑀ଵଶ𝐼ଵ −

𝑗𝜔𝑀ଶଷ𝐼ଷ  

0 = 𝑅ଷ𝐼ଷ + ቀ𝑗𝜔𝐿ଷ −
௝

ఠ஼య
ቁ 𝐼ଷ + 𝑗𝜔𝑀ଷସ𝐼ସ −

𝑗𝜔𝑀ଶଷ𝐼ଶ  

0 = (𝑅௅ + 𝑅ସ)𝐼ସ + ቀ𝑗𝜔𝐿ସ −
௝

ఠ஼ర
ቁ 𝐼ସ + 𝑗𝜔𝑀ଷସ𝐼ଷ  
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When 𝜔 = 𝜔0 for each coil 𝜔௜𝐿௜ =
ଵ

ఠ೔஼೔
 

And 𝑅ଵ ≪ 𝑅௦,  𝑅ସ ≪ 𝑅௅ ⟹ 

𝑅ସ + 𝑅௅ ≅ 𝑅௅ , 𝑅ଵ + 𝑅௦ ≅ 𝑅௦  ⟹  

𝑉௦ = 𝑅௦𝐼ଵ + 𝑗𝜔𝑀ଵଶ𝐼ଶ  

0 = 𝑅ଶ𝐼ଶ + 𝑗𝜔(𝑀ଵଶ𝐼ଵ − 𝑀ଶଷ𝐼ଷ) 

0 = 𝑅ଷ𝐼ଷ + 𝑗𝜔(𝑀ଷସ𝐼ସ − 𝑀ଶଷ𝐼ଶ) 

0 = 𝑅௅𝐼ସ + 𝑗𝜔𝑀ଷସ𝐼ଷ  

According to the previous equations, we 
calculate the current in each coil using 𝑄௜ and 𝑘௜௝ 

𝐼ଵ =
ଵା௞మయ

మ ொమொయା௞యర
మ ொయொర

ൣ൫ଵା௞భమ
మ ொభொమ൯൫ଵା௞యర

మ ொయொర൯ା௞మయ
మ ொమொయ൧

 
௏ೞ

ோೞ
  

𝐼ସ =
௞భమ௞మయ௞యరඥொభொమඥொమொయඥொయொర

ൣ൫ଵା௞భమ
మ ொభொమ൯൫ଵା௞యర

మ ொయொర൯ା௞మయ
మ ொమொయ൧

 
௝௏ೞ

ඥோೞோಽ
  

When 𝑘ଵଶ = 𝑘ଷସ,𝑄ଶ = 𝑄ଷ, 𝑄ଵ = 𝑄ସ, the 
transfer function is: 

ቚ
௏ಽ

௏ೞ
ቚ =

௞మయ௞భమ
మ ொభொమ

మ

൫ଵା௞భమ
మ ொభொమ൯

మ
ା௞మయ

మ ொమ
మ

ට 
ோಽ

ோೞ
   .      (4) 

Here, 𝑉௅ is the potential between load ends. 

The input impedance is: 

𝑍௜௡ =
௏೔೙

ூభ
 ⇒  𝑍௜௡ =

௏ೞିோೞூభ

ூభ
   ;       (5) 

𝑍௜௡ = 𝑅௦  
௞భమ

మ ொభொమ൫ଵା௞యర
మ ொయொర൯

ଵା௞మయ
మ ொమொయା௞యర

మ ொయொర
 . 

To reach maximum efficiency, we consider 
𝑍௜௡ = 𝑅௦  and write: 

(𝑘ଵଶ
ଶ 𝑄ଵ𝑄ଶ − 1)(𝑘ଷସ

ଶ 𝑄ଷ𝑄ସ + 1) = 𝑘ଶଷ
ଶ 𝑄ଶ𝑄ଷ. 

That is the impedance matching condition. 

When 𝑘ଵଶ = 𝑘ଷସ, 𝑄ଶ = 𝑄ଷ, 𝑄ଵ = 𝑄ସ, we 
write: 

𝑘ଵଶ
ଶ =

ට௞మయ
మ ொమ

మାଵ

ொభொమ
   .        (6) 

When we increase the transfer distance 𝑑ଶଷ, 
kଶଷ will decrease and from the last equation, we 
notice that we should decrease kଵଶ or Qଵ to keep 
the impedance matching condition and maintain 
efficiency high. Practically, kଵଶ decreased when 
distance dଵଶ increased; then, we could maintain 
efficiency high via variation of transfer distance 
dଶଷ without using an impedance matching 
network. Back to Eq. (5), when Z୧୬ = Rୱ, we 
found that 𝑉௦ = 2𝑉௜௡ is the practical condition to 
get high efficiency. We can write: 

𝜂 =
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
=

𝑉𝐿
2

𝑅𝐿

𝑉𝑖𝑛
2

𝑅𝑠

=

𝑉𝐿
2

𝑅𝐿

𝑉𝑠
2

4𝑅𝑠

  

𝜂 = 4 ቀ
𝑉𝐿

𝑉𝑠
ቁ

2 𝑅𝑠

𝑅𝐿
           (7) 

From Eq. (4) and Eq. (7) and for 𝑅௦ = 𝑅௅ : 

𝜂 = 4 ൬
௞మయ௞భమ

మ ொభொమ
మ

൫ଵା௞భమ
మ ொభொమ൯

మ
ା௞మయ

మ ொమ
మ
൰

ଶ

  .       (8) 

Measurement Ways and Devices 

The research and measurements have been 
accomplished in the scientific laboratory- 
Physics Department, Science Faculty, Tishreen 
University, Lattakia, Syria. 

 We used in this research oscilloscope type 
HAMEG-HM400 - 40𝑀𝐻𝑧, which has an input 

impedance of 1𝑀Ω for all potential and 
frequency measurements. And we used a high-
frequency generator type PHILIPS-PM 5321 HF 
GENERATOR giving frequencies from 
0.15MHz to 108𝑀𝐻𝑧. 

The parameters of the circuit have been 
measured in more than a simple way. This is 
what distinguishes this research, as we 
previously mentioned, including: 

A) Measuring L and Q  

An LC circuit with an alternative source as in 
Fig. 3 was used. When the circuit is in resonance 
by changing the source frequency, the potential 
between the ends of the capacitor is the largest 
possible and greater than the potential between 
the ends of the source by Q times; so, we can 
measure quality factor 𝑄and self-induction 𝐿 for 
each coil from the equations: 

𝜔଴ =
ଵ

√௅஼
, 𝑄 =

௏೎

௏ೞ
 . 

Here, the capacity C is known. 

 

 
FIG. 3. RLC circuit. 
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B) Measuring Resonant Frequency of Internal 
Coils 𝒇𝟎 and Their Parasitic Capacitance 
𝑪𝐩𝐚𝐫𝐚𝐬𝐢𝐭𝐢𝐜  

Measuring parasitic capacitance is not easy, 
because it is usually small and negligible. It 
appears in the equivalent circuit in parallel as in 
Fig. 4. However, the parasitic capacitance was 
successfully measured using the circuit described 
in Fig. 5. 

 
FIG. 4. Equivalent circuit for a coil at high frequency. 

 
FIG. 5. Measuring resonant frequency. 

When the source frequency is changed in the 
primary circuit (on the right), the potential is 
maximum in the secondary circuit, which 
consists of a coil both ends of which are 
connected to the oscilloscope at a definite 
frequency. Thus, the secondary circuit is in 
resonance. In this way, we could measure the 
resonant frequency. Knowing the self-inductance 
𝐿 of the coil and the resonant frequency, we 
could measure 𝐶୮ୟ୰ୟୱ୧୲୧ୡ  from the equation: 

𝜔଴ =
ଵ

ඥ௅஼೛ೌೝೌೞ೔೟೔೎
 . 

C) Measuring Efficiency 𝜼 

Efficiency was measured by measuring the 
load potential 𝑉௅, the input potential 𝑉௜௡ and the 
electromotive force 𝑉௦ for each transfer distance. 
We get efficiency by applying the equation: 

𝜂 = 4 ቀ
𝑉𝐿

𝑉𝑠
ቁ

2

= ቀ
𝑉𝐿

𝑉𝑖𝑛
ቁ

2

 . 

Fig. 1 shows the practical circuit in which the 
high frequency source is connected to resonator 
1 that consists of a source coil and a variable 
capacitor, so that resonator 1 is in resonance and 
the resonant frequency is the same frequency as 

the self-resonance frequency of the internal coils 
as well as the resonant frequency of resonator 4. 

We could adjust resonator 1 to reach 
resonance by its variable capacitor. 

The first channel of the oscilloscope is 
connected to the ends of the source in resonator 
1; i.e., to the input. 

The second channel of the oscilloscope is 
connected to the ends of the load in resonator 4; 
i.e., to the output. 

What matters is the measurement of 𝑉௜௡ to 
apply the practical impedance matching 

condition 𝑉௜௡ =
௏ೞ

ଶ
; that is to make the input 

potential equal to a half of the electromotive 
force by changing the distance between the 
source coil and the transmitter coil 𝑑ଵଶ (the same 
distance between the load coil and the receiver 
coil). 

Results and Discussion 

Each of source coil and load coil consists of a 
single copper conductor with the section 
diameter of 𝑤 = 2𝑟௖ = 1.3 𝑚𝑚, round as a 
single ring with a radius 𝑟ଵ = 26 𝑐𝑚. Its 
inductance can be calculated from the formula 
[16, 17]:  

𝐿 = 𝜇଴𝑟 ቂln (
଼௥

௥೎
) − 2ቃ = 1.98 𝜇𝐻 . 

Transmitter and receiver coil are made of 
single copper conductors with a section diameter 
of 𝑤 = 2𝑟௖ = 1.8 𝑚𝑚, round in flat spiral shape 
with a number of turns 𝑁 = 7.25; outer diameter 
𝐷଴ = 70 𝑐𝑚, inner diameter 𝐷௜௡ = 53.5 𝑐𝑚, 
average radius 𝑟ଶ = 30.8 𝑐𝑚  and pitch 𝑝 =
1 𝑐𝑚. Its inductance is calculated from the 
formula [18]: 

𝐿 =
ேమ[஽బିே(௪ା௣)]మ

ଵ଺஽బାଶ଼ே(௪ା௣)
 
ଷଽ.ଷ଻

ଵ଴ల = 57.4 𝜇𝐻 . 

We calculate the resonant frequency for 
transmitter and receiver coils that is driven by 
parasitic capacitance from the derived formula:  

𝑓଴ =
௖

଼గ௥ே
= 5.34 𝑀𝐻𝑧 .  

Here, c is the speed of light in free space. 

We calculate self-capacitance (parasitic 
capacitance) 𝐶௣௔௥௔௦௜௧௜௖ from: 

𝐶௉ =
ଵ

ఠమ௅
= 15.4 𝑃𝐹 . 
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The resistance includes ohm resistance and 
radiation resistance which are calculated for all 
coils from [19, 20]: 

𝑅௥௔ௗ = ට
ఓబ

ఌబ
൤

గ

ଵଶ
𝑁ଶ ቀ

ఠ௥

௖
ቁ

ସ
൨  

𝑅௢௛௠ = 𝑅஽஼

2𝑟௖

4𝛿
, 𝛿 =

1

ඥ𝜋𝑓଴𝜇଴𝜎
  

 ⟹  𝑅௢௛௠ = ඥ𝜋𝑓଴𝜇଴𝜌 𝑁
𝑟

𝑟௖
 . 

Here, 𝜇଴ is the magnetic permeability of free 
space, 𝜀଴ is the electrical insulation of free space, 

𝛿  is the skin depth and 𝜌 =
ଵ

ఙ
 the resistance of 

the conductor (copper). 

⟹  𝑅ଵ = 𝑅ସ = 0.24 Ω 𝑅ଶ = 𝑅ଷ = 1.54 Ω . 

We have neglected radiation resistance for its 

smallness (it is 0.006 Ω  for coils 2&3). Source 
resistance and load resistance are 𝑅௦ = 𝑅௅ =
65 Ω. 

The theoretically calculated parameters for 
the resonators are given in Table 1. 

Table 2 shows the experimentally determined 
parameters for the resonators. 

TABLE 1. Theoretically calculated parameters for the resonators. 
𝑄௟௢௔ௗ௘ௗ 𝑄௨௡௟௢௔ௗ௘ௗ 𝑓଴ (𝑀𝐻𝑧) 𝐶 (𝑃𝐹) 𝐿 (𝜇𝐻)  

1.16 276.8 5.34 429 1.98 Resonator 1 (loop) 
− 1250.5 5.34 15.4 57.4 Resonator 2 (coil) 
− 1250.5 5.34 15.4 57.4 Resonator 3 (coil) 

1.16 276.8 5.34 429 1.98 Resonator 4 (loop) 

TABLE 2. Experimentally determined parameters for the resonators. 
𝑄௟௢௔ௗ௘ௗ 𝑄௨௡௟௢௔ௗ௘ௗ 𝑓଴ (𝑀𝐻𝑧) 𝐶 (𝑃𝐹) 𝐿 (𝜇𝐻)  

1.22 35 5.71 398.4 1.95 Resonator 1 (loop) 
− 150 5.71 12.33 63 Resonator 2 (coil) 
− 150 5.71 12.53 62 Resonator 3 (coil) 

1.20 34 5.71 402.5 1.93 Resonator 4 (loop) 
   

Comparing the two tables, we notice the great 
difference in Q value because of the difference 
between calculated resistance and measured 
resistance due to mechanic deformation in the 
conductor [21]. Bad conductive oxide layer 
(copper oxide) on the surface of the conductor 
affects the skin depth making current more 
limited causing higher resistance [22] and 
proximity effect makes the same effect on the 
current. This effect makes precise resistance 
calculation very difficult [19]. So, we will use 
the parameters in Table (2) to calculate 
efficiency. 

We calculate coupling coefficient from Eq. 
(1) and mutual inductance from Neumann's 
formula [21]: 

𝑀௜,௝ =
ఓబగே೔ேೕ௥೔

మ௥ೕ
మ

ଶௗ೔,ೕ
య ; 𝑟௜𝑟௝ ≪ 𝑑௜,௝ . 

But this formula is limited the in last 
condition; so, we will use another formula which 
depends on elliptic integral: 

𝑀௜,௝ = 2𝜇଴
√௔ା௕

௕
ቂቀ1 −

ఉమ

ଶ
ቁ Κ(𝛽) − 𝐸(𝛽)ቃ  

Here: 

 𝑎 =
௥೔

మା௥ೕ
మାௗ೔,ೕ

మ

௥೔
మା௥ೕ

మ , 𝑏 =
ଶ

௥೔௥ೕ
, 𝛽 = ට

ଶ௕

௔ା௕
 

r୧ is the radius of loop i of the first coil, 𝑟௝ is 
the radius of loop j of the second coil, 𝑑௜,௝ is the 
distance between loop i and loop j and 
𝐸(𝛽) and Κ(𝛽) are the first and second kind 
elliptic integral: 

𝐾(𝛽) = ∫
ௗ௧

ඥ(ଵି௧మ)(ଵିఉమ௧మ)

ଵ

଴
  

 𝐸(𝛽) = ∫ ට
(ଵିఉమ௧మ)

(ଵି௧మ)

ଵ

଴
 𝑑𝑡  

These can be found in the elliptic integral 
table [25]. 

Then, the mutual inductance between first 
and second coils is: 

𝑀௔,௕ = ∑ ∑ 𝑀௜,௝
ெ
௝ୀଵ

ே
௜ୀଵ  . 

Here, N and M represent the number of turns 
for first and second coil, respectively. 
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Fig. 6 shows the coupling coefficient 𝑘ଵଶ as a 
function of distance 𝑑ଵଶ, which has been 
theoretically calculated from the mutual 

induction between the coils 𝑀ଵଶ and according 
to Eq. (1) and Table 2.  

 
FIG. (6) Coupling coefficient 𝒌𝟐𝟑 versus 𝒅𝟐𝟑.

Fig. 7 shows the coupling coefficient 𝑘ଶଷ as a 
function of distance 𝑑ଶଷ, which also has been 
theoretically calculated from the mutual 
induction between the coils 𝑀ଶଷ and according 
to Eq. (1) and Table (2). 

From Figs. 6 and 7, we notice a decrease in 
coupling coefficient by increasing the distance 
between coils.  

Efficiency is theoretically calculated using 
Eq. (8) and Table 2 parameters in two cases: 

The first case: The distance between the 
source coil and the transmitter coil 𝑑ଵଶ (the same 
distance between the load coil and the receiver 
coil) is fixed (𝑑ଵଶ = 𝑐𝑜𝑛𝑠𝑡 = 15.5 𝑐𝑚); i.e., 
𝑘ଵଶ = 𝑐𝑜𝑛𝑠𝑡. 

Thus, in Eq. (8), efficiency 𝜂 and 𝑘ଶଷ remain 
variable. In this case, there is no impedance 
matching condition. 

 
FIG. 7. Coupling coefficient 𝒌𝟏𝟐 versus 𝒅𝟏𝟐. 

The second case: The distance 𝑑ଵଶ is variable 
by changing the transfer distance 𝑑ଶଷ; i.e., 𝑘ଵଶ is 

variable when 𝑘ଶଷ changes according to the 
impedance matching condition in Eq. (6), where 
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by increasing the transfer distance 𝑑ଶଷ, 𝑘ଶଷ will 
decrease. Therefore, 𝑘ଵଶ should be decreased 
(i.e., the distance 𝑑ଵଶ should be increased) to 
keep the efficiency at its maximum as mentioned 
above. Thus, we calculate the efficiency 
according to Eqs. (8) and (6). Here, Eq. (8) also 
has two variables, η and 𝑘ଶଷ, because, according 
to Eq. (6), 𝑘ଵଶ is related to 𝑘ଶଷ. 

Fig. 8 shows the results of theoretical 
calculation of efficiency in the two preceding 
cases (𝑘ଵଶ = 𝑐𝑜𝑛𝑠𝑡, 𝑘ଵଶ = 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒). 

From Fig. 8, we note the improvement in 
efficiency in the second case; i.e., the application 
of impedance matching condition. 

 
FIG. 8. Theoretical efficiency versus 𝒅𝟐𝟑.  

Efficiency has been measured in two cases 
and compared to theoretical efficiency: 

First: by fixing 𝑑ଵଶ; i.e., 𝑘ଵଶ = 𝑐𝑜𝑛𝑠𝑡. 

Second: by changing 𝑑ଵଶ;  i.e., 𝑘ଵଶ =
𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒, according to the practical impedance 
matching condition 𝑉௦ = 2𝑉௜௡ which improves 

the efficiency and keeps it high by changing the 
transfer distance. 

Fig. 9 illustrates the practical efficiency in the 
previous two cases. From the figure, we note the 
improvement in efficiency by applying the 
impedance matching condition. 

 
FIG. 9. Experimental efficiency versus 𝒅𝟐𝟑 .
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Fig. 10 shows a comparison between 
theoretical efficiency and practical efficiency in 
the case of the application of impedance 
matching condition; i.e., 𝑘ଵଶ is related to 𝑘ଶଷ. 

Experimental and theoretical results show 
that WPT technique via Coupled Magnetic 
Resonances could be efficient for medium 
ranges and for the case of distance change 
throughout using the concept of impedance 
matching (using four coils), where coupling 
coefficient kଵଶ can be changed by changing the 
distance dଵଶ. 

We have experimentally measured the 
maximum efficiency at a distance 𝑑ଶଷ = 30𝑐𝑚  
between the two internal resonators and a whole 
distance 𝑑 = 40𝑐𝑚  form source coil to load 

coil. It was found that 𝜂 = 83.7% and at 
distances less than 𝑑ଶଷ = 70𝑐𝑚, 𝑑 = 106𝑐𝑚, it 
was more than 50%. 

𝜂 = 22% at a distance 𝑑ଶଷ = 100𝑐𝑚 and a 

whole distance 𝑑 = 142𝑐𝑚 and 𝜂 = 7.6% at a 
distance 𝑑ଶଷ = 130𝑐𝑚 and a whole distance 
𝑑 = 178𝑐𝑚 . 

 
FIG. 10. Experimental and theoretical efficiency versus 𝒅𝟐𝟑.

Conclusions and Recommendations 

This work insures the comprehension of WPT 
via Coupled Magnetic Resonances. In addition, 
the theoretical results approximately match the 
experimental measurements. It determines the 
parameters that play vital roles in transfer 
efficiency and range, such as Q. Bigger Q means 
higher efficiency. 𝑄 is related to coil inductance, 
coil capacitance, resonant frequency and losses 

like Ohmic Resistance, which is mainly 
responsible for quality factor decrease. In the 
future, we intend to work on coils that have high 
quality factor values and fewer losses which 
means high efficiency and range, working on the 
coil shape and geometry besides a full theoretical 
model that is more compatible to experimental 
measurement. 
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Abstract: An unusually massive dust storm influenced Jordan and neighboring countries 
on September 8th to 11th 2015. The dust from this storm was investigated for its radioactive 
content using gamma-ray spectroscopy. Such storms may carry a large amount of dust and 
radioactive content, which may impact human health. Samples were collected from 
different regions in Jordan. The activity concentrations of natural 232Th (Thorium), 238U 
(Uranium), 40K (Potassium) and artificial 137Cs (Cesium) radionuclides were measured. The 
activity concentrations (Bq kg-1) had an average of (± Standard Deviation (SD)) 24.7 ± 10, 
34.1 ± 13.3, 438 ± 124 and 15.7 ± 4.1 for 232Th, 238U, 40K, and 137Cs, respectively. The 
activity concentrations of natural and artificial radionuclides were analogous with results 
obtained from different studies with seasonal storms. The natural radionuclides were 
comparable to what was found in the local soil, while the activity concentration of 137Cs 
was larger than that found in soil (2.4 ± 1.2 Bq kg-1) and this is attributed to particle size 
effects. Dose assessment of 137Cs showed that it does not contribute significantly to the 
internal dose of a human during inhalation. The correlation between 232Th and 40K activity 
concentration in the measured dust particles is a moderate correlation with a value which is 
in agreement with those found in other studies worldwide.  
Keywords: Radioactivity, Gamma -ray spectrometry, Cesium-137, Unseasonal dust. 
PACS number: 29.30.Kv. 
 

 

1. Introduction 

In the past decades, researchers were 
interested in studying the activities related to 
nuclear reactions and radioactivity 
concentrations and its correlated health hazards 
[1]. Humans are exposed to radionuclides from 
two main sources, natural and artificial, both of 
which enter the human body through the food 
and accumulate in specific organs. Natural 
radionuclides include the uranium decay series 
(235U and 238U), the thorium decay series (232Th) 

and Potassium (40K) [2]. The artificial 
radionuclides (137Cs, 90Sr, 239Pu, …etc.) can be 
released to the environment due to accidents in 
nuclear reactors such as Chernobyl or from 
nuclear industry waste, fallout from atmospheric 
nuclear weapon testing and medical waste [3].  

One of the most important artificial nuclides 
to study is 137Cs (with a half-life of 30 years), 
since it moves easily through the environment 
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similarly to rubidium and potassium. Its world-
wide spread is related to the fallout from 
atmospheric nuclear weapon testing in the 1950s 
and 1960s [3]. Among other pathways, humans 
may directly inhale 137Cs with dust and this 
pathway may have health consequences [4]. 

Eastern Mediterranean countries, including 
Jordan, are affected by seasonal dust storms 
during the spring season [5, 6]. Besides that, 
there are unseasonal dust storms that occur under 
specific weather conditions which 
meteorologists cannot sometimes predict [7]. 
These dust storms can affect both weather and 
human health [8].  

A massive dust storm swept through the 
Middle East on September 8th, 2015, lasting four 
days, badly reducing visibility, killing at least 
twelve people and sending thousands of people 
to hospitals with breathing problems in several 
Middle Eastern states including Jordan [9, 10, 
11]. Broadcast media talked in detail about this 
unusual event [12, 13, 14, 15]. Health authorities 
in the affected countries advised and warned 
people not to leave their homes [16]. Schools in 
Jordan and Lebanon were closed due to weather 
and several flights across the region 
were grounded due to poor visibility Even the 
combat was stopped in central Syria [17].  

Storms like this are called Haboobs in Arabic 
culture, which means “violent winds”. 
Meteorologists were unable to foresee this dense 
dust storm, because of the unusual weather 
conditions that are attributed to such a “rare” 
metrological phenomenon [7]. These storms can 
travel for thousands of kilometers, even across 
the Pacific and can impact many parts of the 
world.  

Papastefanou et al. (2001) studied the 
radioactivity of radioactive nuclides in colored 
rain dust samples. It was shown that 137Cs 
remained after the Chernobyl reactor accident 
[18]. Papastefanou and Manolopoulou (1989) 
determined the radioactivity of colored rain in 
Thessaloniki, Greece by comparing the 
radioactivity of soil before and after the fall of 
colored rain. They identified the fission products 

137Cs, 134Cs, 144Ce, 106Ru and 125Sb, where all 
these radionuclides were related to the 
Chernobyl reactor accident which occurred two 
years before the study [19]. 

In Jordan, the first study to assess the 
radioactivity in seasonal dust storms was in 2015 

[20]. The researchers measured the level of 
natural and artificial radionuclide from large 
seasonal dust storms in 2012 for samples that 
were collected from Northern Jordan using 
gamma- ray spectroscopy. They compared their 
results with soil samples from the same region. 

Recently, a study was conducted to 
investigate the characteristics of the same 
unseasonal dust storm as in our present work, at 
Limassol, Cyprus. The researchers discussed 
their results based on satellite, lidar vertical 
profiling and in situ aerosol observations [21].  

The goal of this study is to measure activity 
concentrations of natural and artificial 
radionuclides in this large unseasonal dust storm 
at different locations in Jordan. For comparison 
purposes, soil samples from the same regions are 
analyzed to determine the enrichment of 
radionuclides (especially 137Cs) to compare the 
values in dust particles and soil particles.  

2. Materials and Methods 

Samples of unseasonal dust storm were 
collected from nine different countryside regions 
in Jordan which lie at different heights above sea 
level ranging from 380 to 1000 m based on 
Google maps [22], (Aqraba, ArRamtha, Huwara, 
Al Husun, Muhayyam Azmi Almofte, Assarih, 
Jerash, Jouza and Mo’ta). The study regions 
were covered with a thin layer of dust. The 
samples were collected off smooth flat surfaces 
in the areas (i.e., one sample was gathered from 
each region). In addition to the dust samples, 
different soil samples were collected from the 
same areas for comparison purposes at (0-10) cm 
depth level all over, packed in plastic bags, 
assembled in the laboratory and oven dried for at 
least 2 hrs. at 100oC until a constant weight was 
reached. Then, the soil samples were sieved 
through 0.05 mm mesh to remove stones, 
pebbles and other impurities.  

Samples of dust and soil were transferred to 
standard 100 ml cylindrical cups of 2 cm radius 
and 6 cm height and sealed. Thereafter, the 
samples were stored for at least 6 weeks before 
counting of gamma spectrometric analysis to 
ensure that secular equilibrium between 226Ra 
and its decay products was reached.  

The activity concentration measurements 
were performed using high-purity germanium 
detector (Canberra, Industries, Inc., USA). The 
detector was of a high resolution; 1.9 keV at 1.33 



Radiological Characterization of Settled Dust during a Severe Dust Episode in Jordan 

 185

MeV of 60Co gamma ray peak and a relative 
efficiency at the same energy peak of 25%. The 
background radiation was reduced by shielding 
the detector with a 100mm thick lead cylinder. 
The data was analyzed using Genie 2000 
software containing peak search and nuclide 
identification modules. A multi-gamma ray 
reference standard (MGS-5.Canberra, USA) was 
used for calibration of energy and relative 
efficiencies for the detector which emits gamma 
rays of 60-1461 keV. The samples were counted 
for 86,000 s to reduce the statistical counting 
error with dead time smaller than 10%. Standard 
reference materials were used to perform quality 
control tests obtained from International Atomic 
Energy Agency (IAEA) (IAEA-375 soil and 
IAEA-315 marine sediment) in the same 
geometry as the measured samples. Under the 
same conditions, an empty cup measurements 
were also performed to determine the 
background counts.  

The activity concentrations of 137Cs and 40K 
were directly defined via their gamma lines of 
(yields) 662 keV (0.85) and 1461 keV (0.11), 
respectively. On the other hand, the activity 
concentration of 232Th was determined using the 
gamma line of its daughter (in the decay chain of 
radioactive substances it’s the decay product of 
parent nuclide ; i.e., 232Th in this case) 228Ac 
using 911 keV (0.29). For 238U, the activity 

concentration was determined using the 
weighted mean activity concentration of its first 
daughter 234Th 63.3 keV (0.048). The minimum 
detectable activities for 137Cs, 40K, 238U and 232Th 
were 0.17, 8.2, 4.6 and 0.71 Bq kg-1, 

respectively.  

3. Results and Discussion 

Fig. 1 shows the image of the dust storm over 
the Middle East (AFP photo), captured by the 
Moderate Resolution Imaging Spectroradiometer 
(MODIS) instrument on board the Aqua satellite 
[23]. The image shows that the dust storm 
affected large parts of Jordan on Tuesday, 
September 8th 2015. The maximum dust particle 
mass concentrations for this dust storm were in 
the order of 10000 µg/m3 [21]. For more 
information about the characterization quantities 
of this dust storm, see Mamouri et al. (2016).  

As shown in Table 1, the radionuclides 137Cs, 
40K, 232Th and 238U were identified in all dust and 
soil sample regions. For dust samples, the 
activity concentration of 137Cs was in the range 
of 10.9 ± 2.0 Bq kg-1 and 24.6 ± 4.5 Bq kg-1 with 
an average of (±SD) 15.7 ± 4.1 Bq kg-1. This 
result is less than that of the other study (1000 ± 
5.0 Bq kg-1) [19], which can be related to the 
time period since the nuclear accidents and the 
weapon testing. 

 
FIG. 1. The image of the dust storm over the Middle East (AFP photo), captured by the Moderate Resolution 

Imaging Spectroradiometer (MODIS) instrument on board the Aqua satellite on Tuesday, September 8th [23]. 
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TABLE 1. Activity concentrations of measured radionuclides in dust samples and in local soil samples 
(all activity concentrations were decay corrected for September).  

Region 
Height above sea 
level (m) (Google 

maps) 

Activity concentration of radionuclides (Bq kg-1) 
Dust Samples Soil Samples 

137Cs 40K 232Th 238 U 137Cs 40K 232Th 238 U 

Al Husun 600 
14.6 
±1.1 

404.6 
±34.0 

22.1 
±3.2 

25.8 
±4.3 

0.5 
±0.1 

315.9 
±3.9 

45.7 
±6.4 

39.5 
±6.1 

ArRamtha 530 
19.9 
±1.9 

533.9 
±54.6 

28.0 
±4.8 

27.4 
±5.7 

4.6 
±2.5 

160.6 
±38 

22.7 
±7.6 

20.4 
±4.9 

Assarih 700 
17.4 
±1.4 

417.8 
±39.0 

21.2 
±3.7 

25.4 
±4.8 

1.4 
±0.4 

324 
±26.3 

29.9 
±3.2 

29.7 
±3.0 

Aqraba 380 
12.8 
±1.3 

320.5 
±33.9 

23.9 
±4.0 

20.8 
±4.6 

2.3 
±1.6 

172 
±21 

26 
±3.7 

21.4 
±4.4 

Huwara 540 
15.6 
±1.2 

427.8 
±38.0 

20.0 
±3.7 

24.9 
±4.5 

4.1 
±0.6 

495.1 
±58.2 

32 
±3.8 

38.5 
±7.9 

Jerash 700 
11.80 
±1.5 

402.9 
±46.3 

17.2 
±4.5 

52.6 
±9.6 

2 
±0.6 

218.4±
24.4 

14.5 
±3.5 

19.9 
±4.1 

Jouza 800 
24.6 
±4.5 

751.5 
±14.0 

51.7 
±12.3 

58.7 
±17.3 

2.6 
±0.4 

211.9 
±16.5 

28.9 
±2.4 

20.3 
±3.0 

Mo’ta 1000 
10.9 
±2.0 

385.0 
±6.3 

21.7 
±7.1 

45.3 
±11.3 

1.9 
±0.3 

313.5 
±25.2 

39.5 
±3.3 

29.2 
±4.5 

Muhayyam 
Azmi Almofte 

660 
13.9 
±1.3 

352.9 
±37.5 

22.8 
±3.1 

26.7 
±5.4 

2.2 
±0.3 

185.7 
±15.2 

26.6 
±2.7 

20.6 
±3.0 

MIN. 
10.9 
±2.0 

320.5 
±33.9 

17.2 
±4.5 

20.8 
±4.6 

0.5 
±0.1 

160.6 
±38 

14.5 
±3.5 

19.9 
±4.1 

MAX. 
24.6 
±4.5 

751.5 
±14.0 

51.7 
±12.3 

58.7 
±17.3 

4.6 
±2.5 

495.1 
±58.2 

45.7 
±6.4 

39.5 
±6.1 

Average ± (SD) 
15.7 
± 4.1 

438 
±124 

24.7 
±10.0 

34.1 
±13.3 

2.4 
±1.2 

266.3 
± 111 

29.5 
±10.8 

26.6 
± 8.2 

         
40K which is naturally occurring had activity 

concentrations ranking between 321 ± 34 Bq kg-1 
and 752 ± 14 Bq kg-1 with an average of 438 ± 
124 Bq kg-1. The activity concentrations of 232Th 
ranged from 17.2 ± 4.5 Bq kg-1 to 51.7 ± 12.3 Bq 
kg-1 with an average of 24.7 ± 10 Bq kg-1 and for 
238U, the activity concentrations ranged from 
20.8 ± 4.6 Bq kg-1 to 58.7 ± 17.3 Bq kg-1 with an 
average of 34.1 ± 13.3 Bq kg-1. Table 2 
compares the activity concentrations of 137Cs, 
40K, 232Th and 238U in the present study and 
previous studies for dust samples.  

For soil samples, the activity concentrations 
of 137Cs were in the range of 0.5 ± 0.1 Bq kg-1 to 
4.6 ± 2.5 Bq kg-1 with an average of (±SD) 2.4 ± 

1.2 Bq kg-1. This measured value is comparable 
with those of previous studies of (0.3 - 41) Bq 
kg-1 [24] and recent study of 2.3 ± 1.6 Bq kg-1 
[20].  

For 40K, the activity concentrations were in 
the range from 160.6 ± 38 Bq kg-1 to 495.1 ± 
58.2 Bq kg-1 with an average of (±SD) 266.3 ± 
111 Bq kg-1. For 232Th, the activity 
concentrations were from 14.5 ± 3.5 Bq kg-1 to 
45.7 ± 6.4 Bq kg-1 with an average of (±SD) 29.5 
± 10.8 Bq kg-1. The activity concentrations of 
238U were in the range between 19.9 ± 4.1 Bq  
kg-1 and 39.5 ± 6.1 Bq kg-1 with an average of 
(±SD) 26.6 ± 8.2 Bq kg-1. 
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TABLE 2. Activity concentrations of measured radionuclides in dust samples in the present work and 
in previous studies.  

Radionuclides 
Activity concentration of radionuclides (Bq kg-1) 

(±SD) 
Present study Previous studies 

137Cs 15.7 ± 4.1 
17.0 ± 2.0 [20] 
26.6 ± 4.4 [18]. 

40K 438 ± 124 
402 [19] 
488 [18] 

547 ± 56 [20] 
232Th 24.7 ± 10 30.0 ± 4.9 [20] 
238U 34.1 ± 13.3 49.3 ± 14 [20] 

 

The internationally reported average values 
for the natural radionuclides 238U, 232Th and 40K 
are 40, 40 and 370 Bq kg-1, respectively [3]. The 
obtained results of the present work in dust and 
soil samples are comparable with the worldwide 
average concentration values. The average 
activity concentration of 137Cs in dust samples 
was about eight times its value in soil samples, 
where the activity concentration increases in the 
finer size of soil as reported in several studies 
[25, 26, 27]. The dust samples in the present 
work have an aerodynamic diameter smaller than 
10 µm [21], which is classified as silt and clay 
with particle sizes of <63 µm according to ISO-
14688-1 classification of soil [28]. 

In spite of the relatively large concentration 
of 137Cs in the dust storm with respect to the 
concentration in soil, it's not large enough to 

affect the potential radiological impact on human 
health, since the effective dose coefficients for 
inhalation of 137Cs are very small. Based on the 
ICRP Publication 119 [29], the dose equivalent 
coefficient of 137Cs for adults is 4.8 x 10-9, which 
would give rise to a dose of 0.08 µSv per kg of 
inhaled 137Cs in the dust storm studied here. 
Assuming that the inhaled mass is in the order of 
milligrams, the expected dose will be in the 
range of nSv. In addition, the worldwide average 
effective dose based on UNSCEAR (2000) [3] is 
0.22 µSv, which is around 2.7% of the total 
annual dose from artificial radionuclide.  

The correlation between 232Th and 40K in dust 
samples is illustrated in Fig. 2. The correlation is 
moderate. While there is no theoretical basis for 
this correlation, this result agreed with those 
revealed other studies worldwide [30, 31, 32].  

 
FIG. 2. Potassium vs. thorium concentration in dust samples.  
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4. Conclusions 

A huge unusual dust storm swept through the 
Middle East on September 8th, 2015, for four 
days. The activity concentrations of dust and 
local soil samples were measured in different 
locations in Jordan using gamma-ray 
spectroscopy. Terrestrial radioisotopes (232Th, 
238U and 40K) and the artificial radioisotope 137Cs 
were detected in the samples. In particular, the 

activity concentration of 137Cs was (±SD) 15.7 ± 
4.1 Bq kg-1. This high value compared to that in 
soil (2.4 ± 1.2 Bq kg-1) related to abundance of 
fine-sized particles, which is consistent with 
previous studies. The natural radionuclides in 
dust are comparable to what is found in soil. The 
dose assessment of 137Cs inhalation from dust 
showed that 137Cs contribution to additional 
effective dose will be negligible.  
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ويكتب الباحث المسـؤول عـن المراسـلات اسـمه مشـارا       كاملة. وان المقالة، أسماء الباحثين الكاملة وعناوين العملتشمل عنو: صفحة العنوان

 ،ويجـب أن يكـون عنـوان المقالـة مـوجزا وواضـحا ومعبـرا عـن فحـوى (محتـوى) المخطـوط            .إليه بنجمة، والبريد الإلكتروني الخـاص بـه  
  معلومات.وذلك لأهمية هذا العنوان لأغراض استرجاع ال
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PACS: فرة في الموقع اوهي متو ،فاق الرموز التصنيفيةيجب إرhttp://www.aip.org/pacs/pacs06/pacs06-toc.html.  

مراجعة مكثفة لما نشر (لا تزيد المقدمة عـن   ن تكونألا ح الهدف من الدراسة وعلاقتها بالأعمال السابقة في المجال، : يجب أن توضالمقدمة

  مطبوعة). الصفحة صفحة ونصف

ق موضــحة بتفصــيل كــاف لإتاحــة إعــادة إجرائهــا بكفــاءة، ولكــن باختصــار  ائــالطرهــذه : يجــب أن تكــون طرائــق البحــث (التجريبيــة / النظريــة)

  ق المنشورة سابقا. ائحتى لا تكون تكرارا للطر ،مناسب

  ون مناقشة تفصيلية.دمن مع شرح قليل في النص و ،: يستحسن عرض النتائج على صورة جداول وأشكال حيثما أمكنالنتائج

  : يجب أن تكون موجزة وتركز على تفسير النتائج.المناقشة

  : يجب أن يكون وصفا موجزا لأهم ما توصلت إليه الدراسة ولا يزيد عن صفحة مطبوعة واحدة.الاستنتاج

  ع مباشرة.في فقرة واحدة تسبق المراج ان: الشكر والإشارة إلى مصدر المنح والدعم المالي يكتبعرفانالشكر وال
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