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Editorial Preface

This special issue of Jordan Journal of Physics (JJP) presents 8 selected
papers presented at the international conference that was held Under the
Patronage of His Royal Highness Prince Hamzah Bin Al Hussein between
10-12/4/2018 in the campus of Jordan University of Science and
Technology, Irbid, Jordan under the title: "International Conference on
Current Nanotechnology and its Application (ICCNA2018)". These papers

were subjected to standard refereeing of JJP.
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International Conference on Current Nanotechnology and its Application
(ICCNA2018)
10™ to 12™ April 2018
Jordan University of Science and Technology, Irbid, Jordan.

Guest Editor Preface
The conference "International Conference on Current Nanotechnology and its Application”

(ICCNA2018) was held from Tuesday 10™ to Thursday 12™ April 2018 on the beautiful campus of The

Jordan University of Science and Technology, Irbid, Jordan.

The generous support of the Scientific Research Support Fund (SRSF), Jordan University of Science and
Technology, Bruker, and Hijaz for Electronic and Scientific Supplies Est., among other local organizations,

played an important role in the success of this Conference.

The main goal of the conference is to bring together experts in Advance Nanomaterials with its
applications and to provide a platform for researchers, engineers, academicians as well as industrial
professionals from all over the world to present their research results and development activities. This
conference provides a venue for the delegates to exchange new ideas and experiences with up to date and
state-of-art technology in advanced materials; furthermore, the conference provides an opportunity to
establish research relations and to find global partners for future collaboration.

The conference covered the following themes and specific research areas in current advanced
nanotechnology and its application:

e Nanotechnology and Functional Materials for Energy

e Nanotechnology for Environment and Sustainable Development.

e Nanotechnology and Biomaterials

e Nanostructured Materials for Functional Applications

e Nanotechnology and Electronic and Magnetic Materials

e Nanotechnology and Manufacturing and Processing for Materials Performance.

e Enhancement (thin film, surface, nanostructuring, interface)

e Structural Materials (including steels, light alloys, bulk metallic glasses, high-temperature materials,
ceramics, polymer composites, and hybrid materials)

e Nanotechnology and Sensors: (Bio, chemical and physical)

e Nanotechnology and Materials for imaging and diagnostics

e Nanotechnology and tissue engineering

e Nanotechnology drug targeting

¢ Nanotoxicology



The Conference was one of the most successful academic activities in the field of nanotechnology in the
Middle East. More than 200 participants attended the Conference, and 63 papers were presented in ten
sessions. Only fourteen papers out of 63 were selected and approved by the conference scientific committee
to be submitted to The Jordan Journal of Physics. These selected papers were submitted to the rigorous
standards of the Journal regulations and only eight papers were finally approved by the Guest editor and the

Journal editorial board after a two blend peer review by the reviewers.

These eight high quality papers that appeared in this special issue give a clear sign of the strong
commitment of Jordan University of Science and Technology as well as the Jordan Journal of Physics to be
in the front line in the Middle East. Accordingly, The Jordan Journal of Physics is proud to take this

initiative and publish a special issue in current advance nanotechnology as a conference proceeding.

This Special Issue aims to document the recent advances in nanomaterials with its applications and to
provide a platform for researchers, engineers, academicians as well as industrial professionals. This special
issue of the conference proceedings provides opportunities with up to date and state-of-art technology in
advanced nanomaterials. Moreover, interesting topics covered with their potential applications, should be
valuable subjects for the readers.

Guest Editor

Prof. Dr. M-Ali AL-AKkhras (AL-Omari)

Vice Dean Faculty of Science and Arts

Department of Physics

Jordan University of Science and Technology(JUST)
P.O.0x (3030) Irbid 22110 Jordan

Tel.: 00962-779-488104

Fax.: 00 962-2-7201071
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ARTICLE

New Software Simulating the Full Operation of a Scanning
Tunneling Microscope and Its Application to
an FPGA-Based Instrument

Mark J. Hagmann’, Gregory R. Spencer’, Jeremy Wiedemeier’ and
Marwan S. Mousa

“ NewPath Research L.L.C., Salt Lake City, Utah 84115, USA.
b
Department of Physics, Mu’tah University, Al-Karak 61710, Jordan.

Received on: 2/7/2018; Accepted on: 22/10/2018

Abstract: The scanning tunneling microscope is an essential tool in nanoscience and
nanotechnology, because it enables imaging surfaces at the atomic level with sub-
nanometer resolution. We have written a LabVIEW-based virtual instrument to simulate
the operation of an STM and made it available as a free-download at our company website.
This is an executable version to be run on a Windows operating system without requiring
other software. We have also constructed an STM that implements the same algorithms
with a field-programmable gate array (FPGA) to provide deterministic real-time control of

multiple tasks.
Keywords:
Nanoscience, Nanotechnology.

Introduction

The scanning tunneling microscope (STM),
invented by Gerd Binnig and Heinrich Roher at
IBM Zurich in 1986 [1], is an essential tool in
nanoscience and nanotechnology. In an STM, a
nanoscale metal tip electrode is brought within
several tenths of a nanometer of an electrically-
conductive sample and a DC bias voltage is
applied to cause an electrical current to flow
through this junction by quantum tunneling.
Typically, a piezoelectric actuator is used to
move the tip to adjust its distance from the
sample as the tip is scanned to create images of
the sample surface. The exponential sensitivity
of the tunneling current to the tip-sample
distance enables sub-nanometer resolution for
images at the atomic level.

Others have written software to simulate the
operation of an STM for classroom
demonstrations [2] or created a simulator that
may be downloaded for a trial period to
demonstrate their products for imaging with an
STM [3]. We have developed a LabVIEW

Scanning Tunneling Microscope,

Field-Programmable Gate Array,

Virtual Instrument (VI) which simulates the full
operation of an STM that may be downloaded
from our company website for permanent use
without registration, cost or time limits [4].
Documentation for the software and a narrated
video showing typical operation of our simulator
are also available at the website. The
documentation includes figures, equations and
definitions of the terminology. We hope that this
VI will be useful for educational and training
purposes. It was compiled using the LabVIEW
Application Builder which allows stand alone
applications to be bundled with the LabVIEW
Run-Time Engine as an installer so the download
does not require the installation of any other
software. Our application was compiled to run
on a Windows operating system, but if
requested, we will modify the STM simulator VI
so that it may be used on Mac operating systems
as well. Fig. 1 shows the main display screen of
the VI when imaging unreconstructed silicon
(100).
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FIG. 1. Main (iisplay screen of the new STM simulator VI during operation, showing the unreconstructed surface

of'silicon (100). Image width =2.5 nm.

Materials and Methods
Modeling of Non-Ideal Phenomena

To our knowledge, this is the first STM
simulator to include the effects of noise in the
tunneling current. Noise in the voltages
controlling the x-, y- and z-motions of the
piezoelectric actuator is modeled by introducing
white Gaussian noise to the measured tunneling
current. Stochastic slow-drift in the vertical
position of the tip electrode which would be
caused by vibration and temperature changes is
modeled by gradually adjusting the tip-sample
distance according to a random walk. The effects
of the voltage drop on the series resistance, such
as the spreading resistance in the sample at the
tunneling junction, are also included. The
adverse effects of blunted tips can be seen by
adjusting the related parameters (such as the tip
radius). We do not, however, model the effects
of tips having unusual shapes such as double-
pointed tips. Bounds for these non-ideal
behaviors may be set by the user to determine
their effects on measurements and imaging. We
understand that other factors such as 1/f noise,
Johnson noise and generation-recombination
noise may also have an effect on measurements
[5]; however, these phenomena are yet included.

The software is written in a modular format
to facilitate upgrading different parts to better

2

meet our needs and also to follow the
suggestions from those who have downloaded
this simulator VI. For example, we could model
the resonances, nonlinearities and hysteresis in
the response of the piezoelectric actuator which
is used for fine-positioning of the tip electrode
and may also provide different approximations
to calculate the tunneling current including
expressions for semiconductor samples.

Four Methods for Feedback Control

Feedback control is used to adjust the tip-
sample distance in an STM when initiating
quantum tunneling and then to minimize the
error in the tunneling current which is given by
e(t) = I(t) — Isp, where I(t) is the current at time t
and Isp is the chosen value for the set-point
current. Simply making a change in the voltage
AV to the piezoelectric actuator that is
proportional to the error is insufficient, because
this would cause the tunneling current to
oscillate about the set-point value.

PI (Proportion + Integral) feedback control,
where the change in the voltage that is applied to
the piezoelectric actuator is proportional to the
sum of the error and the integral of the error, as
shown in Eq. (1), is frequently used in scanning
tunneling microscopy.

AV =K,e)+K, [ e() dr’ (1)
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Simulations made with the STM simulator VI
show that PI feedback control is only stable over
a specific range for the two coefficients Kp and
K; (see Fig. 2). The size and location of the
stable region for these two coefficients depend
on the properties of the tip and the tip-sample
distance. Large oscillations in the tunneling

Integral Coefficient
o

10°

current, including the possibility of tip-crash
failure or loss of tunneling, occur when one (or
both) of these coefficients is outside the region
for stability. It is inconvenient to have to
estimate the value for both coefficients before
the measurements.

00

Stable o ©
region

10"

L
10°

Proportional Coefficient
FIG. 2. Stable region for the two coefficients for PI feedback control of the tunneling current.

The control algorithms included in the VI are:
(1) Unmodified PI as previously described, (2)
D.A.S. (Digitally Adapted Steps) which adjusts
the sizes of the steps of the piezoelectric actuator
based on the tunneling current [6], (3) Modified
Proportion in which the proportion coefficient is
adjusted based on the tunneling current and (4)
Proportion + Average which is similar to PI
control but instead of integrating it takes the
mean of the last few values of the error. Each of
these algorithms is described in detail on our
website.

The STM simulator VI may be used to
compare the stability, response time and ease of
use for feedback control of the current when
using the four different algorithms with various
values for their parameters.

Stepper Motor and Piezoelectric Actuator

In order to obtain atomic resolution in
imaging, the piezoelectric actuator must have a
small range of motion (typically 60 nm). Thus, it
is necessary to add a precision digital stepper
motor for coarser positioning of the tip electrode
in order to provide a greater range of motion in
the system. The piezoelectric actuator is
automatically decremented each time before the
digital stepper motor is incremented to avoid
missing specific tip-sample distances which

would be caused by the effects of the finite
precision of the step motor.

Simulation of Crystal Lattice Surfaces in
Real-Time

Once the simulation shows that stable
quantum tunneling has been achieved, it is
possible to generate an image of highly ordered
pyrolytic graphite (HOPG), graphene,
unreconstructed  silicon  (100) or  the
reconstructed surface of silicon after it has been
cleaved. The surfaces of these four materials
were modeled by approximating the contours for
the local density of states of electrons in the
atoms as spheres with appropriate sizes. The
images of the surfaces are created by scanning
over the simulated surfaces while calculating the
tunneling current based on the distance from the
surface to the tip. Fig. 1 shows the main display
screen when simulating the imaging of
unreconstructed silicon (100). The graph at the
lower left corner of this figure shows the relative
height of the tip which is calculated from the
voltage that is applied to the piezoelectric
actuator. Oscillations in the height, which are
seen in this graph, are caused by the tip electrode
passing over several silicon atoms in the lattice.

At the upper left corner of Fig. 1, there is a
sketch of the STM scan-head with an animated

3
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diagram showing the vertical tip electrode above
the horizontal sample. If the value calculated for
the tip position is below the surface of the
sample, indicating that a tip-crash has occurred,
this cartoon shows that the tip is bent and the
simulation has stopped. However, with an actual
STM, it may not be obvious that a tip-crash has
occurred, because images with high resolution
are still possible. Thus, this feature enables the
user to determine the optimum parameters to
prevent tip-crash. Later, we will incorporate an
algorithm to determine whether a tip-crash has
occurred without relying on the simulated height
of the tip. For example, a small increment in the
voltage to the piezoelectric actuator would not
change the current when the tip is in contact with
the sample. This change would be necessary
before the STM simulator VI software could be
implemented in an actual STM.

In the constant current mode, feedback
control of the tunneling current is enabled during
scanning. In the constant height mode, feedback
control is disabled during scanning so that the tip

Hagmann et al.

is moved in a plane above the surface of the
sample. This mode is prone to loss of tunneling
or tip-crash unless it is used to image small areas
or with samples having relatively flat surfaces.

Results

Fig. 3 shows a graph of the simulated
tunneling current over a specific time interval
which is incremented throughout each session.
This figure shows the effects of the noise in the
tunneling current. A separate plot that is made
over a much longer time interval is used to
monitor the effects of feedback control on the
tunneling current as well as the response to the
simulated stochastic slow-drift.

After at least one line of a scan has been
completed, a 3-D image of the sample may be
generated as the data is collected for an image.
Fig. 4 shows an example of a completed 3-D
simulated image of unreconstructed silicon
(100).

Tunneling Current vs. Time (Short Term)

Time (5]

8.49782E-7

BE-7

duwy

4E-7

Vo 2513ET
99 100 101 101

Data Points

1024

FIG. 3. Graph of the simulated tunneling current vs. time, showing the noise in the tunneling current.

B [ [ ]

FIG. 4. Three-dimensional plot of a simulated image of unreconstructed silicon (100).
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Application of This Software to an
FPGA-Based Instrument

Fig. 5 shows the scan-head of our portable in-
house STM. This instrument has a reduced
mechanical length for the C-shaped path
between the tip and the sample with greater
stiffness to provide unusually high stability.
Thus, the tunneling typically continues
automatically for a period of at least 72 hours.
The software for the STM is written in

LabVIEW, input and output tools that are similar
to those in the VI. There is also the same
selection of algorithms for feedback control to
increase the speed and accuracy of the
measurements while reducing the probability of
tip-crash. All of this is done using a field-
programmable gate array (FPGA) to enable
performing multiple deterministic tasks in real-
time in addition to the feedback control of the
tunneling current.

77_\-»—_
FIG. 5. Scan-head for our in-house STM.

This  instrument was  designed for
experimental studies in which a microwave
frequency comb is generated by focusing a
mode-locked laser on the tunneling junction of
an STM [7]. Thus, the tip electrode is attached to
the center conductor of a semi-rigid coaxial
cable to couple the microwave harmonics
directly from the tunneling junction to a
spectrum analyzer. A bias-T is attached to the
SMA connector at the top end of this cable and
its low-frequency port is connected to the low-
noise STM preamplifier of the STM. The high-
frequency port of the bias-T is connected to the
spectrum analyzer or to an equivalent 50-Q
dummy load during calibration of the STM, in
order to mitigate interference with the feedback
control of the tunneling current.

Conclusions

Our testing with this VI suggests that PID
feedback control is effective after tunneling has
been established. However, before there is a
tunneling current, the history of zero current
which is used as a criterion for the use of
integration in feedback control delays the
response when the current is first seen to
potentiate the probability of tip-crash. Our
results suggest that the method of D.A.S.

(Digitally Adapted Steps) simplifies the choice
of the control parameters and provides fast
response at the time when the tunneling current
is first seen.
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Abstract: Field Electron Emission (FEE) from Single-Walled Carbon Nanotubes
(SWCNTs) and Multi-Walled Carbon Nanotubes (MWCNTs) mounted on blunt tungsten
tip has been investigated to make sure that FEE comes from the CNTs. The FEE properties
were studied using Field Emission Microscope (FEM), where the distance between the
emitter and screen was fixed at ~10 mm and the system was evacuated to (~10” mbar). The
emitters were prepared during two stages, with the first one being electrolytically etching
the tungsten (W) wire of (0.1 mm diameter) in 2 mol of NaOH, while the second stage
involves fixing the CNTs on the etched tungsten. Current-voltage (I-V) measurements were
recorded and presented in the most common way as (I-V) plot with its related Fowler-
Nordheim (FN) plot. It has been found that SWCNT samples have several advantages over
MWCNT samples, such as the field electron emission having been initiated at lower
applied voltage values and maintaining emitting electrons at lower applied voltage values,

but MWCNTs emitted higher current values compared to SWCNTs.
Keywords: Field Electron Emission, SWCNTs, MWCNTs.

Introduction

Field electron emission (FEE) in solids
occurs in intense electric field and is strongly
dependent on the work function of the emitting
material. In a parallel-plate arrangement, the
macroscopic field E,..,, between the plates is
given by E,.., = V/d where d is the plate
separation and V is the applied voltage. If a sharp
object is created on a plate, then the local field
Elocqr at its apex is greater than E,,.., and can be
related to £, by [1]:

Eiocat = ¥ X Emacro -

The parameter y is called the field
enhancement factor and is basically determined
by the shape of the object [1]. FEE occurs when
the applied electric field value is ~ 10° V/m [2].
In order to achieve that high electric field at the

tip of a sample, the sample has been fabricated to
have a high tip curvature [3].

Metals have been extensively used as field
electron emitters until 1991, where Multi-Walled
Carbon Nanotube (MWCNT) was discovered
accidentally by Sumio lijima [4] while studying
the surfaces of graphite electrode used in electric
arc discharge. Two years later, Single-Walled
Carbon Nanotube (SWCNT) was discovered by
the same scientist and his colleagues [5]. These
materials have attracted much attention due to
their features, so they can be used as field
electron emitters [6].

Carbon materials exist in various forms, such
as graphite, diamond, carbon fibers, fullerenes
and carbon nanotubes. Carbon nanotubes show
distinguished properties and their discovery had
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a great impact on the development in the field of
semiconductor science due to their unique
properties [7]. Those tubes are considered to be
the strongest and stiffest materials yet discovered
in terms of tensile strength and elastic modulus,
because of the covalent sp® bonds formed
between individual carbon atoms [8], electrical
properties [9], mechanical strength and chemical
strength  [10]. The natural resonance
(fundamental vibrational frequency) of a
cantilevered single-wall nanotube of 1 micron
length is shown to be about 12 MHz [11]. It is
one of the best candidates to be used as field
electron emitters because of the advantages it has
over other metallic emitters, such as enhanced
current stability, low threshold voltage, nano-
size, high aspect ratio and long lifetime [12].
Due to these properties, CNTs are very widely
used in technological and industrial fields, such
as flat panel displays, cathode-ray-tube lighting
elements and drug delivery systems [13].

Field emission behavior of a CNT strongly
depends upon its morphology, diameter,
alignment and the contact between the CNT and
the substrate, as well as the condition of the CNT
tip (defects, adsorption, doping, ... and so on)
[14]. The FN theory can reveal some basic
factors that have influence on the FE
mechanism. The experimental data can reveal
other factors, such as value of the enhancement
factor and emitting area [15]. The best method to
represent the experimental data is using the FN
plot, In(I/V’) vs. 1/V, and the expected shape of
the FN plot is a straight line according to the
theory. However, experimentalists experienced a
deviation from FN theory during testing the FE
mechanism from CNTs, that could be as an
effect of non-uniform field enhancement factor
[16], or adsorbed molecules, influence of high
apex curvature, space charge effect, localized
electron state, contact resistance, among others
[17]. The main aim of this article is to keep the
ongoing research of seeking for optimum field
emission (FE) cold cathodes by studying and
comparing the two kinds of CNTs employed in
this investigation. In previous research, FE
differences between FEE from SWCNTs and
MWCNTs have been investigated, where both
emitters have been prepared using different
preparation techniques from the preparation
technique mentioned in [18]. Variation in results
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was obtained due to these differences; so critical
comparison between the results reported here
and those previously found [19] will be carried
out in the future. In this study, it can be noted
that a SWCNT emitter can initiate electron
emission at lower applied voltage values, but an
MWCNT emitter produces a higher electron
emission current than that from an SWCNT
emitter [19].

Materials and Methodolgy

This study uses SWCNTs produced by
catalytic conversion of high-pressure Carbon
Monoxide over Fe particles (HiPCO) processed
at CNI, Houston, TX, where the length of
individual SWCNT is approximately (1 - 3) um
and the mean diameter is (1 - 4) nm. The
MWCNT Nanocly™ NC 7000 of a carbon purity
of (90%) and an average tube diameter of (9.5
nm) with high aspect ratio (> 150) has been
tested. In the etching process, a tungsten wire of
(0.1 mm) diameter and high purity (99.95 %)
was used (Produced by Good Fellow Metals
Company, UK).

The emitters were fabricated by mounting the
CNTs over a blunt tungsten tip, to make sure that
the tungsten (W) does not contribute to the field
emission process. The mounting procedures
consisted of two steps; the first step starts with
preparing the tungsten substrate using
electrolytic etching of a wire at the meniscus of a
2 mol/liter of NaOH solution; i.e., by same
technique used for tungsten emitters [20-21].
Etching process starts with cutting ~3 cm of
tungsten wire, then attaching one of its ends
inside a stainless steel tube. The tungsten wire
has been etched using an electrochemical circuit,
using a power supply (10 — 12 V), an ammeter
and a graphite rod as a cathode. The process has
been performed in Pyrex glass beakers that are
connected by a separating glass pipe to prevent
interfering of the produced hydrogen in the
etching process [22]. By immersing about 0.3 cm
of the W wire in the etching NaOH solution, the
electrical etching process starts. This process
ends by removing the tungsten from the NaOH
solution, after the etching current suddenly
drops. Fig. 1 shows a schematic diagram of the
electrical etching circuit.
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FIG. 1. Schematic diagram of electrical etching circuit.

After ultrasonic cleaning for ~8 min, we start
with the second step which involves applying a
thin layer of epoxylite resin; that is necessary to
attach the CNT over the tungsten tip. The
tungsten blunt tip was slowly and regularly
dipped once into the epoxy resin, then very
slowly pulled out to prevent the formation of
bubbles [23]. Then, the CNTs were mechanically
attached to the tungsten tip under observation of
optical microscopy.

In the work reported here, various types of
CNTs/W blunt emitters have been characterized
using the conventional field electron microscope
(FEM) with tip-screen separation standardized at
10 mm. The vacuum system was baked out at
~170 °C overnight having a pressure during the
FEE tests of ~ 2x10” mbar. The most common
method of investigating the emitter behavior is
recording the current-voltage 1-V)
characteristics and presenting the data produced
as [-V as well as FN plots [24].

20 pm ———

Nanotechnology Institute

Generally, Fowler-Nordheim (FN) theory has
been employed to describe field emission
behavior of metals. The theory is expressed by
the following equation [25]:

I = Ma¢p~F%exp (—ubp3/2/F)

where ¢ and F are the local work function and
the barrier field, a and b are the usual universal
FN constants, A is the emission area and A and p
are the generalized correction factors.

Results

Fig. 2 presents SEM images for both types of
emitters, where the attached CNTs on the
tungsten blunt tips are shown (SWCNTSs on blunt
W tip (left) and MWCNTs on blunt W tip
(right)). Attaching CNTs on iron tip has been
done by [26] and MWCNTSs on tungsten tip by
[26-27] in order to study the FEE from these
CNTs. In this work, we will investigate the FEE
mechanism from SWCNTs on blunt tip and
MWCNTs on blunt tungsten tip.

Nanof Institute

of 5000 times.
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As mentioned before, we attached the CNTs
on blunt tungsten tip, in order to make sure that
tungsten tip will not contribute to the FEE
process.

We performed the tests on the two types of
samples, (SWCNTs/W) and (MWCNTs/W),
under the same conditions. The voltage applied
to the SWCNTSs/W tip was slowly increased with
the I-V characteristics being recorded. The
emission current initiated at 2 pA with the
applied voltage at 450 V. The emission current
increased linearly by increasing the applied
voltage, thus indicating a constant-resistance
regime. Then, the applied voltage has been
increased until “switch-on” phenomenon occurs
at (Vsp=1250 V). The emission current was
suddenly raised from nA range to pA range,
where the emission current was (2.9 pA). By
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further increasing the applied voltage, the
emission current continued increasing, until
(2850 V) was reached, where the recorded
emission current was (17.9 pA). By decreasing
the applied voltage, the linear region of the FN
plot extends down to (V' = 650 V), with an
emission current (/ = 1.06 pA). By further
voltage decreasing, the emission current
vanishes at (V7 = 400 V), with an emission
current (Iry = 3 pA). Fig. 3 shows the I-V
characteristics and the related FN plots for
(SWCNTs/W). The slope of both voltage cycles
is pointed out in the FN plots (for low emission
current value), where the slope of FN plot can
reveal the value of some important parameters
like field enhancement factor by calculating the
slope and emission area through calculating the
intercept [28].
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FIG. 3. (SWCNTs/W): at increasing voltage - (A) I-V characteristics and (B) FN plot. At decreasing voltage -

(C) I-V characteristics and (D) FN plot.

As it appeared from Fig. (3-B and D), there
are multi-linear segment FN plots, which can be
divided into two linear segments. Such behavior
could be attributed to the existence of constant
resistance. The indication of the existence of
constant resistance is the linear increase in the I-
V plot in Fig. (3A). Additionally, the slope value

10

for the increasing cycle of the applied voltage is
-4694.5 Np, while the decreasing voltage cycle
gave a slope of -12159.5 Np.

For the (MWCNTs/W) emitter, at an applied
voltage value of 750 V, the emission current
with a value of 9.4 pA has been initiated. By
further increasing the applied voltage, the
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emission current increased until the applied
voltage reached (3920 V), where “switch-on”
phenomenon suddenly occurred with an
emission current value of (22 pA) recorded. It is
to be noted that the emission current increased
from 6.3 nA to 22 pA. By decreasing the applied
voltage, the emission current started to decrease,
but it remained in the (nA) range until the
applied voltage reached (V= 1000 V), where the
emission current was (I = 2.1 pA). As being
noted from Fig. 4, the linear behavior appeared
in the I-V characteristics of the MWCNTs,
where it has the same indication, illustrating the
existence of constant resistance. By further
decreasing the applied voltage, the emission

current continues to decrease until it vanishes at
(Vrae= 670 V), (Iry= 8.2 pA). Fig. 4 shows the I-
V characteristics and the related FN plot, with
the slope shown by the FN plots (for low
emission current). The FN plot that is related to
FEE from MWCNTs shows a multi-linear
segment as the FN plot of SWCNTs, which
could be the same evidence for the existence of
constant resistance. In addition, the FN plot
shape bends downward at its left end which
indicates an increasing field enhancement factor
[29]. From the FN plots for FEE from MWCNTs
(Fig. 4), the slope values at increasing and
decreasing cycles of the applied voltage are
-18204.4 Np and -18649.9 Np, respectively.
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FIG. 4. (MWCNTSs/W): at increasing voltage - (A) I-V characteristics and (B) FN plot. At decreasing voltage -

(C) I-V characteristics and (D) FN plot.

The experiments were repeated under the
same conditions. For the (SWCNTs/W) emitter,
the applied voltage ranged between (550 V) and
(1400 V), with an emission current of (9 pA) to
(42 pA) recorded, with the “switch-on”
phenomenon occurring at (Vs =1000 V), (Isy =
1.3 pA). The emission current increased linearly
at an applied voltage of (900 V) to (1400 V),
then with starting to decrease the applied

voltage, the linear region extends from (V =
1350 V), (I=4.1 pA) to (V=500 V), (I= 70 nA).
By further decreasing the applied voltage, the
emission current falls smoothly to (Iry = 1 pA),
where the applied voltage value was (Vry = 300
V). Fig. 5 shows the -V characteristics and
related FN plot at increasing and decreasing
voltage.
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FIG. 5. For (SWCNTs/W). Cycle 2; at increasing voltage - (A) I-V characteristics and (B) FN plot. At
decreasing voltage - (C) I-V characteristics and (D) FN plot.

In case of (MWCNTs/W) emitter, the applied
voltage ranges from (800 V) to (1930 V), with
an emission current ranging from (9 pA) to (6.1
pA), where the “switch-on” phenomenon occurs
at an applied voltage value of (Vs = 1930 V),
with an emission current value of (lsy= 6.1 pA).
During the decreasing cycle ranging from (1930
V) to (560 V), with an emission current ranging
from (6.1 pA) to (7 pA), the saturation region
extends down to (Vsyr = 1250 V), with the
emission current value (Isyr = 1.1 pA) and by
further decreasing the applied voltage, the
emission current vanishes at (Vry= 560 V) with
(Ir =7 pA). Fig. 5 shows the I-V characteristics
and related FN plot for the (SWCNTs/W)
emitter, while Fig. 6 shows the IV
characteristics and related FN plot for the
(MWCNTs/W) emitter. The slope values of the
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FN plot that relates to SWCNT emitter at low
emission current value during the increasing and
decreasing voltage cycles are -9434.37 Np and
-8232.67 Np, respectively. The slope values of
FN plot that relates to MWCNT emitter at low
emission current value at increasing and
decreasing applied voltage are -1114.63 Np and
-12643 Np, respectively. Fig. 7 shows a set of
emission current images for (SWCNT/W) and
(MWCNT/W).

From Fig. 7, it can be seen that the emission
current image of the SWCNT emitter is more
concentrated than the emission current image of
the MWCNT emitter at Vsy value. Also, the
emission current value at Vsp of MWCNT
emitter is higher than that of SWCNT emitter.
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FIG. 6. For (MWCNTs/W). Cycle 2; at increasing voltage - (A) I-V characteristics and (B) FN plot. At
decreasing voltage - (C) I-V characteristics and (D) FN plot.

FIG. 7. Emission images at applied voltage (SWCNTs/W) (A) Vsw =1250 V, Isw =2.9 pA. (B) Vsar =650 V,
ISAT =1.06 ].LA (MWCNTS/W) (C) VSW= 1930 V, ISW:61 ].lA

By comparing the slope value for the
(SWCNTs/W) emitter with that of the
(MWCNTs/W) emitter, according to [30], the
slope value from the FN plot S is given as:

S = —6.44x10° x $3/2(d/y);

where S is the slope value from FN plot, ¢ is the
effective work function, d is the diameter of the
CNT and y is the field enhancement factor.
According to the previous equation, it can be

found that the field enhancement factor value for
(SWCNTs) is higher than that for (MWCNTs).
This indicates that the field concentration at
(SWCNT) emitter tip is higher than that in the
case of (MWCNT) emitter. This can cause a
reduction of the effective threshold voltage for
emission [31].

It can be seen from the SEM images of
(SWCNTs/W) and (MWCNTSs/W) that the CNTs
are not perfectly vertically aligned on the
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tungsten tip. Vertically aligned CNTs are better
than randomly aligned CNTs on tungsten tip,
where the field enhancement factor in case of
vertically aligned CNTs will be higher than for
randomly aligned CNTs on tungsten tip [32].
The lower the number of CNTs mounted on
tungsten tip, the higher the field enhancement
factor value will be, because having a lower
number of neighboring tubes will reduce the
screening effect [33-34], but the emission current
density will be lower due to lower active
emission area.

Conclusions

The emission current behavior has been
recorded during increasing and decreasing cycles
of the applied voltage on the emitter surface in
order to obtain the FN plots. FN plots for both
emitters have shown that the SWCNT emitter
has a higher field enhancement factor, which is
the reason behind the lower recorded value of
the “switch-on” voltage, lower saturation region
value and lower threshold voltage. For the
SWCNT emitter, the “switch-on” phenomenon
occurs at lower applied voltage value than that
for the MWCNT emitter. Also, the saturation
region extends down to lower voltage values in
the case of SWCNT emitter than that in the

Mousa, Daradkeh and Bani Ali

MWCNT emitter. But, the MWCNT emitter can
emit a higher emission current than that emitted
from the SWCNT emitter. From the I-V
characteristics of the first cycle of increasing and
decreasing of the applied voltage for both
SWCNTs and MWCNTs (Figs. 3 and 4), it can
be seen that the shape of [-V characteristics has a
linear trend, that indicates the existence of a
constant  resistance = somewhere at the
CNT/substrate interface or along of the CNT.

In the future, a more accurate methodology
will be used to mount the CNTs on the metallic
base using nano-manipulator. This will enable to
create more accurate uniformly aligned CNTs on
metal substrates and create large-area field
electron emitter (LAFE) of CNTs to compare its
FEE characterization with that an individual
CNT emitter. All of the above is for maintaining
the ongoing research aiming at obtaining the
optimum field electron emitter.
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Abstract: We present a genetic algorithm that we developed in order to address
computationally expensive optimization problems in optical engineering. The idea consists
of working with a population of individuals representing possible solutions to the problem.
The best individuals are selected. They generate new individuals for the next generation.
Random mutations in the coding of parameters are introduced. This strategy is repeated
from generation to generation until the algorithm converges to the global optimum of the
problem considered. For computationally expensive problems, one can analyze the data
collected by the algorithm in order to infer more rapidly the final solution. The use of a
mutation operator that acts on randomly-shifted Gray codes helps the genetic algorithm
escape local optima and enables a wider diversity of displacements. These techniques
reduce the computational cost of optical engineering problems, where the design
parameters have a finite resolution and are limited to a realistic range. We demonstrate the
performance of this algorithm by considering a set of 22 benchmark problems in 5, 10 and
20 dimensions that reflect the conditions of these engineering problems. We finally show
how these techniques accelerate the determination of optimal structures for the broadband

absorption of electromagnetic radiations.
Keywords: Genetic

Algorithm, Optical

Engineering, Optimization, Quadratic

Approximation, Gray Codes, Metamaterials.
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Introduction

The design of optical devices requires at
some point the search for optimal parameters
in order to achieve maximal performances.
With genetic algorithms (GAs), natural
selection is mimicked in order to determine
this set of optimal parameters. The idea
consists of working with a virtual population
of individuals representing possible solutions
to the problem. The initial population consists
of random individuals. The best individuals
are then selected. They generate new
individuals for the next generation. Random
mutations in the coding of parameters are

finally introduced. When repeated from
generation to generation, this strategy enables
the determination of a globally optimal set of
parameters [1-6].

Optical engineering problems are typically
computationally expensive due to the
numerous degrees of freedom and the CPU
time involved by the numerical modeling. It is
therefore desirable to solve the optimization
problem ideally by a single run of the GA and
with a reduced number of fitness evaluations.
The fitness is defined as the objective function
to be optimized. When the time required by
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Email: alexandre.mayer@unamur.be



Article

the fitness evaluations is largely superior to
the time required by the GA itself, it makes
sense to establish a record with all fitness
evaluations in order to avoid any duplication
of these calculations. The GA also gains at
being organized in a way that enables all
fitness calculations in a given generation to be
addressed at the same time. This allows indeed
a massive parallelization of these calculations
on modern supercalculators. The genetic
algorithm finally gains at being combined with
a mathematical analysis of the collected data
in order to accelerate convergence to the final
solution. The objective is to determine the
global optimum as quickly as possible
(reduced number of generations) and with a
reduced number of fitness evaluations.

One can guide the algorithm to promising
directions and accelerate the refinement of the
final solution by coupling the genetic
algorithm with a local optimizer (memetic
algorithm) [7-13]. A first approach consists of
applying a local optimization procedure on the
solutions established by the genetic algorithm,
either regularly (starting from best-so-far
solutions established at each generation by the
GA) or after the GA has converged (starting
from the final best solutions established by the
GA) [5, 8]. This approach requires however an
extra budget of fitness evaluations. Another
approach consists of working on the data
already collected by the genetic algorithm in
order to avoid an increase in the number of
fitness evaluations. An idea consists of
establishing different approximations of the
fitness (reduced models) in order to implement
this local optimization [14-19], improve the
genetic operators [20, 21], estimate the
robustness of solutions [22] or avoid
unnecessary evaluations of the fitness [23-25].
The data collected by the GA can actually be
analyzed by a wvariety of mathematical
methods. Methods based on the Singular
Values Decomposition were used to estimate
the evolution direction and increase the
population diversity [26]. This technique was
also used to qualify potential candidates for
the next generation [27]. Recent papers finally
considered training neural networks in order to
guide the genetic algorithm [20, 28-31]. A
neural network is then trained on the data
collected by the GA in order to establish
reduced models of the fitness and suggest
promising solutions.
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In optical engineering problems, the
physical parameters to determine have a finite
resolution due to physical or experimental
limitations in the fabrication of a device [32-
37]. The decision variables have therefore a
finite number of possible values (typically of
the order of 1000). A binary encoding of these
decision variables offers the advantage to
account for this discrete set of possible values
at all stages of the algorithm. Optical
engineering problems that rely on numerical
simulations for the evaluation of the fitness
have also as specificity the fact that the fitness
is generally accurate to only three or four
significant digits. Optimizing the fitness
beyond this limited accuracy does not make
any sense. The genetic algorithm on the
contrary gains at being tuned to achieve a
target accuracy that is both realistic and
appropriate for these applications (typically
Afiarger~107).

We present in this article an algorithm that
we developed in order to account for these
different issues when addressing optical
engineering problems. Our approach consists
of establishing at each generation a quadratic
approximation of the fitness in the close
neighborhood of the best-so-far individual in
order to infer more rapidly the global
optimum. We also consider randomly-shifted
Gray codes when applying mutations in order
to improve exploration and escape local
optima. These modifications of the well-
known genetic algorithm reduce the
computational cost of optical engineering
problems, where the design parameters have a
finite resolution and are limited to a realistic
range. This article is organized as follows. The
main lines of our algorithm are presented in
the next section. Then, we apply our algorithm
to typical benchmark problems in 5, 10 and 20
dimensions in order to demonstrate its
performance. Then, we provide a real optical
engineering application. Finally, we conclude
this article.

Genetic

Description of the

Algorithm

The genetic algorithm described in
this section aims at determining the global
optimum (depending on the application, it
will be the global minimum or the global
maximum) of an objective function f =
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f(xq1,...xn), where n is the number of
decision variables. x; € [x{-“i“, x"*], with
a discretization step Ax;. The boundaries
XM and x™* must be specified at the
beginning of the search. Ax; accounts for
the experimental resolution of each
decision variable. The wvariables x; are
represented by sequences of binary digits
(genes). We use the Gray code to interpret
the bit content of these genes [5, 38]. The
decision variables are then given by
X; = x?‘i“ + (gene i) X A;,where (gene i) €
[0,2™ — 1] refers to the value of the gene.
The bit length n; of each gene is the first
integer for which x™" + (2™ — 1) x A;>
X" Npies = 2ieqn; refers to the total
number of bits in a DNA; i.e., the set of
genes used for coding the n decision
variables.

A detailed pseudocode of our
algorithm can be found in Appendix A.
We present here only the main ideas of
this algorithm, which are as follows: We
consider a population of nyp = 50
individuals. We start with a random
population. We evaluate the fitness
f (x4, ...x,,) of each individual and sort the
population from the best individual to the
worst one. We save the computed
{X, f(3)} data in a record. We compute the
genetic similarity s of the population; s
corresponds to the fraction of bits in the
population whose value is identical to the
best individual [32, 38]. We then define a
progress indicator p = |s — 0.5|/0.5,
which takes values between O and 1. The
Worst #rana = even [0.1Xnpep X (1-p)]
individuals of the population are then
replaced by random individuals (even [.]
stands for the nearest even integer). These
random individuals are transferred to the
next generation. The remaining N = npop -
Mranda individuals of the current population
participate to the usual steps of selection,
crossover and mutation. We hence select
N parents in this subset of N individuals
by a rank-based roulette wheel selection,
noting that a given individual can be
selected several times [5, 32]. For any pair
of parents, we define two children for the
next generation either (i) by a one-point
crossover of the parents' DNA (probability
of 70%) or (ii) by a simple replication of

the parents. The children obtained by
crossover are subjected to a modified
mutation operator that acts on randomly-
shifted Gray codes (see Appendix B),
using m = 0.95/mvis as mutation rate for
individual bit flips. We apply at this point
a local optimization procedure on the
{X,f(®)} data collected so far by the
genetic algorithm in order to guess the
final solution (see Appendix C). If the
result of this local optimization can be
accepted, it replaces the last individual
already scheduled for the next generation
(a random individual if 7mna > 0). Before
evaluating the fitness of the individuals
finally scheduled for the next generation,
we check the records in order to avoid any
duplication of these evaluations. We then
evaluate the fitness of the individuals
scheduled for the next generation for
which no {¥, f(¥X)} data was found. We
sort the new population and apply elitism
in order to make sure that the best solution
achieved so far is not lost when going
from one generation to the next [5]. We
apply these different steps from generation
to generation until a termination criterion
is met.

The organization of the algorithm
ensures that all fitness calculations in a
given generation can be evaluated in
parallel, since there is only one round of
fitness evaluations per generation. In this
implementation, the parents are not
transferred automatically to the next
generation, since this leads to premature
convergence to solutions that are not
globally optimal. We found in previous,
unpublished work that a crossover rate of
70% maintains a good balance between
the conservation of good solutions
(individuals transferred to the next
generation without any modification) and
the exploration of new  solutions
(individuals modified by the operators of
crossover and mutation). The mutation
rate m = 0.95/npis is settled automatically
by the number of bits used for the
representation of the decision variables.
We found in previous work that the
optimal mutation rate decreases with the
dimension of the problem. Maintaining
mXmis<l is also motivated by biological
evidence [39]. This condition ensures
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indeed that the best individuals in the
population have a chance to be unaffected
by mutations. We confirmed empirically
that this improves in the long term the
quality of the solutions established by the
genetic algorithm. The use of a mutation
operator that acts on randomly-shifted
Gray codes helps the genetic algorithm
escape local optima, since the
displacements generated by this mutation
operator have a wider diversity (see
Appendix B). This improves also the
exploration of the decision variable space.
The local optimization procedure finally
provides a useful guidance to the genetic
algorithm by indicating, generation after
generation, directions to consider based on
collected data. The technical parameters of
this algorithm were tuned on test problems
in 5, 10 and 20 dimensions, for conditions
that reflect those encountered in optical
engineering problems [40]. We
demonstrate the performance of this
algorithm on an extended set of test
problems in the next section.

Application to Test Problems in
5, 10 and 20 Dimensions

In optical engineering problems that
stimulated this work [32-34], the decision
variables x; must be determined only up to
a precision Ax; due to experimental
limitations in the fabrication of a device.
We will therefore consider in this section
test problems for which Ax; = (x"* —

xMi") /4096 in order to reflect the
conditions of these applications. This
corresponds to n=12 bits per gene, since
212 = 4096. We will also consider that the
global minimum of the test problems
considered in this section is found if the
objective function is within a margin
Aftarger Of 10* compared to the exact
solution. This reflects again the accuracy
with which solutions should be established
in these optical engineering applications.
Our objective was to determine the global
minimum of this type of problems with a
high chance of success in one run and with
a reduced number of fitness evaluations
(since we accept a margin Afi, e On the
global minimum, technically we actually
seek determining a "global Afi,ec-Optimal
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solution". Since the algorithm is
stochastic, there is of course no guarantee
on optimality).

The 22 benchmark functions
considered in this work are given in Table
1. The boundaries [x™", x¥] considered
for each function are provided as well as
the number of bits n; used for the
representation of each decision variable
(ni=12, except for Schwefel 7, where
n=16) [41]. With this setting of the
experiment, all gene values can be
accepted and there is a point in the grid for
which the target Afi,eee of 10* can
actually be reached. In order to make sure
that our results do not depend on a specific
encoding of the decision variables and in
order to break easy symmetries, we
consider for each instance of the genetic
algorithm a random shift of the domain
[xin, xMax] considered for each decision
variable. This randomization of the
boundaries is limited to integer multiples
of Ax; = (x"® — xMin) /27 in order to
make sure that the point for which the
target Afiureec Of 10 can actually be
reached remains on the grid. The limits
considered for this randomization of the
boundaries are given in the fourth column
of Table 1.

When running the genetic algorithm
on a given function f(X) in order to
determine its global minimum, we
consider that the target Afi, e is reached
if |f(-7—c)best) - fc;kpt)l = Aftarget’ where
f (Xpest) is the best-so-far solution found
by the genetic algorithm and fg, the exact
global minimum. By running the genetic
algorithm #run times on each test function,
we can measure the probability P(A fmget)
with which the target Afi, qc is reached by
a given run of the algorithm. This quantity
is calculated by P(A ftarget)=#success/#run,
where #success refers to the number of
successful runs. We can also measure the
average number of fitness evaluations
required to reach Afi,qe- This quantity is
calculated by (n..,)=#eval(target not
reached)/#success, where #eval(target not
reached) 1is the number of fitness
evaluations in all generations for which
the target Afioec Was not reached
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(summing over the #run executions of the
GA) [11]. (ngu) includes fitness
evaluations in runs that failed to meet the
target. Accounting for failed attempts
makes sense, since they must be paid in
real-world applications. They consume
indeed CPU time and cause a delay in the
resolution of a problem. Our efforts to
tune the genetic algorithm therefore
focusses on (n.,,) as a measure for the
computational cost associated with a given

TABLE 1. List of test functions with the boundaries [x;nin,

target Afi,roer- Another measure commonly
used in the literature is (nZ,,), the average
number of fitness evaluations required to
reach Afi,eec When this target is actually
reached. (nZ,,) does not account for failed
attempts. Similarly, (ng.,) measures the
average number of generations required to
reach a Afi, qe fOr Tuns that actually reach
this target. (ng.,) is representative of how
fast a solution is found, if found.

x;"**] considered for the decision

variables and the number of bits n; used for the representation of each gene. The fourth
column indicates the limits considered for the randomization of the boundaries when
running a given instance of the genetic algorithm. Names: Sphere (#1), Rotated Hyper-
Ellipsoid (#2), Rosenbrock (#3), Modified Dixon-Price (#4), Mayer (#5), Schwefel 7 (#6),
Levy (#7), Rastrigin (#8), Ackley (#9), Griewank (#10), Cosine Mixture (#11),
Exponential (#12), Levy and Montalvo 1 (#13), Levy and Montalvo 2 (#14), Zakharov
(#15), Schwefel 3 (#16), Brown 3 (#17), Cigar (#18), Sinusoidal (#19), Trigonometric 1

(#20), Pinter (#21) and Whitley (#22).

# | Formula [z, 2™ rand shift | n;
1| fl@)=Y", = [-5.12,5.12] | [-0.5,0.5] | 12
2 | 1(@) = T, (T, ;) 655,655 | [55 | 12
31 f@=X1" Ll[mo (@is L—qz)g (1—:02)2] —2,2] [0.2,0.2] | 12
1| [@=n(e ~1°+ T, (2af ~zia)’ [0,10.24] 0,025 | 12
5 | f(Z) = I cos(a:)? exp(—z?/10) [—5, 5] [-0.5,0.5] | 12
6 | f(Z)= 418 98288727243 xn — >, 1l51n(1/|x1|) [—500, 500] [-5,10] 16
7 | f(Z) = sin®(7wi) —I— Zf_ll(ug —1)%[1 + 10sin® (rw; + 1)] [—10.24,10.24] [-1,1] 12
+(w, — 1)2[1 + sin® (2w, )], ws = 1 + (@; — 1)/4
8 | f(7)=10n+ ", (x2 — 10 cos(2rz:)) [-5.12,5.12] | [0.5,0.5] | 12
9 | f(Z)=—aexp (—b, D :cf) —exp (L 37, cos(cx)) [—32, 32] [-3,3] 12
+a+e, a—‘)O b=02.c=2m
10 | £(7) =147, 1= — 17, cos(x:/Vi) [—600, 600] 50,50 | 12
11| f(@)=01xn+d> 1 o~ 0,1 > oy cos(5ma;) [—1,1] [[0.1,0.1] | 12
12 | f(Z)=1—exp ( 055"z —1,1] [-0.1,0.1] | 12
13 | f(@)= (105111 (mv )+ Z? ll (wi — 1)%[1 + 10sin* (7w 1)] | [~10.24,10.14] [-1,1] 12
+(uwn — 1)), wi =1+ % H
14 | f(Z) = 0.1 (sin® 31rm) + Zn ! (h —1)%[1 + sin® (371 1)] [—5.12,5.12] [-0.5,0.5] | 12
+(@n — 1)*[1 + sin®(21z,)))
15 | f@) =y, a2+ (A2, i:cz)g + (3 i)’ [-5.12,5.12] | [0.50.5] | 12
16 | £(&) = S, ol + [1y J2il (~10,10] L |12
17| f@ =20 : (@)t 4 (:cE_LJI?-L) ~14] | F0104) | 12
18 | f(7) = L +100,000 7, @ [—10, 10] 1,1 | 12
19 | f(7)=3.5-25]], sin (h — %) —TII, sin (5(zi — %)) [0,3.1415] [0.1,0.2] | 12
20 | f(z)= Z?:L [n — > j—ycosz; +i(l — cosw; —sin :I?i):| [0,3.1415] [-0.3,0] 12
21 | f(@) =1 izl + Y1 20isin® A+ 3.7 ilogy, (1+iB%), [—10,10] 11 | 12
A= Ti- i sine; +sinTit1, 0 = Tn, Tut1 = T1,
B=2g2, -2 —I—‘3:c1+1 — cosT; —|— 1
29 -y n lOO.r—:z:)—{l:I:}) y ; ;
2| f@)=Yr, X" [ sV [£10.24,10.24] |  [1,1] | 12
—cos(100(z? — z;)* + (1 — ;)%) + 1]
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The results obtained with our
algorithm, when considering the
benchmark problems of Table 1 for n = 5,
10 and 20 dimensions, are summarized in
Table 2. Tables 3, 4 and 5 provide the
P(Aftarget)a (neval>a (n;val) and (ngen)
values obtained for individual functions
when considering a target Afi e Of 104,
For these benchmark problems, we
consider a maximum of  30Xnpis
generations for a given run of the
algorithm. The algorithm is interrupted if
(i) there is no improvement of the best
fitness in the last 1.5Xnyis generations, (ii)
the mean value of the genetic similarity s
over the last 1.5Xny;s generations is higher
than 1-3m, (iii) s>1-m or (iv) the number
of fitness evaluations exceeds 10000x%n.
The different columns of Table 2 show the
results obtained when considering/not
considering (i) local optimizations based
on quadratic approximations of the fitness
and (i) a mutation operator that acts on
randomly-shifted Gray codes. The table
provides the probability of success in one
run P(A fmrget) and the average number of
fitness evaluations (n..,) for different
values of Afiyree- It also specifies the
number of functions for which the target
was reached at least once in ten runs. This
comparison between different versions of
our algorithm proves the advantage of
using a mutation operator that acts on
randomly-shifted Gray codes and a local
optimization procedure that works on the
data collected by the algorithm (see
Appendix B and Appendix C).

By wusing the local optimization
procedure and a mutation operator that
acts on randomly-shifted Gray codes, we
achieve a probability of success in one run
P(Aftarget) of 94.9% for n=5 dimensions,
92.3% for n=10 dimensions and 89.0% for
n=20 dimensions when considering a
target Afiyrpec Of 10* (these values
correspond to an average over the 22
benchmark problems; the values obtained
for individual functions can be found in
Tables 3, 4 and 5). The average number of

fitness evaluations (n..,) required to
reach this target is 1724 for n=5
dimensions, 5104 for n=10 dimensions

and 19870 for n=20 dimensions.
22
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corresponds to (N, )/n ratios of 345 for
n =5 dimensions, 510 for n =10
dimensions and 993 for n =20 dimensions.
We meet therefore our objective to
determine the global minimum of these
test problems with a high probability of
success in one run (P(Afmrget)=89—95%),
while keeping to a budget of fitness

evaluations (n.,,) of the order of
~1000 Xn. In contrast, when the
techniques presented in the two

Appendices are not used, the probability
of success in one run P(Afmrget) is
reduced to 75.6% for n=5 dimensions,
62.5% for n=10 dimensions and 46.7% for
n=20 dimensions. The number of
functions for which the global minimum is
determined at least once in ten runs
decreases rapidly with the dimension of
the problem, going from 18 functions out
of 22 for problems in 5 dimensions to only
15 functions out of 22 for problems in 20
dimensions. The average number of
fitness evaluations required to reach a
given target is also significantly higher.

The local optimization procedure
improves significantly the ability of the
genetic algorithm to determine the global
minimum (a global Afi, . -optimal
solution) of the functions considered
(increase of P(Aftarget)). This conclusion
was tested for statistical significance [42].
This technique also accelerates the
algorithm by reducing the number of
fitness evaluations (decrease of (T.yq.)).
Although originally intended to accelerate
the refinement of the final solution, this
technique actually provides a useful
guidance to the genetic algorithm by
indicating, generation after generation,
directions to consider based on collected
data. This is especially useful for functions
that require displacements in preferential
directions, like the function #3
(Rosenbrock). It 1is also useful for
functions whose large-scale structure leads
to the global minimum despite the
presence of many local minima, like the
function #10 (Griewank). For functions
that have a single minimum, like the
function #1 (Sphere) and the function #2
(Rotated Hyper-Ellipsoid), the procedure
is actually able to finalize the
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minimization as soon as a sufficient and the function #18 (Cigar), have their
number of data points have been collected.  global minimum also much more rapidly
Other functions, like the function #12 determined.

(Exponential), the function #17 (Brown 3)

TABLE 2. Results obtained for test problems in 5, 10 and 20 dimensions. The different
columns correspond to results obtained when considering/not considering (i) local
optimizations based on quadratic approximations of the fitness and (ii) a mutation
operator that acts on randomly-shifted Gray codes. P(A ftarget) represents the probability
to reach a target Afi,oc By a single run of the GA. (n.,,) is the average number of fitness
evaluations required to reach this target, counting runs that fail to meet the target.
#fct(P>10%) is the number of functions for which the target was reached at least once in
ten runs. The last column provides for comparison the results obtained with CMA-ES
when using the same population size of 50 individuals. These statistics were generated by

running the genetic algorithm 100 times on each test function.
5 dimensions

Local Optim. o TLO ves Ves
M frarger Shifted Gray no es no ves CMA-ES
10 = P{A fearget ) T5.6%% 83.29% BT.0% 04.9% B83.7%
(T ol 9051 TEGT 1866 1724 3287
Hfet{ P =>10%) 18 /22 20 /22 21 /22 all 21 /22
10— P{A frarger ) T5.8%% 83.4%% 87.1% 94.97% 83.7%
 anl } 8256 7153 1751 1622 3017
Hfct( P = 10%) 18,22 20 /22 21/22 all 21,/22
10—~ P{A fearget ) TE.B% 8649 BT.2%9% 94.9% 85.4%
{Teaval } TO3T 5990 1G04 1488 2630
Hfct( P >10%) 19,/22 20/22 21/22 all 21,/22
10— *t P{A fearget ) 83.5% 91.6%% B8.5%% a95.5% BT.4%%
{ anl } 5380 4436 1248 1173 2170
fct( P = 10%) 21 /22 all 21 /22 all 21,/22

10 dimensions

Local Optim. T no ves ves
M frarger Shifted Gray no es no Ves CMhMA-ES

107 P{&f—_n]—g(,—_] 62.5%% TR.3%% TT.8%% 92.3% B81.7%%
P aval ) 30854 22981 5028 5104 6891
Hfct( P >10%) 17 /22 18,22 19/22 21/22 19 /22
10— = Piﬂh.f:n:rg-:::] 63.4%% 78.5%% TE.1% 92.5% 81.7%
[ T—— 28144 20834 5698 4592 'DJ-Q'J
dfet( P >10%) 17 /22 18,22 19/22 all 19 /22
102 P{&f—_n]—g(,—_] 3T 0% |82.99% TR.5% 92.6% B81.9%%
{ Tyl } 24387 17323 5302 4541 GEGS
Hfet{ P >10%) 18,22 20,/22 19,/22 all 19 /22
10— 1 P(A fearger) T1.8%% B7.6%% 7a._2%, 092 6% =22.0%
{Travml ) 19331 13371 1462 3506 5289
F#fct{ P Z>10%) 20 22 21 /22 19,722 all 19 /22

20 dimensions

Local Optim. o no ves ves
M frarget Shifted Gray no Yes no Ves CMhMA-ES

103 P{A frarger ) 46. 7% 76.1% 62.29% 80.0% T2.0%
{Tayal ) 108941 G167 20643 19870 16081
Hfet( P =>10%) 15 /22 18 /22 17 /22 20,22 18 /22
10 7 P{A fearger ) 45.4% T6.4%% G2. 7% B80.3% T2.0%
{ Mool } OBO86 SG62TG 2T280 18325 15242
Hfct{ P =>10%) 15,22 18 /22 17 /22 20 /22 18 /22
10 2 P{A frarger ) 50.1% 70.55% 63.1%% 80.5% TZ.0%
{Teamml 90T1S 4937T5H 25404 169859 14377
Hfet{ P =>10%) 15/22 10,/22 17 /22 20/22 18 /22
10—1 P'_"a.i"—-a”—_] 59.4% 84.9% 64.9%, 2067 T2.0%
(T aval 62611 39038 22220 15133 13426
Hfct(P =>10%) 16,22 20 /22 17 /22 20/22 18 /22
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TABLE 3. Results obtained for each test function when considering a target Afi,rge; Of 10
for problems in 5 dimensions. The local optimization procedure as well as a mutation
operator that acts on randomly-shifted Gray codes are used by the genetic algorithm. The
quantities represented are the probability of success in one run (P (A ftarget)), the average
number of fitness evaluations required to reach the target counting runs that fail to meet
the target ({(n.,q4)), the average number of fitness evaluations required to reach the target
counting only runs that reach the target ({nZ,,;)) and the average number of generations
required to reach the target counting only runs that reach the target ((ngen)). (Ngen)
corresponds to the number of generations beyond that associated with the initial
population. The standard deviation (std) of (Teyar), (Neya) and (nge,) is also indicated.
These statistics were generated by running the genetic algorithm 100 times on each test

function.
n=>5 dimensions

# P {Neval) {nival) (T gen)
1 1009% 8544 8544 1+0

2 100% 86+5 86+5 1+0

3 99% 625041147 61564+1102 187434
4 1009% 13334166 13334166 3845
5 100% 9534209 9534209 26E7
6 100% 14034603 14034603 42422
7 100% 12354213 12354213 3547
8 95% 27544733 2565694 8527
9 100% 18234343 18234343 55411
10 95% 11864736 10044474 30+17
11 100% 513479 513479 1342
12 100% 27055 27055 6+2
13 100% 10404215 10404215 3047
14 100% 11334221 11334221 3347
15 100% 18934392 18934392 55412
16 100% 17774300 17774300 54+10
17 100% 654491 654491 17+3
18 100% 11994478 11994478 A41+18
19 98% 9914427 9284298 26411
20 87% 257141392 197841152 60442
21 99% 13414669 12954585 3718
22 14% 436406590 27274490 85416

The use of a mutation operator that escape local minima, since  the
acts on randomly-shifted Gray codes  displacements generated by these

provides a further boost to our results.
Table 2 reveals indeed that the probability
to determine the global minimum (a global
Afiarger-optimal solution) of the functions
considered by a single run of the genetic
algorithm is improved by this technique.
This conclusion was also tested for
statistical significance [43]. It applies
whether the local optimization procedure
is used or not. Table 2 reveals consistently
that the number of fitness evaluations
required to determine the global minimum
of the functions considered is reduced by
this technique. The wuse of randomly-
shifted Gray codes when applying
mutations helps the genetic algorithm

24

mutations have a wider diversity (see
Appendix A). This is especially useful for
functions with many local minima, like
the function #6 (Schwefel), the function
#8 (Rastrigin), the function #11 (Cosine
Mixture), the function #13 (Levy and
Montalvo 1), the function #14 (Levy and
Montalvo 2) and the function #21 (Pinter).
The wider variety of displacements
generated by the use of randomly-shifted
Gray codes improves exploration of the
decision variable space, which results in a
higher probability to detect the global
minimum of the functions considered.
This technique represents a useful
complement to the local optimization
procedure used in this work.
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TABLE 4. Results obtained for each test function when considering a target Afi,rge; Of 10
for problems in 10 dimensions. The local optimization procedure as well as a mutation
operator that acts on randomly-shifted Gray codes are used by the genetic algorithm. The
quantities represented are the probability of success in one run (P (A ftarget)), the average
number of fitness evaluations required to reach the target counting runs that fail to meet
the target ({(nqya1)), the average number of fitness evaluations required to reach the target
counting only runs that reach the target ({nZ,,;)) and the average number of generations
required to reach the target counting only runs that reach the target ({(ngen)). (Mgen)
corresponds to the number of generations beyond that associated with the initial
population. The standard deviation (std) of (Teyar), (Neya) and (nge,) is also indicated.
These statistics were generated by running the genetic algorithm 100 times on each test

function.
n=10 dimensions

# P. (Neval) (névar) (Ngen)

1 100% 12146 121+6 240

2 100% 1207 120+7 210

3 99% 16962+3162 167663151 | 522+102
4 | 100% 3016+341 30164341 90+£11
5 100%, 2407372 24074372 72412
6 99% 429841445 421441383 136+51
7 | 100% 31644414 3164+414 95413
8 94%, 780041720 7264+1673 251467
9 100%, 49524666 49524666 155422
10 | 100% 4584580 4584580 12+19
11 | 100% 1079+£196 10794196 3046
12 | 100% HRH+H8 H85+H8 1542
13 | 100% 23524361 23524361 70411
14 | 100% 25984567 25984567 78+19
15 | 100% 115962080 11596+2080 | 356+65
16 | 100% 606711041 6067+1041 197+37
17 | 100% 14954219 1495+219 4347
18 | 100% 20634878 20634878 75435
19 | 98% 24494722 23154396 68+12
20 | 34% 26531+£4548 9785+3652 | 3084126
21 | 100% 354141105 35414+1105 108435
22 7% 26073624993 | 119075253 | 397189

The genetic algorithm presented in
this work generally achieves good results
on the test problems considered. The
functions #20 (Trigonometric 1) and #22
(Whitley) remain however challenging. It
is interesting at this point to compare our
results with those provided by the
reference algorithm CMA-ES [44-46].
CMA-ES, for Covariance-Matrix
Adaptation-Evolution  Strategy, is a
genetic algorithm that relies on a real-
value encoding of the decision variables.

Mutations consist of random normally-
distributed perturbations of the decision
variables. The covariance matrix that
actually controls the distribution of these
mutations is adapted along  the
optimization. When applying CMA-ES to
our test problems with the same
population size of 50 individuals, it
actually achieves a probability of success
in one run P(Afireer = 107%) of 84.1%
for n=5 dimensions, 81.7% for n=10
dimensions and 72.0% for n=20
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dimensions [47]. These results are
included in Table 2. A detailed analysis of
the results achieved with CMA-ES on
individual test functions for n=20
dimensions can be found in Table 6. The
comparison with Table 5 shows that the
algorithm presented in this work achieves
respectable performances for the class of

Mayer and Lobet

problems considered. The wuse of a
mutation operator that acts on randomly-
shifted Gray codes enables indeed our
genetic algorithm to escape local optima
more easily. This improves its ability to
determine the true global minimum of the
multimodal functions considered in this
work.

TABLE 5. Results obtained for each test function when considering a target Afi,roe; Of 10
for problems in 20 dimensions. The local optimization procedure as well as a mutation
operator that acts on randomly-shifted Gray codes are used by the genetic algorithm. The
quantities represented are the probability of success in one run (P (A ftarget)), the average
number of fitness evaluations required to reach the target counting runs that fail to meet
the target ({(n.,q4)), the average number of fitness evaluations required to reach the target
counting only runs that reach the target ({nZ,,;)) and the average number of generations
required to reach the target counting only runs that reach the target ((ngen)). (Ngen)
corresponds to the number of generations beyond that associated with the initial
population. The standard deviation (std) of (Teyar), (Neya) and (nge,) is also indicated.
These statistics were generated by running the genetic algorithm 100 times on each test

function.
n=20 dimensions

# P (ne"al) ('?1 :VaJ) <n'§en)

1 100% 284411 284411 60

2 100% 283+11 283+11 60

3 98% 7421617673 | 7216817207 | 2340572
4 100% 9700£1271 97001271 303+41
5 100% 6313757 6313757 194+24
6 99% 1184042766 1162442586 377198
7 | 100% 8380818 8380818 259+26
8 97% 1895043498 1826943430 631+£138
9 100% 13833+1458 1383341458 444+£50
10 | 100% 623+1102 623+£1102 18+37
11 | 100% 3893+£759 3893759 118+24
12 | 100% 22284323 2228+323 6510
13 | 100% 6264+809 6264+809 193+£27
14 | 100% 814241519 814241519 255456
15 | 95% 89761411592 | 8490711222 | 2707367
16 | 100% 1838742402 1838742402 62087
17 | 100% 3086+442 3986+442 120+£14
18 | 100% 37151389 3715+1389 143+£56
19 | 91% TR66+£2975 6354+815 195428
20 4% 677342448424 | 49436419695 | 1590+£674
21 73% 40537422437 | 24540415579 | 799+£526
22 1% 5108453 44272 1509
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TABLE 6. Results obtained with CMA-ES for each test function when considering a target
Afiarger Of 10 for problems in 20 dimensions. CMA-ES is used with a population size of
50 individuals. The quantities represented are the probability of success in one run
(P(Aftarget)), the average number of fitness evaluations required to reach the target
counting runs that fail to meet the target ({(n.,q)), the average number of fitness
evaluations required to reach the target counting only runs that reach the target ({nZ,,;))
and the average number of generations required to reach the target counting only runs
that reach the target ({(ngen)). (Mgen) corresponds to the number of generations beyond
that associated with the initial population. The standard deviation (std) of (neya), (Mayar)
and (nge,) is also indicated. These statistics were generated by running CMA-ES 100

times on each test function.

=20 dimensions (CMA-ES)
= P (Piewat) (nvat) (gen)
1 100% 45824214 45824214 9244
2| 100% 9000314 9000314 180+£6
3 100% 3455941151 3455941151 | 691423
4 100% 6662+310 66624310 13346
5 4% 22162+15607 56884278 11446
6 0% / / /
T 100% 5704+£263 57044263 11445
8 0% / / /
9 96% 9261+1832 86224378 17248
10 | 100% T250+£293 72504293 145+6
11 99% 48044741 46854211 9444
12 | 100% 33994191 3399+191 68+4
13 | 100% 50104302 5010302 100+6
14 | 100% 5022+316 50224316 100+6
15 | 100% 8199+313 8199+313 164+6
16 | 100% 92324341 02324+341 18547
17 | 100% 55324327 55324327 11147
18 | 100% 14186451 141864451 284+9
19 28% 10461847707 632243318 126466
20 23% 67967+3169 1381841450 | 276129
21 35% 398996176 91974605 184412
22 0% / / /
Application in Optical pyramids made of successive stacks of
Engineering metal/dielectric layers can lead to the
quasi-perfect absorption of
In order to provide a real-world electromagnetic radiations over a wide
application in optical engineering, we  wavelength range. By considering

consider the maximization of broadband
absorption by a metamaterial. The
structures considered in this work consist
of 2-D periodic arrays of truncated square-
based pyramids made of 3 stacks of
titanium/poly (methyl methacrylate)
(Ti/PMMA) layers (see Fig. 1). These
pyramids stand on a flat support that
consists of successive uniform layers of
Au (60 nm), Cr (5 nm) and amorphous Si
(1 micron). Previous work has shown that
periodic arrays of truncated square-based

pyramids made of 20 stacks of Au/Ge
layers, Lobet et al. could indeed achieve
an integrated absorptance of 98% of
incident light over a 0.2-5.8 pum
wavelength range [48, 49]. This ultra-
broadband absorption is essentially due to
(1) an efficient anti-reflection property of
these pyramidal structures [50, 51] and (ii)
a well-designed coupling between the
localized surface plasmons found at the
metal/dielectric interfaces of each stack
[52-55].
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Si (semi-infinite)
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Ti (15 nm)
PMMA
Au (60 nm)

Cr (5 nm)

a-Si (1 um)

FIG. 1. Square-based pyramids made of 3 stacks of T/PMMA layers. The support of the pyramids consists
of uniform layers of Au (60 nm), Cr (5 nm) and a-Si (1 micron). We assume an infinite substrate of Si

(e=16).

In order to reduce the difficulty of
fabricating structures made of many
different layers, we will consider in this
work pyramids that consist of only three
stacks of Ti/PMMA layers (see Fig. 1
again). Our objective is to maximize the
absorption of incident radiations in the
wavelength range 420-1600 nm by tuning
the geometrical parameters of the system.
The objective function (fitness) for this
problem is therefore defined by n(%) =

Amax 4 (3)da
100 x M,

Amax—Amin
and A,,,,=1600 nm. A(A) refers to the
absorptance of  normally incident
radiations at the wavelength A. It is
calculated by a Rigorous Coupled Waves
Analysis (RCWA) method [56, 57]. This
method solves Maxwell's equations
numerically in laterally periodic systems.
We used this method with 11x11 plane
waves and reported values for the
refractive indices [58-60]. The parameters
to determine in order to maximize the
figure of merit 17 are (i) the lateral period P
of the system, (ii) the lateral dimensions
Ly, L, and L3 of the three stacks of
Ti/PMMA layers and (iii) the thicknesses
t, r and 3 of the three PMMA layers (the
subscripts 1, 2 and 3 refer respectively to
the top, medium and bottom stacks of the
nanopyramids). The thickness of each Ti
layer is fixed at 15 nm. In order to reduce
the search to a realistic range, we actually
consider P values between 50 and 500 nm,
Ly, L, and L3 values between 50 and 500
nm and #1, %, t3 values between 50 and 250
nm. We account for the experimental
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where A,;,=420 nm

resolution with which these structures can
possibly be fabricated by considering a
discretization step of 1 nm for these
different quantities. In order to obtain
pyramidal structures, we finally impose
that the genetic algorithm only considers
solutions for which Li<L,<L;<P [61].
With these specifications, we hence have
seven decision variables to determine and
1.3x10'6 possible parameter
combinations! Each simulation takes
approximately one hour of CPU time. We
are therefore in conditions where it is
impossible to test all parameter
combinations. We are also in conditions
where the time required by the fitness
evaluations is largely superior to the time
required for running the genetic algorithm.

In order to show the advantage of
using the techniques developed in
Appendix B and Appendix C, we
represent in Fig. 2 the fitness (figure of
merit 77) of the best individual as a
function of the number of generations.
When using a mutation operator that acts
on randomly-shifted Gray codes
(Appendix B) and a local optimization
procedure that analyzes the collected data
(Appendix C), the genetic algorithm
determines after 167 generations and 4628
fitness evaluations the final solution
(global optimum associated with a figure
of merit 7=99.757%; the parameters found
by the GA are the following: L;=155 nm,
=124 nm, L,=285 nm, £~»=126 nm,
L3=416 nm, =98 nm and P=416 nm). If
all fitness calculations in a given
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generation run in parallel, this solution is
actually obtained after 7 days. When the
techniques described in Appendix B and
Appendix C are not used, the genetic
algorithm stops after 266 generations and
6275 fitness evaluations without finding
the global optimum (the solution found in
this case corresponds to a figure of merit
1n=99.726%; the parameters associated
with this solution are the following:
Li=161 nm, #©=125 nm, L,=295 nm,
=126 nm, L3;=431 nm, =97 nm and
P=431 nm). The GA stopped in this case,
because the mean value of the genetic
similarity s over the last 1.5Xnpis
generations was higher than 1-3m, where
the total number of bits nwis is 60 and the

mutation rate m=0.95/npis is 1.6% for this
application. If all fitness calculations in a
given generation run in parallel, this sub-
optimal solution is obtained after 11 days.
As shown in the previous section, several
runs are typically necessary on difficult
problems when the techniques of
Appendix B and Appendix C are not used.
This would be the case here. Fig. 2 shows
that the modified version of the genetic
algorithm (techniques of Appendix B and
Appendix C used) actually outperforms
the classical version of the genetic
algorithm (techniques of Appendix B and
Appendix C not used) after only 50
generations.

Fitness of the best individual

99 99.5

fbest

98.5

98

0] 100

200

Generation
FIG. 2. Best fitness (figure of merit ) when optimizing a structure made of three stacks of Ti/PMMA
layers. Solid: the GA is used with a mutation operator that acts on randomly-shifted Gray codes
(Appendix B) and a local optimization procedure (Appendix C). Dashed: the GA does not use the
techniques developed in Appendix B and Appendix C. The stars indicate when the best solution is

found.
Conclusions

This article describes a genetic
algorithm that we developed in order to
address computationally expensive
optimization problems in optical

engineering. For these problems, the
decision variables are characterized by a
finite set of possible values due to
experimental limitations in the fabrication
of a device. A target accuracy of 10 on
the objective function is also sufficient for
these applications. The technical
parameters of our algorithm were tuned to
address these conditions. The organization
of the algorithm enables a massive

parallelization of the fitness calculations.
The data collected by the genetic
algorithm is analyzed by a local
optimization procedure in order to infer
more rapidly the final solution. This
procedure, which relies on quadratic
approximations of the fitness in the close
neighborhood of the best-so-far solution,
provides a useful guidance to the genetic
algorithm by indicating, generation after
generation, directions to consider based on
these collected data. We also use a
mutation operator that acts on randomly-
shifted Gray codes. This helps the genetic
algorithm escape local optima. It also
improves the exploration of the decision
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variable space by enabling a wider
diversity of displacements. We applied
this algorithm to a set of 22 benchmark
problems in 5, 10 and 20 dimensions in
order to demonstrate its performance. The
results prove that the techniques presented
in this work improve significantly the
ability of the genetic algorithm to
determine the global minimum of these
problems. The average number of fitness
evaluations required to determine these
solutions is also significantly reduced.
This algorithm was already applied
successfully to a variety of
computationally expensive optimization
problems in optical engineering. We
showed in this article how these
techniques accelerate the optimization of
square-based pyramidal structures for the
broadband absorption of electromagnetic
radiations.

Appendix A: Pseudocode of the
Genetic Algorithm

Initialize a Population of rnpp random
individuals.

Compute the fitness f(xX) of each individual in
the Population.

Save the calculated {¥,f(X)} data in the
Records.

Sort the Population from best to worst
individuals.

Save {Xpesi, foestJ=best-so-far solution.

For k ranging from 1 to 7gen:
Compute genetic similarity s of the Population.
Setp = |s — 0.5|/0.5,
Nrana=even[0.1 X”Popx( 1-p)] and NV =Npop~Hrand-
Define, for the modified mutation operator, a
random shift; € [0,2™ — 1] for each gene
i €[1,n].

Pool(N+1:7pop) = Mrand random individuals.
For i ranging from 1 to N/2:
Select Parent; in Population(1:N) by a rank-
based roulette wheel selection.
Select Parent, in Population(1:N) by a rank-
based roulette wheel selection.
If rnd <0.7:
{Child,,Child, }=1-point crossover between
{Parent;,Parent,}.
Apply_Mutation=True.
Else:
{Child,,Child; }={Parent;,Parent}.

30

Mayer and Lobet

Apply_Mutation=False.
If Apply_Mutation:
Apply modified mutation operator on Child,
(see Appendix B).
Apply modified mutation operator on Child,
(see Appendix B).
Pool(1+(i-1)*2)=Child,.
Pool(2+(i-1)*2)=Child,.
Guess=Local Optimization using {X, f (X)} data
in the Records (see Appendix C).
If Guess can be accepted:
Pool(N)=Guess.

Check the Records to avoid any duplication in
the fitness evaluations.

Compute the fitness f(X) of each new
individual in the Pool.

Save the calculated {X,f(x)} data in the
Records.

Sort the Pool from best to worst individuals.

Set new Population=Pool.

If best individual in new Population not as good
as preVious {fbestr fbest}:
Choose random integer i € [1,n
Population(i)= Xpe.
Update sorting of Population.
Save {Xpest, foest J=beSt-so-far solution.
Exit if a stopping criterion is met.

POP] :

Appendix B: Modified Mutation
Operator Based on Randomly-
Shifted Gray Codes

The decision variables are represented by
x; = xM" + (gene i) X A;, where {(gene i) €
[0,2™ — 1] stands for the value coded by the n;
binary digits of the gene. We use the Gray code
to interpret the value of this gene [5, 39]. A Gray
code is characterized by the fact that successive
numbers differ only by one bit (see Table 7). It is
therefore always possible to move from x; to
x; + Ax; by changing a single bit. This is an
advantage compared to standard binary, where
several bit changes are typically necessary [62].
The use of Gray codes enables thus mutations to
perform a fine tuning of the decision variables.
By changing the ni-2 other bits of the gene,
mutations will generate wider displacements in
the decision variable space. These wider
displacements are important for exploration. The
displacements generated by mutations depend
however artificially on the coding considered
and this is a limit to exploration.
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TABLE 7. Comparison between decimal, standard binary, the original Gray code and a
shifted version of the Gray code (circular permutation by 3 steps).

Decimal

Binary

0 000
001
010
011
100
101
110
111

N O O = W N+~

Gray | Gray+3
000 010
001 110
011 111
010 101
110 100
111 000
101 001
100 011

The idea to improve the mutation operator is
hence to apply this operator to the encoding
obtained with shifted versions of the Gray code.
It consists actually of a circular permutation of
the original encoding; see last column of Table 7
[62-64]. At each generation, a random shift in
the range [0, 2™ — 1] is attributed to each gene.
This shift is specific to the gene. It is identical
for all individuals of the current generation. Its
value is reset at each generation. A possible
implementation of the modified mutation
operator is given in Table 8. This modified
mutation operator receives genes that are
expressed in the original Gray code. Before
applying mutations, the original chain of binary

digits (gene i) is translated from the original
Gray code to the shifted Gray code (in Table 7,
this comes to moving from column 3 to column
4 on the line associated with the original
encoding). Mutations are then applied on the
modified encoding. The result is finally
translated back from the shifted Gray code to the
original Gray code (in Table 7, this comes to
moving back from column 4 to column 3 on the
line associated with the modified version of the
gene). Since the result of this modified mutation
operator is expressed in the original Gray code
(reference encoding used in the rest of the
algorithm), adaptation related to this reference
encoding can still take place.

TABLE 8. Possible implementation of the modified mutation operator. Operations 1, 2 and 3
transform (gene i) from the original Gray code to the shifted Gray code. Operation 4
introduces mutations on the encoding obtained with this shifted Gray code. Operations 5,
6 and 7 transform the modified gene from the shifted Gray code to the original Gray code.
The shift assigned to each gene is the same for all individuals in the population. It is reset

randomly at each generation.

Input : (gene;) (Gray code)

Decode the gene : (gene,) (Gray code) — integer
Apply the shift : integer — mod(integer+shift,2")

Remove the shift : integer — mod(integer-shift,2")
integer — (gene,) (Gray code)

Operations:

1.

2.

3. Get Gray code representation :

4. Apply bit-wise mutations

5. Decode the gene : Gray code — integer
6.

7. Recode the gene :

Ouput : (gene;) (Gray code) with mutations

integer — Gray code
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Mlustrative example: Let us consider the
number "3" (010 in the original Gray code; see
third column of Table 7). Individual bit flips can
lead to "2" (011), "4" (110) and "0" (000). This
possible transition between "3" and "0" is
specific to the original Gray code. There is no
direct transition to the other entries of the table.
If we consider a circular permutation by three
steps of the original Gray code (last column of
Table 7), the number "3" is now encoded by
"101". Individual bit flips lead now to "2" (111),
"4" (100) and "6" (001). There is a possible
transition between "3" and "6" (instead of "3"
and "0"). By changing the shift introduced in the
Gray code at each generation, we reset the
transitions generated by individual bit flips.

Mlustration ~ with  Rastrigin's  function:
Rastrigin's function (fct#8 in Table 1) provides a
good illustration for the benefit of using
randomly-shifted Gray codes when applying
mutations. This function has many local minima.
The global minimum is for x;=0 (i=1,... n).
When searching for the global minimum of
Rastrigin's function in n=10 dimensions, it turns
out that the algorithm described in Sec. 2 fails

2-D map of the fitness
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most of the times at finding this global minimum
if the mutation operator does not shift the Gray
code. The reason is that xi=0 is represented by
110000000000 in our case if we work in the
original domain [-5.12, 5.12] (we have indeed
ximin=-5.12 and Ax;=0.0025; a gene value of
2048 is represented by 110000000000 in the
original Gray code). The closest local minimum
is at x;= 0.995, which is represented by
110101001001. There is a difference of four bits
between these two encodings and the genetic
algorithm has a hard time finding the appropriate
bit changes once trapped in this local minimum.
Fig. 3 shows that there is a poor diversity in the
displacements generated by mutations if no
shifting of the Gray code is considered. By
considering randomly-shifted versions of the
Gray code when applying mutations, we increase
the diversity of the displacements generated by
these mutations. This helps the genetic algorithm
escape the local minimum to eventually find the
global minimum. The second part of Fig. 3
shows that there is indeed a wider diversity in
the displacements generated by mutations when
considering randomly-shifted Gray codes.

2-D0 map of the fitness

B0

40

20

FIG. 3. Application of the genetic algorithm to Rastrigin's function in 10 dimensions. The blue dots
represent individuals considered by the genetic algorithm. The star represents the best solution found by
the algorithm. The algorithm was interrupted after 10000 evaluations of the fitness. Top: There is no
shift of the Gray code when applying mutations; the genetic algorithm is trapped in a local minimum.
Bottom: Mutations are applied to randomly-shifted versions of the Gray code; the algorithm finds the

global minimum.
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Appendix C: Local Optimization
Based on a Quadratic
Approximation of the Fitness

The data collected by the genetic
algorithm can be analyzed, generation
after generation, in order to infer more
rapidly the final solution. The idea
consists of establishing a quadratic
approximation of the fitness in the close
neighborhood of the best-so-far solution.
We then inject in the population an
individual that corresponds to the
optimum of this approximation [65]. We
chose as reference point (X,..s) the best-so-
far solution found by the genetic
algorithm. In order to establish the
quadratic approximation, we will use
Nieleer distinct data points from the records
established by the genetic algorithm. A
data point X is selected if max; % <

L
W, where W specifies the width of the
selection, in units of Ax;. We take W=5 as
initial value each time we start this
procedure.

The expression to establish has the
form:

f(J_C))zao‘FZl.)_()‘F%)_().Az)—(}, (1)
where X =A"1(&—%.) with A=
diag[Axq, ... Ax,]/max;Ax; a diagonal

matrix that contains appropriate scaling
factors. ag is a scalar, Zfl is a vector of
size n and A, is a symmetric matrix of size
nXxn. Since A, is symmetric, there is a total
of  Neoetr=1+n+n.(n+1)/2 coefficients to
determine. We must ensure at this point
that Nselec>2Ncoerr, by increasing W if
needed. To establish the quadratic
approximation, we define a vector f of
size Nelect that contains the f(X) values of
the selected data points and a vector A of
size Ncoerr that contains the unknown
coefficients in ag, ;1)1 and A,. The
equation to solve can then be written as:
f = MA, where M is an NseecNeoer
matrix with coefficients defined from Eq.
(1). Since the system f =MA is
overdetermined, we actually require that

||f—M;1)||2 be minimized (by an

appropriate choice of Z). We compute for

this purpose the singular values
decomposition (SVD) of the matrix M
[66]. This gives M = UXVt, where U is an
orthonormal matrix of size NselectXNcoetr
and V is an orthonormal matrix of size
NeoeitXNeoetr. % 18 a diagonal matrix of size
NeoetiXNeoefr  that contains the singular
values oy, of the matrix M. The solution of

min”f— M;f”2 is then given by A=
VE+Utf, where 7 is a diagonal matrix of
size NeoeftXNeoett Whose diagonal elements
are defined by o ! if o) = & X 0, (With
Omax = Max,oy,) and O otherwise. &
accounts for the relative accuracy of f(X).

Once the quadratic approximation has
been established, the solution of Vf =01s
given formally by x* =X — AA;LA;.
Since the matrix A, may be non-
invertible, we use an approach based on
the spectral decomposition of A,. Since
the matrix A, is symmetric, its
eigensystem A,X; = A, X) is characterized
by real eigenvalues A, and its eigenvectors
X), form an orthonormal basis. It is useful
at this point to define A, = maxy|Ay]|
and A,,;, = ming|A;|. The solution of

Vf = 0 can then be expressed as:

Xk

- - A o
X" = Xrer = ANk =, — Xro» 2

where the sum is restricted to the
eigenvalues A, that satisfy |[A| = &,y X
Amax 1N order to avoid numerical
instabilities. For analytical functions, we

take &=10"1°
)llnin

problems in which the fitness has an
accuracy limited to three significant digits,
we recommend using &,, = &= 103, If
the solution X* provided by this approach
can be accepted, it replaces the last
individual scheduled for the next
generation. We repeat otherwise this
procedure up to three times by increasing
the width of the selection (W — W + 2).

lmax

and ¢&,, =10 €. For
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Abstract: The influence of carbon contamination layer (5Snm) on the energy distribution of
backscattered electrons (BSEs) emerging from the top of Al- and Au-substrates at a wide
range of normal primary electron energies (Ep = 0.5-20keV) has been theoretically
examined. The study is based on using a CASINO Monte Carlo model. Generally, the
results show a clear effect of the contamination on the backscattering coefficient and the
energy distribution of backscattered electrons. This appeared as a reduction of the number
of BSE emerging from the surface with energies close to the primary energy. For primary
energy less than 5keV, the contamination effects are clearly seen in the reduction of the
number of BSEs emerging with energy close to Ep and the increment of the number of
BSEs with low energies. The backscattered electron spectrum starts with a wide peak at
low energies and becomes sharper as the primary energy increases. For high primary
electron energies (10-20keV), the influence of the carbon contamination layer is restricted
on the energy distribution of the backscattered electrons with energies above 95% of the
primary energy. The influence of the carbon contamination layer was observed more
clearly for the Au-substrate than for the Al-substrate as a reduction of the number of
backscattered electrons.

Keywords: Backscattered Electrons, Monte Carlo Model, CASINO, Backscattering

Coefficient, Carbon Contamination, Energy Distribution.

Introduction

Backscattered electrons (BSEs) are defined as
those incident primary electrons (PEs) that exit
the target surface with energy greater than 50eV
after they penetrated the target surface and
traveled through it. The Dbackscattering
coefficient (1) is the ratio of the number of
backscattered electrons (BSEs) to the number of
primary electrons (PEs). n depends strongly on
the primary electron energy (Ep) and the average
atomic number (Z,,) of the tested target.
Therefore, it is useful in providing an atomic
contrast mechanism in a Scanning Electron
Microscope  (SEM) [1].  However, 1
determination faces a lot of problems, both
experimentally and theoretically.
Experimentally, the first main problem is that of
keeping the surface clean of contamination [2].

Another problem is having a stable incident
beam current during the measurement [3]. El-
Gomati et al. [2] measured n from 24 different
elements at low primary electron beam energy
(250-5000eV). n was measured for both clean
and unclean surfaces under an ultra-high vacuum
condition in order to protect the surface from any
contamination that could happen during the
experiment. The results showed an increment in
n obtained from clean surface elements.
Theoretically, the 1 calculation accuracy
depends on having accurate elastic and stopping
power formulae [4]. In the case of elastic
scattering, there is a significant variation in the
predication of the small angle elastic scattering
between the provided formulae in the literature
[5]. This wvariation reflects strongly on n
calculation [6].
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The importance of studying the behavior of
backscattered electrons (BSEs) is due to their
contribution to generating other signals, such as
secondary electrons (SEs), Auger electrons
(AEs) and X-ray, which are used in Scanning
Electron Microscopy (SEM), Scanning Auger
Microscopy (SAM) and X-ray microscopy,
respectively. This can be exemplified in the case
of SEs generation. The number of SE generated
per BSE is greater by a factor of B > 1 than the
number generated per PE [1]. This is due to the
reduction in the mean energy of BSEs and to the
fact that BSEs pass the surface layer with a
shallow exit angle relative to the surface normal.
Therefore, any changes in the BSE behavior
could reflect on the intensity of the other signals
used to image the samples in the mentioned
microscopes. BSE energy distribution should be
also studied in parallel with the backscattering
coefficient (n). This will help to understand the
behavior of incident primary electrons during
their travel in the solid before being
backscattered from the surface.

In this study, Monte Carlo simulation is used
to examine theoretically the effect of a
contamination layer (5-nm carbon layer) on 1
and on the energy distribution of backscattered
electrons emerging from the Al- and Au-surface
targeted at primary electron energy range (0.5-20
keV), where most of the modern SEMs are
operated. The exact thickness of the C
contamination is not known. So, in this work, a
5-nm C-layer thickness is chosen with the belief
that qualitatively the same results would be
found for a somewhat different thickness, higher
or lower.

Monte Carlo Model

For several decades, Monte Carlo simulation
has been used as the main tool to investigate
theoretically the electron solid interaction [7, 8,
9, 10]. An appropriate Monte Carlo model must
operate for a wide range of primary electron
energies and solid atomic numbers. In the
present work, a free CASINO V2.51 (2017)
Monte Carlo simulation model provided by the
Université de Sherbrooke - Canada is used. The
model can be downloaded from this link:
http://www.gel.usherbrooke.ca/casino/index.htm
1 web page [11]. The model is based on the
continuous slowing-down approximation
(CSDA) method. A full description of the model
can be found in reference [12]. For the elastic
scattering cross-section, the model lists four
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options that could be used. These are: the
tabulated Mott cross-section provided by Mott
and Massey [13], Gauvin and Drouin formula
[14], Browning et al. equation [15] and the
modified Rutherford cross-section equation
proposed by Murata and Kyser [16]. The Gauvin
and Drouin formula and the constants therein
have been obtained from the values of the total
elastic Mott cross-sections computed by
Czyzewski et al. [17] using Thomas-Fermi-Dirac
atomic potentials. The Browning et al. equation
is an empirical form of cross-sections derived
from trends in tabulated Mott scattering cross-
sections. However, the model uses an equation
proposed in Joy and Luo [18] in order to
determine the primary electron energy loss due
to inelastic scattering and the mean free path
length between two scattering events. This
equation is applicable for a wide range of
primary electron energies, thus overcoming the
weakness of the Bethe equation [19] at low
energies.

In other studies, the use of the Browning et
al. equation for the elastic scattering cross-
section gave good agreement between the
measured and the calculated n for Al and Au
compared with the Mott tabulated cross-section
[20, 21]. Therefore, Browning et al. equation is
used in the present study.

Results and Discussion

Fig. 1 shows the trend of backscattering
coefficient (n) for pure clean surfaces of C, Al,
Au and for 5-nm C on top of Al- and Au-
substrates (unclean target surface) as a function
of normal incidence primary electron energy
(Ep). The results show the effect of the presence
of 5-nm C on top of Al- and Au-substrates. It can
be classified into three categories: 1) at Ep= 0.5
keV, n is the same for both tested targets C/Al
and C/Au. 2) For Ep > 0.5keV, 1 values increase
toward the values of clean Al and Au. 3) The
difference between the values of 1 for clean and
unclean surfaces vanished at Ep > 5 keV for Al,
while for Au, it vanished at Ep = 10 keV. By
using the Kanaya and Okayama formula [22],
the electron range at Ep = 0.5 keV on a pure C
target is 9 nm, while the BSE range is around 4.5
nm as calculated by Monte Carlo simulation,
Table 1. This means that the BSEs did not reach
the substrates and their behavior is controlled by
the C top layer. As Ep increases, the BSE range
(Rpsg) increases, Table 1, and an increasing
effect of the substrate atomic number on 1 values
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can be noticed in Fig. 1. For a 5-nm C-layer on
top of an Al-substrate, the n value increases as
Ep increases until it becomes constant at Ep > 5
keV and equal to those of clean Al target.
However, for a 5-nm C-layer on top of an Au-
substrate, the n value increases until it becomes
constant at Ep > 10keV. The data of Table 1

shows that as Ep increases, the BSE range
increases until it becomes as high as that of the

clean Al and Au targets at Ep > 5 keV and 10
keV, respectively. For example, at Ep = 5 keV,
the BSE range (Rgsg = 195 nm) for 5-nm C-layer
on top of Al is close to that of the clean surface
Al target Rgsg =190 nm. Also, for higher Ep,
Rpse data of both targets is equal, Table 1. This
means that the 5-nm C-layer has no more effect
on m values. This is also applicable for Au
substrate at Ep > 10keV.

0.5
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FIG. 1. Backscattering coefficient (n) of C, Al, Au and 5-nm C on top of Al- and Au-substrates as a function of

primary electron energy (Ep).

TABLE 1. The maximum range of the primary (Rg) and backscattered (Rgsg) electrons as a
function of primary energy (Ep). Rg is calculated by Kanaya and Okayama formula [22],
while Rggg is calculated by the present Monte Carlo model.

5-nm C on

5-nm C on Au-

Carbon Aluminum Al-substrate Gold substrate
(Ep) Re Rase Re Rase Rese Re  Rsse Rese
keV__(um) (nm) (om) (nm) (nm) (nm) (nm) (nm)
0.5 9.19 4.5 8.85 5 4.5 2.65 3 4.5
1 29.23 9 28.15 15 13 5.24 6 8.5
2 93.01 40 89.58 41 40 16.67 15 17
3 183.06 67 176.32 80 85 3282 25 28
4 29597 110 285.06 130 140 53.06 33 37
5 429.62 159 41379 190 200 77.02 43 50
6 582.53 220 561.06 270 270 10443 58 65
7 753.57 280 725.79 340 340 135.09 71 85
8 941.82 370 907.11 460 460 168.84 91 92
9 1146.55 480 1104.29 490 490 205.54 110 115
10 1367.12 510 1316.74 640 640 245.08 135 140
15 2690.79 1200 2591.62 1300 1300 482.38 260 265
20 4350.39 1750 4190.05 2100 2100 779.90 450 450
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FIG. 2 shows the backscattered electron
energy distribution for pure C, Al and Au as the
targets are bombarded by a 20 keV normal
incidence beam of primary electrons. It is clear

Assa’d

that the shape of the spectrum depends on the
atomic number of the target material as shown
by different experimental results [23, 24].
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FIG. 2. Calculated energy distribution of backscattered electrons for C, Al and Au.

The dependence of the collected BSE
spectrum on the primary electron energy (Ep) for
the clean surface Al and Au targets is shown in
Figs. 3 and 4, respectively. As Ep increases, the
peak of the spectrum becomes sharper, higher
and closer to Ep. Moreover, a reduction in the
spectra at backscattered energies below 0.4 Ep
for Al and 0.75 Ep for Au is demonstrated as Ep
increases. The probability of having elastic
scattering increases as Ep increases, which makes
the primary electrons backscatter with minimum
loss of their energy. Those BSEs collected with
energies close to Ep escaped after they penetrated
a depth of a few nanometers below the surface
and suffered more elastic scattering than
inelastic scattering even without losing much of
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their energy. So, as Ep increases, more BSEs
with high energy escape from the surface.
However, the peak sharpness depends on the
target average atomic number. This is rather
more clear in the case of Al where the
probability of having inelastic scattering
increases compared to the case of Au. Therefore,
the primary electrons will travel deeper in the
target and suffer more energy loss before
escaping from the surface with low energies.
This makes the BSE spectrum look wider and
not as sharp as in the case of Au. So, the
behavior of high energetic BSEs is surface-
sensitive and can be used to investigate the
surface topography, since these have a small exit
depth.
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FIG. 3. Energy distribution of backscattered electrons for a pure Au target and primary electron energy range (1-

20keV).
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FIG. 4. Energy distribution of backscattered electrons for a pure Al target and primary electron energy range (1-

20keV).

Figs. 5 and 6 show the energy distribution of
the backscattered electrons as a function of Ep
for a 5-nm C-layer deposited on Al- and Au-
substrates, respectively. The BSE spectrum of
primary electron energy Ep = 0.5keV is not
shown, because it is similar to that of the pure C
target. Figs. 5a and 6a show a comparison
between the BSE spectra of clean Al- and Au-
surfaces and those from 5-nm C-layers on top of

Al- and Au-substrates (unclean surfaces). The
effect of the C top layer on the shape of BSE
spectrum is clearly shown at low Ep and for
high-energy BSEs (Egsg). The BSE spectrum
shows a massive reduction of BSEs with energy
close to Ep (Egsg > 0.6Ep) and an increase of
BSEs with low energies (Egsg < 0.6Ep). This
could make BSEs more effective in generating
secondary and Auger electrons from C layer and
X-ray from C-layer and from Al- and Au-
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substrates at high Ep. More investigation could
be done in the future to study the effect of BSEs
on the other signals in the presence of
contamination. The increase of the BSE
spectrum at low Eggg is due to the energy loss
that BSEs suffered in the C top layer in their way
back to surface. As Ep increases, the peak of
BSE spectrum shifts toward Ep and n value
increases toward the data of clean Al and Au
targets, Figs. 5b and 6b. A greater number of
BSEs escaped from the surface, particularly
those with higher energies. The reason for this is
the increase in the primary electron range (Rg),
which means having a larger depth of electron-
solid interaction volume, Table 1. Hence, the

Assa’d

primary electron will suffer more scattering
events in the substrate before coming back to the
C top layer in its way back to the surface. As Ep
increases, the interaction volume increases and
the importance of the C top layer thickness on
the interaction volume decreases. So the effect of
the C top layer on the BSE spectrum will be
minimized. The only effect of the C top layer on
the BSE spectrum will remain on BSEs with
energy above 0.95Ep, Fig. 7. These electrons are
backscattered from a small exit depth less than
the C top surface thickness which has low
backscattering coefficient compared to the
substrate materials.
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FIG. 5. Energy distribution of backscattered electrons comparison between those for a pure Au target and those
calculated in the presence of a 5-nm C-layer on top of the Au surface.
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Conclusion

The presence of contamination on the top of
the examined targets affects the backscattering
coefficient (n) as well as the backscattered
electron energy distribution. The influence of
contamination on the collected BSE spectrum
depends on the thickness of the contamination
layer and the incident primary electron energy.
At low energies, Ep < SkeV, an increase in BSEs
with energies below 0.70E, and a massive
reduction in BSEs with energies above 0.70Ep

Assa’d

are observed. Even though the contamination
layer has no effect on n values at high Ep, it has
an effect on the BSE energy distribution. As Ep
increases, the shape of the BSE spectrum goes
toward the BSE shape of the clean target except
for energies above 0.95Ep. These high-energetic
backscattered BSEs have a small exit depth,
which is filled by the contamination layer (5-nm
C top layer). The high energy BSEs are surface-
sensitive and can be used to investigate the
surface topography.
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Abstract: In this paper, an incompressible viscous fluid flow over a flat plate is presented.
In the past decade, ionic liquids have attracted great interest both in scientific research
world and amongst the most diverse technological and industrial sectors. This fact, together
with the growing contribution of the industrial sector, is turning ionic liquids into a key
component for the most diverse fields of science, such as nanotechnology,
electrochemistry, green chemistry, physics, materials science and engineering, among
many others. First, before talking about the ionic liquids’ applications, one should answer
this question; what are the main properties that make ionic liquids so attractive? In general,
ionic liquids are salts formed by very asymmetric and large ions, due to which they have
attractive cation-anion forces weaker than those that occur in conventional ionic salts, such
as table salt, which causes them to be liquids in a wide range of temperatures, including the
ambient temperature in most cases. The term "ionic liquid" is considered a synonym of a
"molten salt", although in practice it began to be used when molten salts started to be
popular at low temperatures. Indicatively, a compound is usually called a molten salt when
the melting temperature is above 100 °C, while an ionic liquid melts at lower temperatures.
Due to the growing applications of ionic liquids as engineering fluids, their ability to
functionalize or surface-modify materials in the form of nanoparticles has recently been
described. Therefore, ionic liquids have been used as solvents for nanoparticle synthesis
with a wide variety of sizes and morphologies.

Keywords: Ionic Liquids, Nanoparticles, Nanotechnology, Green chemistry, Green

Synthesis.

Introduction

Ionic liquids are salts with low melting
points, lower than 100°C. They are composed of
an anionic part and a cationic part and due to
their great thermal and chemical stability; they
can be used in high-temperature processes up to
300°C, since temperatures higher than this cause
decomposition. Most of ionic liquids are
remaining liquids at temperatures above room
temperature, which is the main advantage of
these solvents [1]. The main characteristic that

differentiates ionic liquids from molten salts is
the wide temperature range in which ionic
liquids are liquid compared to traditional salts
(Fig. 1).
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Many of the lonic liquids are formed by an
organic cation and an anion that can be organic

2’ or inorganic. Some properties, such as thermal
900°C & .-8 - stability and miscibility, are mainly dependent
=i on the anion, while other properties, such as
800°C | g viscosity, surface tension and density, depend on
— the length of the alkyl group of the cation and /or
700°C 9 its shape and symmetry [2].
500°C g Due to all combination possibilities of cations
] = and anions, there are a large number of ionic
so0ec | liquids. Thus, ionic liquids offer a wide range of
o o~ physicochemical properties suitable for different
B s00c G applications. Ionic liquids are considered green
© q ) liquids of design, because their properties can be
O o0 | FH an adjusted or modified by varying the cation
g" O and/or the anion, without generating polluting
D 000c emissions to the environment [3].
- Initially, these materials were developed for
100°C their exclusive use in electrochemistry [3],
although they have been receiving importance
0°C + and a particular interest making them present in
- many fields of sciences [4]. As a representative
) 1 m figure, Fig. 2 shows the spectacular growth in
P nomomom terms of the number of scientific articles on ionic
\ o liquids that have been published in the past 20
FIG. 1. Comparison of physical states and years.
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FIG. 2. Number of scientific publications related to ionic liquids in different fields in the period (1997-2017)
according to the Institute for Scientific Information (ISI) Web of Science.

However, ionic liquids have a multitude of
applications due to possessing many important
characteristics. These properties comprise; zero
volatility [5], almost zero vapour pressure [6],
being simply liquids composed entirely of ions
[7], negligible flammability [8], a wide range of
potential windows [9], high thermal stability
[10], a low melting point [11] and a controlled
46

miscibility with organic compounds and water
[12].

Due to the possibility of combining the
cation; generally organic, voluminous and
asymmetric, with various generally inorganic
anions although they can also be organic, the
term "design solvents" has emerged, since the
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choice of ions determines the physico-chemical
properties of ionic liquids (melting point,
viscosity, solubility, ..., etc.). The most common
cations are the di- or tri-substituted imidazolium,

illustrates some of the most common ions,
anions and cations in the formation of ionic
liquids. Since there are many more, the
combinations are very numerous due to the fact
that their ionic and hybrid organic-inorganic
nature as well as ionic liquids possessing unique
properties make them interesting for diverse
applications [14].

the  substituted  pyridiniums,  tetraalkyl-
ammoniums and tetraalkylphosphoniums and
their partners are wusually halide anions,
sulphates, sulphonates, triflates, amides and
imides, borates and phosphates [13]. Fig. 3.
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FIG. 3. Most common cations and anions in the formation of ionic liquids [15].

Thus, these liquids are generally good
solvents for both organic and inorganic
compounds, including metal salts. This is due to
the fact that ionic liquids are a highly solvating
medium, but a very little coordinating one. In
addition, one of their most acknowledged
properties is their very low vapour pressure
which is a good indicator to consider them non-
volatile solvents [16]. This characteristic is the
basis of the great interest that these compounds
raise in green chemistry to replace volatile
organic compounds as solvents in chemical
reactions. In addition, as mentioned above, the
choice of cation and anion determines the
solubility and miscibility of ionic liquids in
water and in traditional organic solvents, the
existing combinations being countless [17]. This
makes them interesting in extraction processes,
since we can always find adequate ionic liquids
for our concrete extraction system. The ionic
liquids also have a high thermal stability up to
temperatures above 450 °C in some cases, as
well as a high specific heat. In addition, ionic
liquids present a wide range of potential in
which they are stable and which we will refer to
as the electrochemical stability interval [18].
Finally, it is worth mentioning their high ionic
conductivity which, together with the large range
of electrochemical stability, makes them

potentially attractive as electrolytes in different
electrochemical devices [15].

Short Historical Review

From the historical perspective, the first
material that would fit with the definition of
ionic liquid was observed in the middle of the
19" century, in a Friedel-Crafts reaction [19],
where a liquid phase was obtained, being
designated with the name "red oil". Later,
research determined that this "red liquid" was an
ionic liquid. The first known bibliographical
reference in this respect is when Walden [20] in
1914 synthesized ethylammonium nitrate with a
melting point of 12 °C [21]. Later, in 1948, the
development of ionic liquids formed by
chloroaluminium ions. Hurley and Weir [22]
discovered that mixing alkylpyridinium chloride
with aluminium chloride produces a reaction that
yields colourless ionic liquids. This discovery
has remained a curiosity for a long time, until its
singular properties have become known and
electrochemical studies have been initiated. Fig.
4 presents an overall model of an asymmetrical
system of ions in the IL structure.
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FIG. 4. Reorganized model of an ionic liquid [23].

The real history of ionic liquids began in the
US military, with Lowell King, in charge of a
research project in piles, to find viable
substitutes for the molten salts of LiCI/KCI, at
that time used as electrolytes [14]. The
chloroaluminates were introduced in the field of
electrochemistry, since they achieved much
lower melting temperatures than expected. In
addition, they did not behave as simple binary
mixtures. The system they formed and their
Lewis acid-base characteristics provided an
anion series of the CI” type; [AICL] , [ALCl;]
and [AlL,Clyo] . For a long period, research and
development focused mainly on electrochemical
applications [24].

To overwhelm the restrictions of a particular
ionic liquid in some areas and feat its greater
properties in other areas, combinations of ionic
liquids are currently being largely discovered.
Ionic liquid mixtures represent a comparatively
novel area evolving in the field that has gathered
substantial curiosity [25], since they tolerate for
extra change of the ionic liquid characteristics
for precise requests. The ionic liquids containing
the slight part of the mixture can be
correspondingly intended to enhance anticipated
physical or chemical characteristics. There are
numerous requests described for binary ionic
liquids as solvents for chemical production and
procedures [26], for electrochemical requests
such as dye-sensitized solar cells [27, 28],
batteries [29, 30] and in chromatography [31].

One can realize that the acid-base chemistry
of the components results in a binary ionic liquid
material, which is a mixture of two nitrate salts
[32]. The specific instance is a glass forming salt
with a glass transition temperature of 2100 °C.
This ionic liquid is not a one-off curiosity, since
there have been many articles and patents for
this example alone up to now.

In 1967, a publication by Swain modified the
direction of the applications by the use of
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benzoate tetra-n-hexylammonium as a solvent
for kinetic studies. In the 1980s, Hussey and
Seddon [33] studied the application of
chloroaluminate ionic liquids as polar solvents in
the creation of transition metal complexes. At
the same time, the first publications appeared
where chloraluminates were effective Friedel-
Craft catalysts [34]. The main problem with
these liquids was their sensitivity to water. In
1990, Michael Zaworotko [35] became able to
develop, synthesize and completely characterize
salts with new cations, but at the same time
being stable anions in water. By this way, the
work in the laboratory became easier, with no
longer need to work in free moisture atmosphere.
These new salts, with anions of the types
tetrafluoroborate, hexafluorophosphate, nitrate,
sulphate and acetate, proved to be much more
stable liquids, at least at low temperatures and
although the initial purpose was to use them as
electrolytes in piles, they proved to be
particularly suitable in other applications [13].

As different studies are carried out in
chemical reactions, it is becoming clear that their
behaviour is different from that observed in
conventional polar and non-polar media. By
means of different cations and anions, a large
number of compounds can be obtained; their
characterization shows the great variety of
properties offered by ionic liquids. Nowadays,
the catalogue of cations and anions is even
bigger, which means that the possibility of
creating new ionic liquids is practically
unlimited and the applications of ionic liquids
are only limited by the imagination of
researchers. One way to demonstrate the wide
dissemination of these compounds in the
scientific field and in the industrial applications
is the growing number of publications in this
area [14].

The Role of Ionic Liquids in Green
Chemistry

The objective of "Green Chemistry" is to
create a cleaner and more sustainable chemistry
that does not harm the environment. More
specifically, "Green Chemistry" is the design of
products or processes that reduce or eliminate
the use or production of hazardous substances by
offering alternatives with greater environmental
compatibility. Along with the use of supercritical
fluids, the replacement of traditional volatile
organic solvents with non-volatile ionic liquids
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as a reaction medium can offer a convenient
solution to some of the environmental problems
suffered by the current chemical industry, such
as the emission of harmful gases, issues
associated with the existing aqueous Cr(VI)
electroplating solution [36] and the recycling of
catalysts [37].

One of the most researched cases is the use of
ionic liquids in catalysis, since these cannot only
be used as a solvent, but also can act as a catalyst
or co-catalyst increasing the speed of the
reaction, the yield or changing its selectivity
[38]. There are numerous examples and
applications of ionic liquids in catalytic
reactions, such as the Heck reaction, Diels-Alder
reactions, Friedel-Crafts, esterifications or
regioselective alkylations as illustrated in several
recent reviews [39]. In addition, the solubility of
certain gases such as H,, CO and O, in ILs is
generally good, which allows them to participate
in reactions such as  hydrogenations,
carbonylations, hydroformylations and aerobic
oxidations.

Another outstanding application within
"Green Chemistry" is to replace traditional
organic solvents in liquid-liquid extraction
processes (Fig. 5). Thus, the data presented by
the Robin D. Rogers group reflects that the
distribution coefficients for different types of
solutes in the ionic liquid system [BMIM [PF] -
water are more suitable for practical applications
than the classical system 1- octanol- water.
These two-phase systems are being actively
studied by various groups that intend to develop
anew and clean separation technology [40].

FIG. 5. Green chemistry [40].

Although the applications of ionic liquids
have been studied since the 1980s as a means of
reaction or catalysis, it was recently when the

first industrial process using ionic liquids was
developed. Specifically, the process consists in
adding methylimidazole instead of triethylamine
to eliminate hydrochloric acid in the production
process of dichlorophenylphosphine, improving
up to ten times the yield of said reaction thanks
to the easy separation of the ionic liquid obtained
as a secondary product; Dario [41]. For this
reason, the BASF Company has received the
prestigious 2004 Innovation Award from the
European Chemical News and has gone in
history to implement the first chemical process
that uses liquids of large-scale ionics [42]. BASF
currently offers a process license called BASIL
[43] (biphasic acid scavenging utilizing ionic
liquids), which can be used in other reactions
such as acylations, phosphorylations,

P in

FIG. 6. Photograph of a BASIL process reactor. The
ionic liquid is separated from the reaction
medium allowing the improvement of the
reaction yield [43].

As a last application within "Green
Chemistry", it is worth highlighting the use of
ionic liquids as solvents in reactions catalyzed by
enzymes. One of the main advantages that have
been identified is that, unlike other polar organic
solvents, ionic liquids do not deactivate
enzymes, allowing reactions with polar
substrates that were previously not possible. In
other cases, the wuse of ionic liquids in
biocatalysts offers a greater selectivity, a higher
reaction speed and even a greater stability of the
enzymes [44].

Ionic Liquids in Electrochemistry

Ionic liquids present a series of properties

(high ionic conductivity, wide range of
electrochemical stability) that make their
presence in the different branches of

electrochemistry more and more consolidated,
presenting applications, such as electrolytes in
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electrochemical synthesis, solvents in
electrodeposition of metals, batteries, super-
condensers, fuel cells, solar cells and devices
based on conductive polymers, such as
electrochemical sensors, artificial muscles and
electro-chromic devices [45].

One of the topics of greatest industrial
interest in electrochemistry is that of
electrodeposition of metals. As a general rule,
the variety of metals that can be electrodeposited
in a given medium is limited by the
electrochemical stability of said medium. In this
sense, the main advantage of the ILs compared
to the technologies in aqueous media is their
wide range of electrochemical stability [15].
While aqueous solutions have a range of

Barzinjy, Hamad and Abdullah

electrochemical stability of 2 V, the range of
electrochemical stability that some ILs have
exceeds 4 V depending on the pH of the
medium, reaching up to 6V (Fig. 7) [46]. The
studies carried out so far have focused on the
electrodeposition of metals, such as aluminum,
which are too electropositive to be deposited
from conventional aqueous solutions. That is, it
is necessary to apply a very high potential to the
solution in order to achieve the deposition of the
metal, producing undesired electrochemical
reactions in the aqueous electrolyte. In addition
to aluminum, the electrodeposition of lithium,
nickel, copper, cadmium, tin, antimony, zinc,
silver or semi-conductors, such as germanium
and silicon, has also been studied [47].

BPC / AICI, |

neutral

&
v

basic

acidic

0-

-¢

*

EMIC / AICI, !

a 1

neutral

L 2

basic

acidic

-l

I

-1

0

1 2 Vs, Al

FIG. 7. Electrochemical stability interval for the electrodeposition of aluminum in ionic liquid medium BPC /

AICl; and EMIC / AICL; [48].

Nanotechnology

In 1959, Richard Feynman was the first to
propose that, at some point, materials could be
manufactured with atomic sizes. Feynman stated
that: “The principles of physics, as far as I can
see, do not speak against the possibility of
manoeuvring things atom by atom " [49].
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Nanotechnology is the result of the individual
manipulation of molecules or atoms with the aim
of creating new materials with better properties.
It is a relatively new field of research, where
structures with dimensions from 1 to 100
nanometers are studied. One nanometer is one
trillionth of a meter (1 nm =1x10" m) [50]. Fig.
8 shows a comparative diagram between 1
picometer (1x10"* m) and 1 meter [51].
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Nowadays, the study of nanotechnology has
been possible in microscopy, biochemistry,
physical chemistry, among other sciences, where
with the aid of these today it is possible to
understand, design, manipulate, characterize and
produce nanometric structures. One of the
greatest advances in mnanotechnology is the
production and application of nanoparticles in
biological sciences; an instance is its use in
antitumor cells [52], pathogens, among others.
Some nanomaterials have the characteristic of
being antibacterial; for instance, silver, selenium,
copper or carbon has shown antimicrobial
activity [53].

Nanotechnology is an area of research that, in
the past decades, has had great, amazing and
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FIG. 8. Size comparison of objects ranging in size from 1 meter to 1 picometer [51].
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irresistible achievements [54]. It has applications
in microscopy and science, such as physics,
chemistry, biology, medicine, materials science
and engineering [55]. There are -currently
opportunities to design and produce articles, on a
nanometric scale capable of satisfying the needs
of this increasingly globalized world. In some
areas, the use of nanotechnology has great
relevance in energy, electronic and medical
industry. The study and development of
nanotechnology is so important, because it is the
key to solving many of the problems facing the
world, such as hunger [56], disease [57], lack of
drinking water [58], the need to make better use
of energy resources [59], among many others
[60] (Fig. 9).
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FIG. 9. Numerous uses of nanotechnology [61].

It can be stated that an area that generates a
lot of interest and a lot of research is medicine
[62], where efforts are aimed at improving
quality and life expectancy; some time ago, for
example, it was impossible to think that there

would be particles that could directly attack a
tumor. At present, this is a reality and there are
advances in the treatment of cancer [63],
autoimmune [64] or cardiovascular diseases
[65].
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An alternative of the medical area is the use
of nanoparticles as therapeutic agents [66], as
well as the coatings with antimicrobial
characteristics to prevent the transmission of
diseases, spread of infections and bad odours
caused by microorganisms [67]. Thus, textile
fibres, such as sportswear, underwear or medical
textile fibres, such as gauze, bandages or surgical
clothing, are today an area to exploit
nanotechnology focused on anti-microorganisms
[68].

In recent times, science has a revolutionary
look at the area of nanotechnology. As the name
specifies, the motivation has come from
following applied requests, particularly in the
fields of electronics and materials science, more
willingly than a search for theoretical
information. Nanotechnology comprises the
separate manipulation of single particles or even
atoms. Structure components atom-by-atom or
molecule-by-molecule so as to produce materials
with different or massively better properties
represented possibly the unique aim of
nanotechnologists. Nevertheless, the field has
extended in a somewhat unclear way and
inclined to comprise any structures so small that
their investigation or manipulation was
intolerable or unfeasible until now. At the
nanoscale, quantum effects appear and materials
frequently act oddly, related to their bulk
properties [S1].

—100 nm

— 100 nm
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Metallic Nanostructures and Metallic
Nanoparticles

Nanotechnology has had a progressive
development in recent years, because it describes
the creation and exploitation of materials with
controlled structural characteristics, with at least
one dimension in the nanometer range.
Nanotechnology presents a huge potential of
applications in different scientific areas and
technologies; for this reason, one of its
objectives is to obtain nanoparticles of different
metallic elements with different shapes and
sizes, since they have unique optical [69],
electronic [70], magnetic [71] and catalytic [70]
properties. It should be noted that, when
handling substances, particles and compounds in
the nanometric scale, their physical and chemical
properties are significantly altered, which creates
a completely new perspective for the design of
novel materials.

As presented in Fig. 10, the nanostructures
possess different shapes. These nanostructures
can be spheres, cubes, bi-pyramids, octahedrons,
flowers, bars, rices, rods, carrots and wires.
Within the ionic liquids, the size of the
nanostructures is manageable. For instance, the
size of silver nanocubes might be changed from
30 nm to 70 nm through presenting a drop
quantity of sulphide or hydrosulphide into
reaction-solution or through fluctuating silver
forerunners [72]. The dimension of nano-carrots
may possibly alter from 120 nm to 250 nm by
changing the concentration of forerunners or
reaction period.

FIG. 10. Altered natures of silver nanostructures. (a) spheres [73], (b) cubes [74], (c) right bi-pyramids [75], (d)
octahedrons [76], (e) flowers [77], (f) bars [78], (g) rices [79], (h) rods [80], (i) carrots [81] and (j) wires [82].
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However, in the past twenty years, the
interest has remarkably increased in nano-
chemistry, the science that is responsible for
studying and generating new synthetic routes for
the production of building blocks of different
sizes (within the nanometric scale) and
investigating their shape, composition, structural
surface, load and functionality, or for the
construction  of  self-assembly  processes
spontaneously directed by defined surface
pattern chemistry or lithography; these can form
architectures that act in an intelligent function
and predict a particular use [83]. For the
formation of nanoparticles, one can use the metal
salt reduction method with a synthetic reducing
agent or with a bioreductor. Another alternative
is to use surfactants for their formation. There
are also physical techniques, such as laser
ablation or reactive vapour deposition, among
others; all these techniques are used in a general
known method called "bottom-up" method, in
which nanostructures are formed atom by atom
until you reach materials with nanometric
dimensions [84]. Another general method is the
well-known one as "top-down" method, where
macroscopic materials are fractionated until
reaching the nanoscale; within this group of
materials we find mechanical polishing and
mechanical grinding.

There are different types of nanomaterials
which are classified according to the type of
material that makes them being divided into:
metals, semiconductors and polymers [85]. Some
nanoparticles are in the form of dots, tubes,
nano-sheets, nano-tubes, nano-discs, spheres,
bars and many others [86].

Nanoparticles are currently of great scientific
interest due to their wide applications; they are a
new type of materials, either based on ceramics,
metals, polymers or composite materials (for
example: polymer-metal, polymer-ceramic),
where at least one of the dimensions of the
nanoparticles is in the range of 1 to 100 nm [87].
The nanoparticles retain a large surface area
/volume ratio, which allows their use in
applications for catalytic materials, drugs or
energy storage [88]. Among the most common
metallic nanoparticles are those of gold,
platinum, palladium and silver these can be
synthesized by means of some methods where,
in each of them, the morphology of the obtained
nanoparticles is checked. There are physical and
chemical techniques and among them is the
chemical reduction of metallic salts in the

presence of a stabilizing agent, which is a well
spread technique [89].

Within metallic nanostructures, the most
common and most used to date are nanoparticles,
due to the relative ease with which they are
obtained and the possibility of controlling their
size and shape. A nanoparticle is defined as the
smallest unit that can still behave as a complete
unit in terms of property and transportation. At
least, one of its dimensions lies between 1 and
100 nm. As nanoparticles approach the range of
1 to 10 nm, the effects of size and surface are
made more obvious. This has implications that
can be manifested in their magnetic properties,
in electronic driving, in the melting temperature
or chemical reactivity, among others. It is
possible to control these properties selectively by
modification of size, morphology and
composition [90, 91].

These new particles have properties that are
improved or completely different from those of
their original materials, which open up the
possibility of designing systems with specific
properties. Many applications of nanoparticles
are currently being developed in various fields,
such as: image improvement, biological markers,
bio-bactericides, solar cells, photonic crystals,
among others.

The first object in which metallic
nanoparticles were used was the Lycurgus calice
of the fifteenth century, in Rome. It contained
gold nanoparticles [92]. Mayan pigments dating
to the eleventh century in the Chichen Itza ruins
contain iron and chromium nanoparticles [93].
At the beginning of the sixteenth century, it was
known to obscure silver compounds due to light;
however, it was not until the nineteenth century
when, with the work of Fox-Talbot and Daguerre
[94], silver halide was used in the form of
nanoparticles in photochemistry and
photography [95]. Gold particles have also been
used in the melting of glass, better known as
"ruby glass" [96].

There are two chief methods for the
production of metal nanoparticles: a bottom-up
method and a top-down method (Fig. 11) [97].
Bottom- up method contains the creation of a
structure; atom by atom, molecule by molecule
or by self-assembly. In the top-down method, the
suitable preliminary materials are reduced in size
by means of physical and chemical procedures
[98].
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FIG. 11. Dissimilar methods for the production of metallic nanoparticles : (a) Top-bottom and (b) Bottom-

up methods [97].
Ionic and Nanomaterial Liquids

The contribution of ionic liquids to the
synthesis of materials and more particularly to
that of nanostructures has been gradual during
the past decade; however, it is very promising in
view of the work [99] having been carried out
for the time being. Ionic liquids are a perfect
stabilizer system of metallic nanoparticles,
which makes them excellent catalysts for very
diverse reactions. In addition to the
characteristics that were extensively detailed in
previous sections, these ionic compounds have
the rare property of forming extended systems
[100] of hydrogen bonding when they are in a
liquid state, which classifies them as
"supramolecular solvents" and allows them to
provide a certain nanostructural order to some
spontaneous reactions (it is an almost essential
property in the chemistry of colloids and
surfactants).

The term nanotechnology refers to the design,
manufacture and use of materials (which receive
the generic name of nanomaterials) or devices
(nano-devices) of dimensions in the nanometer
scale [101]. This range of length ranges from
individual atoms and molecules to polymer
chains and proteins of considerable length,

which makes nanotechnologies a
multidisciplinary field of preferential interest for
scientific disciplines, such as chemistry,

electrochemistry, physics, molecular biology,
among others. Perhaps, the clearest and most
popular example of nanomaterial with promising
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applications is carbon nanotubes. Since their
discovery in 1991 by the Japanese Sumio lijima,
carbon nanotubes have received considerable
attention due to their extraordinary structural and
electronic properties. One of the limitations of
nanotubes is that they are strongly entangled
with each other in a complex structure that
provides them with unique properties, but with
difficult processes at the same time [102].

Recently, a group of Japanese researchers has
published the possibility of using carbon
nanotubes and ILs to form physical gels that can
be used in new electronic devices, antistatic
materials and electro-conductive inks [103]. The
formation of the gels is attributed to interactions
of type m -m through which nanotubes are
surrounded by ionic liquid molecules and form
an ordered three-dimensional structure that has
physical gel behaviour (Fig. 12). Due to the non-
volatility of the ILs, the gels obtained are
thermally stable and do not dry or wrinkle even
when subjected to vacuum. In a subsequent
experiment, these authors used a gel formed by a
polymerizable ionic liquid to prepare a highly
electro-conductive plastic material. Fukushima et
al. [103] also explain that, incorporating only 4%
by weight of carbon nanotubes, the mechanical
properties of the polymer are increased by
around 400%, with an electrical conductivity of
0.56 S/cm. On the other hand, several groups are
investigating the carbon-IL nanotube pair as
electrolyte-electrolyte material, studying the
electrochemical behaviour of this particular
system and its possible applications [104].
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FIG. 12. Representative diagram of the gels obtalned using carbon nanotubes and ILs [103].

Another classic example of nanomaterial are
metallic nanoparticles that have very particular
physico-chemical properties, which makes them
interesting in electronic, magnetic,
optoelectronic, pharmaceutical, biomedical,
cosmetic, energy, sensor or catalytic
applications. ~ There are several recent
investigations related to ILs and nanoparticles.
Thus, Kim et al. [105] have developed a new
method of synthesizing gold and platinum
nanoparticles in one step using new ILs
functionalized with thiols. These ILs function as
stabilizing agents for the nanoparticles that are
obtained with the added attraction that this
method gives rise to small particles (2-4 nm) and
uniform distributions. Other similar

investigations are related to the formation and
stabilization of nanoparticles of other metals,
such as iridium, rhodium, ruthenium or TiO,.
But, the ILs are not only useful as a means of
synthesis of these nanoparticles, since they can
also be used to modify the surface of the
nanoparticles. Itoh et al. [106] have recently
published the synthesis and properties of gold
nanoparticles modified with ILs based on the
imidazolium cation. These authors have
proposed the use of gold nanoparticles modified
with an IL as an optical sensor for anions, since
the presence of certain anions in the medium can
induce changes in the colour of the aqueous
dispersion of gold nanoparticles (Fig. 13).

FIG. 13. Photograph of dispersion of gold nanoparticles functionalized with an imidazolium LI in the presence

of different anions: CI', Br’, BF,, PFs [106].

It can be agreed that room-temperature ionic
liquids, such as [Cymim]" BF,, can be utilized as
templates to formulate massive mesoporous
silica through the nano-casting method [107].
Also, self-assembly does not depend on
amphiphilic interfaces and the attendance of
water It is estimated that the anticipated
hydrogen bond stack mechanism with room
temperature ionic liquids as templates might
open innovative corridors to manufacture
mesoporous materials beneath altered
circumstances than currently utilized [108].

However, supramolecular structures are big
molecules shaped by combination or bonding of
smaller molecules. Correspondingly, they go to
the nanoscience field as they are frequently
likely to improve molecules of an anticipated
form or functionality [109]. The prearranged
“supramolecular” behaviour of ionic liquids
delivers a soft pattern to direct the creation of

bimodal porous carbon systems or the
development of electrodeposits. Numerous
crucial factors, such as: viscosity, polarity,

surface tension, hydrogen bonding and over-
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coordination with solutes or surfaces, altogether
show important roles in moderating class
reactivity and mass transportation characteristics
leading the origin of nanostructure [110].

Finally, ILs can also be used for transferring
metallic nanoparticles from an aqueous phase to
an organic phase. The group of Wei et al. [111]
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have developed a method for transferring gold
nanoparticles to different organic solvents
including ILs by simple agitation. More recently,
CIDETEC has proposed a simple method of
capture and transfer of liquid-liquid phase of
silver nanoparticles (Fig. 14) [112].

Estabilzante estérico
Agente atrapador
Nanop articulas
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FIG. 14. Phase transfer process of silver nanoparticles using a polymer ionic liquid (PIL) [113].

This new method uses a polymer with a
chemical structure similar to an ionic liquid
called PIL (polymeric ionic liquid) as a phase
transfer vehicle. This PIL precipitates in water
by adding certain salts, trapping quantitatively
the silver nanoparticles inside it. The polymeric
solid can be easily recovered by filtration and
subsequently dissolved in different organic
solvents. The silver nanoparticles are red
dispersed maintaining their initial shape and size
[114]. This method not only offers the possibility
of keeping the nanoparticles stored in a solid
polymer, but also serves to transfer the
nanoparticles or other nano-objects from the
water to all kinds of organic solvents.

Nanoparticle Synthesis

In this review article, the authors deliver a
summary of typical ionic liquids as exclusive
solvents to produce precise nanomaterials
comprising  shape-organized  nanoparticles,
electrodeposited films, metal-organic outlines,
colloidal gatherings, hierarchically absorbent
carbons and DNA or RNA constructions. These
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revolutions demonstrate how ionic liquids can
achieve manifold roles in leading chemistry and
physics at the nanoscale: performing as
supramolecular template, metal and carbon
source, sacrificial agent and redox agent,
altogether in the nonappearance of official
steadying ligand.

Electrochemical Approaches

Nano-crystals possessing extraordinary index
planes often display events greater than those of
the most communal thermodynamically steady,
low index; for instance, (111), (100) and even
(110) planes because of the attendance of an
extraordinary density of atomic stepladders,
brackets and twist portion as energetic spots.
Unluckily, crystal development rates orthogonal
to a high index plane are characteristically
quicker; consequently, high index planes are

generally reduced throughout nano-crystal
growing. Certainly, this leaves a task to
manufacture  well  distinct  nano-crystals

surrounded by high index surfaces.
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Sun et al. have participated extensively to this
field in recent times, inventing a forthright
electrochemical way to identical ~200 nm
platinum nano-flowers (Fig. 15) even-handed
shrill single crystalline petals through straight
electrodeposition on top of a glassy-carbon
electrode in chloro-platinic acid comprising
reline ionic liquid at 80 °C [115]. The electro-
catalytic action of the Pt nano-flowers for

200 nm

Anti-Solvent Approaches

Wong et al. [116] invented an ingenious two-
stage anti-solvent approach to 10-nm thick single
crystalline mesoporous ZnO nano-sheets by
means of firstly liquefying ZnO powders in
reline ionic liquid at 70 °C shadowed by relaxed
inoculation into a water bath as shown in Fig. 16.
Calcination of the recuperated precipitous, which
enclosed a combination of wurtzite ZnO and
Zn4CO;(OH)s-H>O segments the latter shaped by
cohort of carbonate and hydroxide ions resulting
from urea breakdown activated a topotactic
conversion connecting combination of vacuums
to create superior arbitrarily dispersed holes. The
calcined mesoporous ZnO nano-sheets displayed
great precise superficial areas and showed
approximately as active as profitable TiO; in the
photo-catalytic deprivation of methylene blue.

ethanol oxidation in acid solution demonstrated
to be approximately twice that of marketable Pt
black substance built upon the oxidation current
density. Fascinatingly, running the production at
other temperatures produced imprecise petals,
demonstrating the gentle association among
diffusive transference, nucleation and growth in
ionic liquids.
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FIG. 15. (a) High amplification SEM image of Pt nano-composites, (b-d) SEM images of Pt nanostructures
electrodeposited on glassy carbon at 80 °C for 60 min growth at different combinations of applied square-

wave potentials [115].

Wet Chemical Production of Nanostructures

With a convenient room-temperature
insignificant reduction of HAuCl, by a selected
acid in anhydrous reline ionic liquid, Sun and his
group  acquired  approximately  300-nm
polycrystalline gold-star moulded NPs restricted
through (331) and adjacent extraordinary index
surfaces [117]. The outcome is an outstanding
result in that neither kernels nor surfactant
additives were necessary. Besides the NPs
showing a steady pentagonal regularity,
additional star moulded gold NPs of numerous
outlets were likewise detected and, through
solely regulating the gratified water, additional
single morphologies were obtained, comprising
snow-flake shape NPs and nano-thorns, as
presented in Fig. 17. Moreover, the star-formed
NPs verified to be active electro-catalysts,
through a 150 mV optimistic change of the start
potential for H,O, drop and over a 14 folding
improvement in drop current density associated
with that on a polycrystalline gold electrode, a
product qualified to the attendance of high-index
surfaces.
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FIG. 16. (Top) An anti-solvent methodology for the production of ZnO nanosheets. (Bottom) Graphical

demonstration of the anti-solvent technique for shape-controlled synthesis of varied ZnO
nanostructures [118].

FIG. 17. SEM i images of (a) star-shaped and (b) snow-ﬂake like gold NPs. (c) TEM image of gold nano-
thorns [117].
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Toxicity of Ionic Liquids

Up to now, what the authors mentioned
regarding the ionic liquids and their roles in
nanoparticle ~ preparation is  promising.
Nevertheless, ionic liquids frequently utilized up
to the present time are toxic in nature, which has
been verified by numerous toxicological
statistics intended at an extensive choice of
creatures. However, scientists need to discover
innovative approaches to take benefit of the non-
volatile nature of ionic liquids not exposed by
typical liquid media [119]. Moreover, this
feature must also be deliberated when the
toxicological concern of ionic liquids is studied.
The toxicological investigation of ionic liquids
has been always verified; for instance, toxicity
bioassessment consuming plants [120] and
measurable construction property association
modeling [121] have together appeared in the
articles. The adaptable nature of ionic liquids
once more represents the authority of designer-
solvents; specifically, ionic liquids can be
intended to be harmless. Through the adjacent
partnership between toxicologists and scientists,
greener and better-organized ionic liquids can be
achieved.

Conclusions

Nanostructured metals represent an important
class of nanomaterials  with  multiple
applications, such as: optics, sensors, catalysts
and magnetic recording media, among others.
The properties (optical, electronic, magnetic and
catalytic) that metallic nanoparticles exhibit have
a strong dependence on their shape and size, as
well as on the nature of the metal or metals
involved.

Ionic liquids and their technological
applications constitute an exciting and emerging
field of research. Although in the beginning,
most of the research was related to their use in

"Green Chemistry", great advances were
subsequently made using the ILs in various
applications and advanced electrochemical
devices. In addition, the use of ILs in the design
of nanomaterials is one of the most current and
promising fields in nanotechnology due to the
very diverse applications of these compounds.

A rapid growth with a great potential can be
noticed in metallic nanoparticle synthesis, which
potentially leads to generate functional materials.
To achieve this objective, it is clear that a
multidisciplinary interaction and collaboration
between biologists, chemists, physicists and
engineers is needed in order to solve this
synthesis issue of particles with desired
characteristics. This, perhaps, leads to study their
properties and their effects on the environment,
as well as to explore new applications of the
nanostructured metallic materials that are
sustainable to be utilized.

Finally, ionic liquids propose incredible
chances and open fascinating viewpoints for
producing well-arranged nanostructures inside
an anhydrous or low containing water medium.
The authors accomplish this review article by
proposing their views on the progress of the
arena, indicating to zones of unblemished and
fascinating service which will confidently realize
achievement in the upcoming years.
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Abstract: We test the consistency with which Simmons’ model can predict the local
current density obtained for flat metal-vacuum-metal junctions. The image potential
energy used in Simmons’ original papers had a missing factor of 1/2. Beside this
technical issue, Simmons’ model relies on a mean-barrier approximation for electron
transmission through the potential-energy barrier between the metals. In order to test
Simmons’ expression for the local current density when the correct image potential
energy is included, we compare the results of this expression with those provided by a
transfer-matrix technique. We also consider the current densities provided by a
numerical integration of the transmission probability obtained with the WKB
approximation and Simmons’ mean-barrier approximation. The comparison between
these different models shows that Simmons’ expression for the local current density
actually provides results that are in good agreement with those provided by the
transfer-matrix technique, for a range of conditions of practical interest. We show that
Simmons’ model provides good results in the linear and field-emission regimes of
current density versus voltage plots. It loses its applicability when the top of the
potential-energy barrier drops below the Fermi level of the emitting metal.

Keywords: Field Electron Emission, Theory, Metal-Vacuum-Metal Junction, Transmission

Probability, Mean-Barrier Approximation, Transfer-Matrix Technique.
PACS: 85.30.Kk, 79.70.+q, 03.65.Nk.

I. Introduction

Analytical models are extremely useful for
the study of field electron emission. They
provide indicative formulae for the emission
current achieved with given physical
parameters.  This  enables  quantitative
understanding of the role of these parameters.
Analytical models also support the extraction
of useful information from experimental data.
They certainly guide the development of

technologies. These analytical models depend
however on a series of approximations,
typically the WKB (JWKB) approximation for
the transmission of electrons through a
potential-energy barrier [1-4]. It is therefore
natural to question the accuracy of these
models.

Corresponding Author: Alexandre Mayer

Email: alexandre.mayer@unamur.be



Article

The accuracy with which the Murphy-
Good formulation of Fowler-Nordheim
theory [5-8] actually accounts for field
electron emission from a flat metal surface
was investigated in previous work [9-13].
The approach adopted by Mayer consists of
comparing the results of this analytical
model with those provided by a transfer-
matrix technique [11-14]. This technique
provides exact solutions of Schrodinger’s
equation for this field-emission process. The
comparison  with  the  Murphy-Good

expression Jvg = (wkgT/d)/ sin (nI;BT) X

3

atz?®d 'F2exp [—va(DE/F] for the current
density obtained with an applied electrostatic
field F, a work function ® and a temperature
T revealed that the results of this analytical
model are essentially correct, within a factor
of the order 0.5-1. In the Murphy-Good
expression, a=1.541434 x 107 A eV V2, b
= 6.830890 eV* V nm™' [10], ks is
Boltzmann’s constant, # and vg are
particular values of well-known special
mathematical functions that account for the
image interaction [7, 15], d = heF/
(2tgV2m®d) with e the elementary positive
charge and m the electron mass. # is
Planck’s constant A/2z. This study enabled
the determination of a correction factor Amc
to use with the Murphy-Good expression in
order to get an exact result [13].

The objective of the present work is to
apply the same approach to the analytical
model developed by Simmons for the local
current density through flat metal-vacuum-
metal junctions [16-20]. Simmons’ original
model is widely cited in the literature. It was
however noted that the image potential energy
used in the original papers missed out a factor
of Y2 [18, 21]. An error in the current density
obtained for a triangular barrier in the low-
voltage range (Eq. 25 of Ref. 16) was also
mentioned [20]. Beside these technical issues,
Simmons’ original model relies on a mean-
barrier approximation for the transmission of
electrons through the potential-energy barrier
in the junction. It is natural to question this
approximation and test the accuracy of the
equation proposed by Simmons for the current
density obtained in flat metal-vacuum-metal
junctions when the correct image potential
energy is included. We use for this purpose the
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transfer-matrix technique, since it provides
exact solutions for this barrier model. This
work aims to provide a useful update and a
numerical validation of Simmons’ model.

This article is organized as follows. In Sec.
II, we present the transfer-matrix technique
that is used as reference model for the
quantum-mechanical simulation of metal-
vacuum-metal junctions. In Sec. III, we
present the main ideas of Simmons’ theory.
This presentation essentially focusses on the
results that are discussed in this work. In Sec.
IV, we compare the results of different models
for the current density obtained in flat metal-
vacuum-metal junctions. We finally conclude
this work in Sec. V.

II. Modeling of Metal-Vacuum-
Metal Junctions by a Transfer-
Matrix Technique

The metal-vacuum-metal junction
considered in this work is represented in Fig.
1. For this particular example, a static
voltage V of 5 V is applied between the two
metals. These metals have a Fermi energy &g
of 10 eV and a common work function @ of
4.5 eV. The gap spacing D between the two
metals is 2 nm. We refer by u; to the Fermi
level of the left-side metal (Region I). The
Fermi level of the right-side metal (Region
III) is then given by pm = u1 — eV, where e
refers to the elementary positive charge. For
convenience, when presenting Simmons’
theory, we will use the Fermilevel i1 of the left-
side metal as reference (zero value) for all
potential-energy values discussed in this
work. The total electron energy E will also be
defined with respect to u1. We will only
consider positive values for the applied
voltage V, so that the net electron current
will always flow from the left to the right.
The potential energy in Regions I and III is
then given by Vi = ur —eg and Vin = w1
—eV —gg. The potential energy in the
vacuum gap (0 <z < D) is given by V(z) =
U+ © — eFz + Vinaee (2), where F=V/D is
the magnitude of the electrostatic field
induced by the voltage V. Vimag(z) refers to
the image potential energy that applies to an
electron situated between two flat metallic
surfaces (see Eq. 7 in Sec. III). This vacuum
region is also referred to as Region I1.
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Representation of the potential energy

M1
______________ e_ -
Region | Region I ]
= 0 L ] pn = pp — eV
d =450\
E = 10eV | Region llI
—D_: metal
Vi 0T
1 1 L | - PR 1
0 0.5 1.5 2 Vin

z (nm)

FIG. 1. Potential energy in a metal-vacuum-metal junction. A static voltage V of 5 V is applied. The gap
spacing D is 2 nm. We take for convenience the Fermi level u; of the left-side metal as reference for the

potential-energy values.

In order to establish scattering solutions in
cartesian coordinates, we assume that the wave
functions are periodic along the lateral x and y
directions (these directions are parallel to the
flat surface of the two metals). We take a
lateral periodicity L of 10 nm for the wave
functions (this value is sufficiently large to
make our results independent of L). The
boundary states in Region I and III are given
respectively by:

Lt /=
\Pi,]’ @) =

+i |2(E-v) k2 k2 .z

ek ix+ky jy) o ? ¥i” g=iEt/h

L+ =
V(@) =

and

. +i |22 (E-vy)-k2.~K2 .z .
el(kx_ix+ky_jy)e—Jh2( m)=kiiky j e—lEt/h’

where i = vV—1 and the =* signs refer to the
propagation direction of these boundary
states relative to the z-axis. E is the total
electron energy. ky; = i** and k,; = j2*
are the lateral components of the
wavevector (i and j are two integers also
used to enumerate the boundary states).
2

E, = E — 2—(k?+k2;) corresponds to the
normal component of the electron energy.

By using a transfer-matrix technique, we can
establish scattering solutions of Schrodinger’s

2

equation [:—mA + V(?)] V(R t) = ih2P (P 0).
The of propagating the
boundary states ‘I’P}i of Region III across the

vacuum gap (Region II). Since the potential
energy is independent of x and y, there is no

idea consists

coupling between states associated with
different values of i or j and one can consider
the propagation of these states separately. For
the propagation of these states, we assume that
the potential energy in Region II varies in
steps of width Az along the direction z. For
each integer s ranging backwards from D/Az
to 1, the potential energy is thus replaced by
the constant value V; = %[V((s—l)Az)+V(sAz)].
The solutions of Schrodinger’s equation are

then (1) simple plane waves
. [2m . [2m
i /—(Ez—vs)z =i /—(Ez—Vs)Z
Age # Bge # when
2 ..
E, = E — 2 (k2+k2;) > Vg, (ii) real

2m
. - ,—(Vs—Ez)Z
exponentials Ase W +

2m
[~Z(Vs—EnzZ ooy 1
BgeN '’ when E, < Vs or (iii) linear

functions Ag + Bsz when E, = ;. One can
get arbitrarily close to the exact potential-
energy barrier by letting Az — 0 (we used
Az=0.0001 nm). The propagation of the states

‘P{I}i across Region II is then achieved by
matching continuity conditions for the wave
function ¥ and its derivative ‘;—j at the
boundaries of each step Az, when going
backwards from z = D to z =0 [11]. The layer-
addition algorithm presented in a previous
work should be used to prevent numerical
instabilities [22]. The solutions finally

obtained for z = 0 are expressed as linear
combinations of the boundary states Pt in

Lj
Region L.
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This procedure leads to the following set of
solutions:

z<0 z2D
™

@t o preglt —+pl— 11, +

Wij = To Wiy + T ey = Wiy, M
z<0 | . zzD T

P o proglt gl & @lll-

Wij =Ty Wi +Tij ¥y = %) &

where the complex numbers Tt correspond to

LJj
the coefficients of these solutions in Region 1.

We can then take linear combinations of
these solutions in order to establish scattering
solutions that correspond to single incident

states ‘I’” in Region I or ‘P{I}_ in Region III.
These solutions will have the form
+ z’iO L+ —+ I—ZE-\D ++\gllL+
Wi = Wi Sy = ST @)
z=<0 zzD
Vi B SV B W ASHYT @

where the complex numbers S;7" and ;"
provide respectively the coefficients of the
transmitted and reflected states for an incident
state ‘P”’ in Region I. The complex numbers
S;; and S;’j_ provide respectively the
coefficients of the transmitted and reflected
states for an incident state ‘IJL-IVI}’_ in Region III.

These coefficients are given by S;/" =
-1 -1

++ —+ _ [+ P ——

[T soft =TT s Sij =T
-1

—+[++ +— +— _
Tij [Ti.jJ Tij and Sij =
_ +4+1" +— [23]

757 T3y

These scattering solutions are finally used
to compute the local current density J that
flows from Region I to Region III. The idea
consists of integrating the contribution of each
incident state ‘PLI;' in Region I (this provides
the current-density contribution moving to the
right) as well as the contribution of each
incident state LPiI,I}’_ in Region III (this
provides the current-density contribution
moving to the left). The net value of the
current density is given by the difference
between these two contributions. The detailed
expression for the current density J has been
established in previous work [24-26]. It is
given formally by:

_ 12e VL) | o++ |2 _
Jom =5 Zij filE) - &t dE
L2e ®s VL) | o= |2
g g 2y fun B P |Si T dE,(9)
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where the summations are restricted to
solutions that are propagative both in Region I

and Region III. This requires E, =F —
2 (2 +2;) > max(Vy, Vi)
YL = %\/Zh_rzn(’ff"l) and Vi, (i,j) =

% /zh—’;(EZ—vm) represent the normal component

of the electron velocity in Regions I and III.
VIIL (i, ) |S-+-+ 2 nd VLG, D
vy VI (i, )
the transmission probability Dpyy of the
potential-energy barrier in Region II, at the
normal energy E,. fi(E)=1/{1+
exp[(E — ) /ksT1} and fum(E) =
1/{1 + exp[(E — pyp)/kgT]} finally refer to
the Fermi distributions in Regions I and III
[27].

__2
|S ij | both represent

One can show mathematically that Eq. 5,
with L >> 1, is equivalent to:
AN(Ez)Drm (E)dE,, (6)

[oe]

Jmm = fmaX(Vlell)

where the integration is over the normal
energy E, instead of the total energy E.

VI, (i, j 2 VL3, j —12 .
Dim(E,) = Tijj)) st = ﬁ S5 s
the transmission probability of the potential-
energy barrier at the normal energy E,.
AN(E,) = Ni(E,) — Niu(E,), with Ni(E,) =

mme E,—
akgTIn [1 + exp (— ?;fl)] and
Ni(E,) = ™k Tin [1 +
_ E,—uj+evV ..
exp ( T )] represent the incident

normal-energy distributions of the two
metals. This expression of the local current
density is more standard in the field
emission community.

For the integration over E in Eq. 5 or E, in
Eq. 6, we use a step AE of 0.01 eV. It was
checked that Eq. 5 and Eq. 6 provide
identical results. A room temperature 7" of
300 K is assumed in this work.

III. Simmons’ Model for the
Current Density in Flat Metal-
Vacuum-Metal Junctions

We present now the main ideas of
Simmons’ model for the local current density
through a flat metal-vacuum-metal junction
(see Fig. 1). This presentation focuses on the
results that are actually required for a
comparison with the transfer-matrix results.
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We keep for consistency the notations

introduced in the previous section.

A. Potential-Energy Barrier

The potential energy in the vacuum gap
(0 <z<D)is given by [16]:

2
V(Z)—,ul-i-CD—BFZ—le L

24meg L2z
5t (- 5] o

where the last term of Eq. 7 accounts for the
image potential energy Vimag(z) that applies to
an electron situated between two flat metallic
surfaces [28]. In Simmons’ original papers
[16, 17], there is a factor 1/2 missing in the
image potential energy. This factor 1/2, which
is included for correction in Eq. 7, comes from
the self-interaction character of the image
potential energy (the image charges follow
automatically the displacement of the electron
and work must actually only be done on the
electron). This technical error was mentioned
later by Simmons [18]. It was also pointed out
in a paper by Miskovsky et al. [21].

In order to derive analytical expressions for
the local current density, Simmons introduces
a useful approximation for the image potential

energy: Vimage(z) =
potential energy in the vacuum gap can then
be approximated by:

V() =uy+P—eFz—1.151 ®)

(D z)’

e? In2
16meg D °
corrected expression for A; this includes the
missing factor V2.

where A =

We provide here a

B. Mean-Barrier Approximation for the
Transmission Probability

With E,=F —%(k%+ky2) the normal
component of the energy, the probability for
an electron to cross the potential-energy
barrier in Region II is given, within the
simple WKB approximation,[1-4] by:

2\% Zy _ 1/2
[PV (2) - E,1V?dz),

)]
where z; and z, are the classical turning
points of the barrier at the normal energy E,

(i.e., the solutions of V(z)) = V(z,) = E, with
z1 < z2). Simmons then replaces V(z) by V(z)

Dykp = exp {—

= ur + @(z), where ¢p(z) = ® — eFz + Vimage(2)
represents the difference between V(z) and
the Fermi level u; of the left-side metal (this is
the metal that actually emits electrons for a
positive voltage). He finally proposes a
mean-barrier ~ approximation for  the
transmission probability [16]:

__(Ez_

Dgim = exp {_
HI)]1/2}9

where Az = z> — z; represents here the width
of the barrier at the Fermi level of the left-side
metal (e, for E, = ). ¢=
) 212 ¢ (z)dz represents the mean barrier

zp-z1 Y2
height above the Fermi level of the left-side
metal. f is a correction factor related to the
mean-square deviation of ¢(z) with respect to
¢ [16]. For the barrier shown in Eq. 7 (image
potential  energy  included), = Simmons
recommends using f = 1. The mathematical
justification of Eq. 10 can be found in the
Appendix of Ref. 16.

(10)

C. Analytical Expression for the Local
Current Density

In his original paper [16], Simmons
proposes a general formula for the net local
current density J that flows between the two
metals of the junction (see Eq. 20 of Ref. 16).
The idea consists of integrating the
contribution to the current density of each
incident state in the two metals (the
transmission of these states through the
potential-energy barrier is evaluated with Eq.
10). Different analytical approximations were
introduced by Simmons to achieve this result
(in particular, in Eqgs. 15, 16 and 18 that lead
to Eq. 20 of Ref. 16; they require
2ompAz(¢ + eV)/2 >> 1). The temperature-
dependence of the current density was
established in Ref. 19. The final expression,
which accounts for the temperature, is given

by:

nBkgT
]Sim =.]0 sm(nB]?c T) X {d) exp( A¢1/2) -
(¢ +eV) exp(—A(¢ + eV)/?)}, (11)
where Jo = 2 A= ZWBAZ and B =
2¢1/2 The term J, ¢ exp(—Ap?/?) accounts

for the current moving to the right. The term
Jo (¢ +eV) exp(—A(¢p +eV)'/?)  accounts
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for the current moving to the left. The
temperature-dependence is contained in the

B kBT
sin(mBkgT) [19, 291.

previously, a temperature 7 of 300 K is
considered in this work.

factor As mentioned

For a potential-energy barrier approximated
by Eq. 8, Simmons provides an approximation
for the classical turning points at the Fermi
level of the left-side metal [16]. If eV < @,
with @ the local work function, these turning
points are given by:

z, = 1.2AD/®

=D[1—-921/(3D + 41 —2eV)] + z;

(12)

Otherwise, if eV > @, they are given by:

zy=12AD/®
D
Z, = (& — 5.6)) (E)

These expressions are calculated with the

(13)

e? In2
16meg D °

compute the width Az = z, — z; of the barrier
at the Fermi level of the left-side metal as
well as the mean barrier height ¢ above this
Fermi level (¢ represents the mean barrier
height, over the range Az, experienced by an
electron tunneling with a normal energy
equal to the left-side Fermi level) [16]. The
result is given by:

corrected factor A = We can then

— eV(zy+2z;)

$ =L ] (14)

With Simmons’ recommendation to use
[ =1, we can compute each quantity in Eq.
11. This is the equation we want to test
numerically by comparing its predictions with
the results of the transfer-matrix technique.
Jsim depends on  the  mean-barrier
approximation of the transmission probability
(Eq. 10), on the analytical approximations
introduced by Simmons to establish Eq. 11
and on Eqgs. 12, 13 and 14 for Az = z» — z;
and ¢.

1.15AD [22 (D—-2z4)

Z2—2Z1 z,(D—23)

D. Numerical Expressions for the Local
Current Density

It is actually possible to integrate
numerically the transmission probability Dg;,
provided by Eq. 10. By analogy with the
current density Jrm provided by the transfer-
matrix formalism, the current density obtained
by the numerical integration of Dg;, will be
given by:
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] Sim-num

~ ] @D (5

ij
— %(kg +k? )) dE

1 2e
N ) o (

Vi 75

IZh
— 2 (ki) ) dE (15)

= ® AIV(EZ)DSim(EZ)dEZ

max(Vy, Vi) (16)
in the standard formulation. Dg;,, is obtained
here by a numerical evaluation of Eq. 10 (Az
=z, — z; and ¢ are evaluated on the exact
barrier given in Eq. 7). The comparison of
Jsim-num With the results of Eq. 11 will
validate the approximations that lead to this
analytical expression.

It will also be interesting to consider the
current density obtained by a numerical
integration of the transmission probability
provided by the simple WKB approximation
(Eq. 9). The result will be given by:

]WKB

= . ZeJ ZfI(E)DWKB

_ (k,2”+k2 )) dE
1 Zef Zf (E)D (E
ZTh), 111 WKB

gy

— :2 (k2412 ; )) dE 17

= (% AN (E,)Dwxg(E,)dE,

max (Vi Vi)

(18)

in the standard formulation. Jwks will enable a
useful comparison with Simmons’ theory
given the fact that the transmission probability
used by Simmons is actually an approximation
of the WKB expression.

IV. Comparison between Different
Models for the Local Current
Density

We can compare at this point the local
current densities provided by the transfer-
matrix technique (Jtm by Eq. 5 or Eq. 6),
Simmons’ analytical expression (Jsin by Eq.
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11), a numerical integration of Simmons’
formula for the transmission probability
(Jsim-num by Eq. 16) and a numerical
integration of the transmission probability
provided by the WKB approximation (Jwks by
Eq. 18).

In order to understand the different
regimes that appear in typical J-V plots, we
will start by showing the dJ/dE distributions
obtained for a few representative cases. This
will illustrate the “linear regime” and the
“field-emission regime” that are indeed
appropriately described by Simmons’
equation 11. In the ‘linear regime”, the
difference u1 —um between the Fermi level of
the two metals is smaller than the width of
the total-energy distribution of the right-
flowing and left-flowing contributions to the
current. These two contributions tend to
cancel out except in an energy window of
the order of g1 — pm, which is equal to eV.
In the “field-emission regime”, the Fermi
level pmn of the right metal is sufficiently far
below u; to make the contribution of the left-
flowing current negligible. The diode current
is essentially determined by the right-flowing
current, which increases rapidly with V. The
“flyoverregime” will be beyond the predictive
capacities of Simmons’ theory. In this regime,
the top Viep of the potential-energy barrier
drops below ui, so that electrons at the Fermi
level of the left metal can fly over the top of

Representation of the potential energy

5

V(z) (eV)

-10

z (nm)

this barrier, provided E, = E — %(kacyz) >
Vtop-

We consider for the moment a gap spacing
D of 2 nm and three representative values of
the applied voltage V: 0.5 V, 5 V and 30 V.
The potential-energy distribution V(z) and the
total-energy distribution of the current density
dJ/dE obtained for these values of the applied
voltage are represented in Figs. 2, 3 and 4. The
dJ/dE distributions are calculated by the
transfer-matrix technique.

With an applied voltage V of 0.5 V (Fig.
2), the Fermi level ym = 1 —eV of the right-
side metal ("Region III’) is 0.5 eV below the
Fermi level u of the left-side metal ("Region
I’). The rightwards-moving and leftwards-
moving currents in the junction cancel out
except in the energy window between um and
tr (£ a few kgT, as a result of the effect of
temperature on the electron energy
distributions  fi(E) and fin(E)). The
integrated net current density J that flows
from left to right is 1.5 X107 A/cm?. We are
in the “linear regime” of the J-V plot. The
net current density J depends indeed
essentially on the separation between um
and w1, which is equal to eV. The mean
barrier height ¢ at the Fermi level is 3.2 eV.
Since eV ¢, Eq. 11 will predict a linear J-
V dependence in this regime.

Total—energy distribution

4x1078

dJ/dE (A/cm?.eV)

2x1078

o L . I . L
-0.6 -0.4 -0.2

E—xy (eV)

FIG. 2. Potential energy V(z) (top) and total-energy distribution of the current density dJ/dE (bottom) for an
applied voltage V of 0.5 V. dJ/dE is calculated by the transfer-matrix technique. We take for
convenience the Fermi level y; of the left-side metal as reference for the potential-energy values.
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With an applied voltage V of 5 V (Fig.
3), the Fermi level i = 1 — eV of the right-
side metal is 5 eV below the Fermi level u
of the left-side metal. The net current that
flows through the junction is essentially
determined by the right-flowing current from
the left-side metal ("Region I”). The left-
flowing current from the right-side metal
(’Region III”’) only contributes for normal
energies 5 eV or more below ui. Its
influence on the net current is negligible.
The local current density J that flows from
left to right is 6.2 A/cm?. The total-energy

Representation

Mayer et al.

distribution of the local current density
dJ/dE (shown in Fig. 3) is a classical field-
emission profile. The electrons that are
emitted by the left-side metal cross the
potential-energy barrier in the junction by a
tunneling process. The local current density J
increases rapidly with V. We are in the “field-
emission regime” of the J-V plot. The mean
barrier height ¢ at the Fermi level is 2.6 eV in
this case. Since eV> ¢, Eq. 11 will predict a
non-linear J-V dependence.

of the potential energy

V(z) (eV)

-10

-15

z (nm)

Total—energy distribution

T

20

dJ/dE (A/cm?.eV)
10

o L L L s |

-1.5 -1

-0.5

E—u (eV)

FIG. 3. Potential energy V(z) (top) and total-energy distribution of the current density dJ/dE (bottom) for an
applied voltage V of 5 V. dJ/dE is calculated by the transfer-matrix technique. We take for convenience
the Fermi level p; of the left-side metal as reference for the potential-energy values.

With an applied voltage V of 30 V (Fig.
4), the top Vi, of the potential-energy
barrier drops below the Fermi level ui of the
left-side metal. All incident electrons with a
normal energy E,=F — %(k,%+kyz) > Viop
can actually cross the junction without
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tunneling, although  quantum-mechanical
reflection effects will occur. There is no
classical turning point z; or z, at the Fermi
level up of the left-side metal and Simmons’
model for the transmission probability Dg;,
and the local current density Jsin loses any
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applicability. The mean barrier height ¢ at the
Fermi level can not be calculated in this case,
since the turning points z; and z» are not
defined. We are in the “flyover regime” of the
J-V plot. It is probably interesting for future

work to extend Simmons’ theory so that it also
applies in this regime. It has been shown by
Zhang that in the flyover regime, it is
necessary to account for space charge effects
[30].

Representation of the potential energy
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FIG. 4. Potential energy V(z) (top) and total-energy distribution of the current density dJ/dE (bottom) for an
applied voltage V of 30 V. dJ/dE is calculated by the transfer-matrix technique. We take for
convenience the Fermi level p; of the left-side metal as reference for the potential-energy values.

There is also the possibility that at very
high current densities, the junction heating
will be so great that junction destruction will
occur. We are not aware of any work on this
effect that is specifically in the context of
MVM devices, but for conventional field
electron emitters, it is usually thought [31, 32]
that heating-related destructive effects will
occur for current densities of order 107 to 108
A/cm? or higher. The situation can become

very complicated if in reality there are
nanoprotrusions on the emitting surface that
cause local field enhancement, and hence local
enhancement of the current density, or if
heating due to slightly lower current densities
can induce the formation and/or growth of
nanoprotrusions by means of
thermodynamically driven electroformation
processes. Detailed examination of these
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heating-related issues is beyond the scope of
the present work.

The J-V plot finally obtained for an applied
voltage V that ranges between 0.01 V and 100
V is represented in Fig. 5. The figure
represents the local current density Jm
obtained by the transfer-matrix technique (Eq.
5 or Eq. 6; the results are identical), the
current density Jwkgs obtained by a numerical
integration of Dwgkg (Eq. 18), the current
density Jsim-num oObtained by a numerical
integration of Dg;,, (Eq. 16) and the current
density Jsim provided by Simmons’ analytical
model (Eq. 11). These results correspond to a
gap spacing D of 2 nm. The linear, field-
emission and flyover regimes are clearly
indicated. The results provided by the different
models turn out to be in excellent agreement

Mayer et al.

up to a voltage V of 10 V. Jsim-num deviates
progressively from the other models beyond
this point. The agreement between Jrm, Jwks
and Jsim is remarkable, considering the fact
that the current density varies over 19 orders of
magnitude for the conditions considered.
Simmons’ analytical model (Eq. 11) turns out
to provide a very good estimate of the
current density achieved in the linear and
field-emission regimes. Simmons’ analytical
model however stops working when Eqs. 13
and 14 do not provide 5 = 0, which is the
case in the flyover regime (the top of the
potential-energy barrier drops indeed below
the Fermi level u; of the left-side metal and
Eq. 10 for the transmission probability loses
any applicability).

Representation of the J—V data
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FIG. 5. J-V plot for a metal-vacuum-metal junction whose gap spacing D is 2 nm. The four curves
correspond to Jrm (solid), Jwks (dashed), Jsim-—num (dot-dashed) and Jsim (dotted). These results
correspond to a common work function ® of 4.5 eV, a Fermi energy €r of 10 eV and a temperature 7 of

300 K.

Fig. 6 shows more clearly the differences
between the different models. This figure
presents the ratios Jwks/Jt™, Jsim-num/JTM and
Jsim/Jtm between the current densities Jwks,
Jsim-num and Jsim provided by Egs. 18, 16 and
11 and the transfer-matrix result Jrm (Eq. 6).
The figure shows that Jwks, Jsim-num and Jsim
actually follow the transfer-matrix result Jrm
within a factor of the order 0.5-2 up to an
applied voltage V of 10 V. The current density
Jwks obtained by a numerical integration of
Dwkg Wwith respect to normal energy (Eq. 18)
follows in general the transfer-matrix result
more closely. The current density Jsim derived
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from Simmons’ theory still provides very
decent results. Jsim (Eq. 11) is the analytical
expression derived by Simmons (main focus
of this article). Jwks and Jsim-num require a
numerical evaluation of the transmission
probability (by Eq. 9 or Eq. 10) and a
numerical integration of this transmission
probability with respect to normal energy to
finally obtain the current density. They are
presented only for comparison. We note that
Jwke tends here to overestimate the local
current densities. This behavior was already
observed with the Schottky-Nordheim barrier
that is relevant to field electron emission from
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a flat metal, when considering normal energies
in the vicinity of the Fermi level of a metal
whose physical parameters are the same as
those considered at this point (O = 4.5 eV and
er=10 eV) [11, 12]. As shown in Ref. 13,
underestimation of the local current densities
by the simple WKB approximation is also
possible for smaller values of &r. We note
finally that Jsim-num and Jsim provide close
results up to an applied voltage V of 10 V.
This proves that the approximations that lead
to Jsim are reasonable up to this point. Jsim-num,
which is based on a numerical integration of

Dg;,, starts then over-estimating the current
density. Simmons’ mean-barrier
approximation is actually a poor model of the
transmission probability when the potential-
energy barrier becomes too small (we can
indeed have E,—u; > ¢ for values of E, that
have a non-negligible AN(E,), while in reality
E,—u1 < ¢(2) in the potential-energy barrier).
Simmons’ analytical expression for the local
current density (Jsim by Eq. 11) appears to be
more robust in these conditions. Jsim-num and
Jsim can not be applied in the flyover regime.

WKB & Simmons formulas vs Transfer Matrix

2
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1
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FIG. 6. Ratio Jwks/Jtm (dashed), Jsim-num/Jr™ (dot-dashed) and Jsim/JTm (dotted) for a metal-vacuum-metal
junction whose gap spacing D is 2 nm. These results correspond to a common work function © of 4.5
eV, a Fermi energy &g of 10 eV and a temperature 7 of 300 K.

We finally provide in Table 1 a more
systematic study of the ratio Jsim//Tm between
the current density Jsim provided by Simmons’
analytical model (Eq. 11) and the current
density Jrm provided by the transfer-matrix
technique (Eq. 6). These Jsin/JTm ratios are
calculated for different values of the gap
spacing D, work function ® and applied
voltage V. The values considered for D (0.5, 1,
2 and 5 nm), ® (1.5, 2,... 5 eV) and V (0.01,
0.1, 1 and 10 V) are of practical interest when
applying Simmons’ theory for the current
density in metal-vacuum-metal junctions. The
results show that Simmons’ analytical
expression for the local current density
actually provides results that are in good

agreement with those provided by the
transfer-matrix  technique. The factor
Jsim/Jtm  that expresses the difference
between the two models is of the order 0.3-3.7
in most cases. Simmons’ model obviously
loses its applicability when Eq. 14 for ¢
predicts a mean barrier height at the left-side
Fermi level ¢ < 0. In conditions for which
¢ = 0, Simmons’ analytical expression (Eq.
11) turns out to provide decent estimations
of the current density J that flows in the
metal-vacuum-metal junction considered in
this work. This justifies the use of Simmons’
model forthese systems.
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TABLE 1. Ratio Jg;/Jrm between the local current density Jg;,, provided by Simmons’
analytical model and the current density Jyy; provided by the transfer-matrix technique, for
different values of the gap spacing D, the common metal work function ® and the applied
voltage V. The Fermi energy ¢ is 10 eV and the temperature 7 is 300 K.

D=0.5 nm
®(eV) V=0.01V V=0.1V V=1V V=10V
1.5 / / / /
2.0 / / / /
2.5 / / / /
3.0 / / / /
3.5 0.362 0.367 0.327 /
4.0 0.470 0.478 0.558 /
4.5 0.481 0.489 0.587 /
5.0 0.462 0.470 0.562 /
D=1 nm
®(eV) V=0.01V V=0.1V V=1V V=10V
1.5 0.872 0.871 / /

2.0 1.811 1.898 2.605 /
2.5 1.562 1.630 2.550 /
3.0 1.265 1.312 1.969 /
3.5 1.029 1.062 1.511 /
4.0 0.852 0.876 1.189  0.088
4.5 0.721 0.739 0.964 1.494
5.0 0.622 0.635 0.802 1.993
D=2 nm
®(eV) V=0.01V V=0.1V V=1V V=10V
1.5 2.781 3.056 3.670 /
2.0 2.137 2.297 3.604 /
2.5 1.594 1.687 2.633 /
3.0 1.218 1.275 1.893  0.961
3.5 0.962 0.999 1.409 1.205
4.0 0.784 0.809 1.092 1.482
4.5 0.656 0.674 0.877 1.259
5.0 0.563 0.576 0.726 1.097
D=5 nm
®(eV) V=0.01V V=0.1V V=1V V=10V
1.5 1.328 1.411 0.391 /
2.0 1.384 1.500 1.349  0.683
2.5 1.080 1.150 1.362  0.847
3.0 0.851 0.895 1.118 0.814
3.5 0.689 0.717 0.897 0.700
4.0 0.572 0.592 0.731  0.565
4.5 0.487 0.501 0.608 0.434
5.0 0.423 0.434 0.518 0.310
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It has been assumed in this modeling paper
that both electrodes are smooth, flat and
planar. This may not be an adequate modeling
approximation and it may be that in some real
devices, the electrostatic field near the
emitting electrode varies somewhat across the
electrode surface. In such cases, the ‘“real
average current density” is probably better
expressed as Juaw = an Jiocal, Where Jiocal 18 the
local current density at a typical hot spot and
the parameter o, (called here the “notional
area efficiency”) is a measure of the apparent
fraction of the electrode area that is
contributing significantly to the current flow.
However, there is no good present knowledge
of the values of either of these quantities. It is
also necessary to be aware that smooth-surface
conceptual models disregard the existence of
atoms and do not attempt to evaluate the role
that atomic-level wave-functions play in the
physics of tunneling. In the context of field
electron emission [33-35], it is known that
these smooth-surface models are unrealistic
and that the neglect of atomic-level effects
creates uncertainty over the predictions of the
smooth-surface models. At present, it is
considered that the derivation of accurate
atomic-level theory is a very difficult problem,
so reliable assessment of the error in the
smooth-surface models is not possible at
present. However, in the context of field
electron emission, our present guess is that the
smooth-surface models may over-predict by a
factor of up to 100 or more, or under-predict
by a factor of up to 10 or more. Recent results
obtained by Lepetit are consistent with these
estimations [36]. Uncertainties of this general
kind will also apply to the Simmons’ results
and to the results derived in this paper.

V. Conclusions

We used a transfer-matrix technique to test
the consistency with which Simmons’
analytical model actually predicts the local
current density J that flows in flat metal-
vacuum-metal junctions. Simmons’ analytical
model relies on a mean-barrier approximation
for the transmission probability. This enables
the derivation of an analytical expression for
the current density. In Simmons’ original
papers, there is a missing factor of 1/2 in the
image potential energy. This factor was
included for correction in our presentation of

Simmons’ theory. We then compared the
current density Jsim provided by this analytical
model with the current density Jrm provided
by a transfer-matrix technique. We also
considered the current densities provided by a
numerical integration of the transmission
probability  obtained with the WKB
approximation and Simmons’ mean-barrier
approximation. The comparison between these
different models shows that Simmons’
analytical model for the current density
provides results that are in good agreement
with an exact solution of Schrodinger’s
equation for a range of conditions of practical
interest. The ratio Jsim/JTm used to measure the
accuracy of Simmons’ model takes values of
the order 0.3-3.7 in most cases, for the
conditions considered in this work. Simmons’
model can obviously only be used when the
mean-barrier height at the Fermi level @ is
positive. This corresponds to the linear and
field-emission regimes of J-V plots. Future
work may extend the range of conditions
considered for this numerical testing of
Simmons’ model and seek establishing a
correction factor to wuse with Simmons’
equation in order to get more exact results.
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Abstract: Aerogels are a class of nanoporous structured material with a high specific
surface area, large porosity and open pore structure. Usually, they are produced by
substituting the solvent of a stable gel with air without affecting the 3-D network of the gel.
It is possible to engineer the produced material by controlling the precursors, gelling
mechanism and drying process. In this work, hybrid aerogel based on alginate and three
different types of carrageenan was produced using supercritical fluid technology. CO,-
induced gelation, as well as GdL-induced gelation, were evaluated for their effect on final
textural properties of the produced aerogel. CO,-induced gelation method shows enhanced
aerogel properties and can be further investigated for the scale-up application.
Nevertheless, GdL-induced gelation is easier to perform and produced a smaller specific
surface area aerogel if compared with CO,-induced gelation method. Hybrid alginate-
carrageenan aerogels were produced with high surface area (390-566) m*g" and large pore
volume (4.2-6.8) m*g" and with a mesoporous structure (3.2 — 26.8) nm. The produced
aerogels have great potential for future biotechnological and pharmaceutical applications.

Keywords: Hybrid Aerogel, Alginate, Carrageenan, Supercritical Fluid Extraction, Drug

Carrier.

Introduction

Aerogels are a class of nanoporous materials
that are prepared by removing the swelling
solvent of a gel without substantially affecting
the 3-D network of its structure [1]. The
hierarchical structure of aerogels produces many
unique properties, such as open pore structure
with extremely high porosities (greater than
90%), low thermal conductivity (10-30 W/m'K),
very low density (as low as 0.003 g-cm™) and
high surface areas (200-1000 m*g™). As a result,
aerogels have gained great attention for a various
range of applications, such as aeronautics,
energy conservation, environmental applications,

food, biomedicines, drug delivery, among many
other applications [2—7].

Due to non-toxicity, stability, availability and
renewability, natural polysaccharides and their
derivatives-based aerogels are gaining more
attention for biomedical and pharmaceutical
applications. Furthermore, they allow coupling
aerogel properties with their biodegradability,
biocompatibility = and  surface  functional
properties [9, 10].

In addition, the broad portfolio of bio-based
polysaccharides  allows  their use in
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pharmaceutical products with different routes of
delivery, target organs and/or drug release
profiles [5, 6, 11, 12]. Therefore, the drug
loading capacity is largely influenced by the
chemical structure of the matrix, porosity and
surface area of the aerogels. Surface alteration of
the gel can hugely play an important role in the
release and bioavailability of the entrapped drug,
whereas the absorption and release of drugs can
be adjusted by matrix synthesis conditions [13].

Polysaccharides are known also as glycans,
belonging to the carbohydrates. They are built
from mono-saccharides or sugars that are
covalently linked together by the glycosidic
bond, forming a linear or branched polymeric

Alnaief et al.

chain [14-16]. Alginate is a well-known
biopolymer known for its biocompatibility, low
toxicity, relatively low  cost, stability,
availability, renewability and simple gelation
methods. It is considered a prominent component
for food, textile and paper industries, as well as
for pharmaceutical and medical products [17].
Alginate is a negatively charged linear
polysaccharide composed of 1,4-linked B-D-
mannuronate (M) and 1,4-linked a-L-guluronate
(G) residues. G-blocks of alginate can generate
an “egg-box”-like structure hydrogel in contact
with divalent cations, such as Ca*", Ba®" and Sr*

(Fig. 1) [18].

Gulurenic acid Manuronic acid

MM Block GG Block MG Block
M-M-M-M-M-...........G-G-G-G-G-G-........... M-G-M-G -M-G-
(A) (B)
™~ Egg-box!'
Modell

G G- -

FIG. 1. General alginate, (A) block structure; (B) the formation of the “egg-box” model [14].

On the other hand, carrageenans are a family
of seaweed derived polysaccharides composed of
alternating a-(1,3) and B-(1,4) glycosidic links of
D-galactose and 3,6-anhydro-L-galactose repeat
units. Carrageenan contains high (15 — 40%)
sulfate ester contents. There are three major
types of carrageenans designated by the Greek
letters kappa, iota and lambda, which differ in
the degree of galactose unit sulforation and
dehydration. The sulfate groups impart an
anionic character and accordingly carrageenans
can undergo either thermotropic or ionotropic
gelation using cations, such as potassium and
calcium ions [19].

Hybrid aerogel has been investigated by
different researchers; it is composed of two or
more chemically or physically bound
components [20-22]. The main advantage of
such hybrid components is that they inherit the
intrinsic properties of aerogel with enhanced and
adjustable mechanical properties, wettability and
chemical functionality [23].
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The use of CO, as a gelation-inducing
method for alginate has been reported
previously [21, 24]. The technique has shown
some advantages over traditionally used
methods [25-27], such as the process allowing
to avoid ambient pressure solvent exchange with
the possibility of being directly combined with
subsequent supercritical drying, in addition, fast
depressurization  leads to  foam  like
hydrogel [28].

The aim of this study is to develop a hybrid
aerogel composed of alginate and different types
of carrageenans as the second biopolymer for
potential future work in drug delivery.
Moreover, this work demonstrates the use of
high-pressure CO, as well as the addition of
glucono delta-lactone (GdL) to induce cross-
linking of the hybrid biopolymers.

This preliminary characterization of hybrid
aerogel will form the basis for future work to be
carried on and for extending the use of such
aerogels into pharmaceutical applications as drug
loadings.
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Materials and Methods

Materials
Sodium  alginate, K-carrageenan, i-
carrageenan, A-carrageenan and  calcium

carbonate were purchased from Sigma Aldrich.
D-(+)-Glucono-delta-Lactone (GdL) was
obtained from Guangzhou Fischer Chemical Co.
Absolute ethanol was supplied by Solvochem,
Holland. Carbon dioxide (CO, 99.99%) was
provided by the Jordanian Gas Co., Jordan.

All chemicals were used as supplied without
any further modification.

Methods

Fig. 2 shows the general procedure of
preparation of aerogel from polysaccharide
precursors followed in this work. Firstly, the
precursor should be hydrated with deionized
water to prepare the needed concentration of the
biopolymer. Then, the sol is cross-linked using a
chemical or physical cross-linking method to
obtain a 3-D network hydrogel structure. After
the gel is aged, a stepwise solvent exchange is
used to convert the hydrogel into alcogel.
Finally, the solvent of the alcogel is removed
using supercritical fluid extraction leaving the
3-D nanoporous structure intact.

Crosslinking
and forming of
a stable gel

Precursor
mixing

Supercritical
extraction

Solvent
exchange

FIG. 2. General procedure of acrogel preparation using polysaccharide precursors.

Preparation of the Hybrid Aerogel

TABLE 1 shows the prepared samples in this
work. Two main process parameters were
investigated; namely: (1) carrageenan type and
(2) cross-linking method. Other parameters like

COs-induced gelation conditions (temperature,
pressure and time), solvent exchange process,
biopolymer ratios and biopolymer concentration
are still under investigation.

TABLE 1. Sample preparation conditions used in this work.

Sample ID First polymer Second polymer Mixing ratio  Cross-linking method
Al Alginate 1wt% Alginate 1 wt % 1:1 COs-induced gelation
L1 Alginate I1wt%  A-carrageenan 1 wt% 1:1 COs-induced gelation
11 Alginate Iwt%  {-carrageenan 1 wt% 1:1 COs-induced gelation
K1 Alginate I1wt%  k-carrageenan 1 wt% 1:1 COs-induced gelation
A2 Alginate 1wt% Alginate 1 wt % 1:1 GdL
L2 Alginate Iwt%  A-carrageenan 1 wt% 1:1 GdL
12 Alginate Iwt%  {-carrageenan 1 wt% 1:1 GdL
K2 Alginate Iwt%  k-carrageenan 1 wt% 1:1 GdL

The detailed procedure of the hybrid aerogel
preparation process is described below.

Preparation of the Biopolymer Solution

Sodium alginate and three different types of
carrageenan solutions (kappa k, iota i and
lambda A carrageenans) were prepared by
dissolving a certain amount of dry biopolymer
powder in deionized water to form the needed
concentration of the biopolymer solution. The
solutions were left under mixing for 24 hours to

ensure complete hydration of the biopolymer. An
amount of 0.1825 g CaCO; was mixed
vigorously with alginate solution for each gram
of sodium alginate used in the preparation. The
carrageenan solution was then added to the
alginate-CaCQO; suspension to prepare the
desired ratio.

Gelation

Two different procedures were used to induce
the release of Ca™ and make it available for
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cross-linking. The first approach used was CO,-
induced gelation. The second approach was the
addition of GdL to slowly reduce the pH of the
hybrid solution to induce cross-linking. In the
first one, the mixed suspension of the previous
step was transferred to cylindrical moulds and
placed in a 1L high-pressure stainless vessel.
CO, was pumped to the cylinder slowly to obtain
a pressure of 50 bar. This condition was kept
overnight at room temperature. The second
approach is based on the addition of GdL to the
alginate/carrageenan mixture to make a molar
ratio of 0.5 CaCOs;:GdL. The resultant
suspension was transferred to cylindrical moulds
and left overnight to gel.

Hydrogel to Alcogel

The water phase of the gel was replaced with
ethanol following a stepwise solvent exchange
process. The solvent exchange steps were: 10,
30, 50, 70, 90, 100, 100 wt%. In each step,
equilibrium was allowed over 24 hours.

Alcogel to Aerogel

The resulting alcogel produced in the
previous step was dried using a continuous flow
supercritical extraction  unit described
elsewhere [29]. Briefly, the wet gel was placed
in a temperature-controlled 500-ml stainless steel
vessel. CO, was pumped continuously from the
bottom of the vessel at a constant flow of 100
g/min using a high-pressure piston pump. The
vessel pressure was controlled using a pneumatic
backpressure valve and kept constant at 100 bar.
The COs-ethanol phase was driven to a
separation vessel. The condition of the
separation vessel was kept at about 60 bar and 40
°C to ensure phase separation. The solvent was
collected from the bottom, while the ethanol lean
CO, was recycled to the extraction vessel. The
extraction process was performed for over six
hours. Fresh CO, was introduced several times to
the extraction cycle.

Scanning Electron Microscopy (SEM)

The surface morphology of the samples was
obtained using Quanta FEG 450, SEM (FEI,
US). Before performing SEM analysis, the
samples were placed on stubs and coated with

TABLE 2 shows the textural properties of the
prepared samples, where a high specific surface
area from all preparations was achieved. The
maximum surface area was obtained from
alginate sample without any hybridization with
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platinum under vacuum atmosphere using
QI150R Rotary-Pumped Sputter Coater/ Carbon
Coater (Quorum Technologies, UK).

Surface Area and Porosity Analysis

The specific surface area and porosity of the
prepared particles were determined by Autosorb-
1 Series surface area and pore size analyzer,
Quantachrome, USA.

Results and Discussion

Alginate is a natural ionic polysaccharide
composed of repeated [-(1-4) linked D-
mannuronic acid and o-L-guluronic acid units. In
the presence of divalent cations like Ca®"
alginate form stable gel [30]. Carrageenan is a
natural polysaccharide composed of alternated
1,3-linked B-D galactose and 1,4-linked o-D-
galactose with various degrees of sulfatation.
Because of the half ester sulfate, carrageenans
are strong anionic and can form gel in the
presence of mono-or divalent cations [31].
Hybrid aerogel based on alginate and three
different types of carrageenan was prepared
following two different procedures. Both
procedures are categorized under the internal
setting method for the preparation of alginate
gel [8, 10, 24, 32, 33]. In this technique, the
well-dispersed CaCOj; in the biopolymer solution
will release the Ca™ ions upon lowering the pH
of the sol phase. After that, the cations will be
available for cross-linking and a homogeneous
cross-linking will take place.

CO, induced gelation method is relatively
new and was firstly proposed by Raman et al. as
a promising step toward continuous production
of alginate-based aerogels [24]. The pH of the
sol phase is reduced by forming carbonic acid
upon dissolving of CO, in the water phase at 50
bar pressure. the extent of carbonic acid
formation depends mainly on the system
temperature and pressure [34, 35]. The second
approach uses GdL (glucono-delta-Lactone),
which is the ester of gluconic acid. Upon contact
with water, the ester hydrolyzes forming
gluconic acid which in turn reduces the pH of the
sol phase [36-38].

another biopolymer (566 m¥g). Nevertheless,
hybrid aerogels have also a relatively high
specific surface area compared to alginate alone
(390 — 525 m?/g). Moreover, all preparation
results give a mesoporous structure with a pore
size range of 17.2 — 26.8 nm. The pore volume
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of the prepared samples was relatively large (4.2
-6.8)cm” g

It is possible to state that both approaches
produced comparable aerogel properties with a
slight improvement for the CO,-induced gelation
preparations in  comparison with GdL
preparations. The slight difference can be due to
the nature of pH reduction. In CO,-induced
gelation, carbon dioxide will continue to dissolve
in the water phase and pH will be reduced slowly
until equilibrium is reached. This allows a slow
release of Ca’" ions and the formation of a
homogeneous network. Using GdL reduces the
pH instantaneously upon addition to the polymer
solution and makes the Ca”" ions available for
cross-linking at once. L1 and L2 preparations
contain A-carrageenan-produced aerogel with the
highest specific surface area of 525 and 511
m’/g, respectively. This can be due to the
presence of three sulfated groups available for
cross-linking with Ca®" ions, whereas i-
carrageenans contain two sulfated group and «-
carrageenans contain one sulfated group.
Nevertheless, k-carrageenan aerogel preparation
shows better specific surface area if compared
with {-carrageenan. However, all preparations
result in a comparable pore volume and pore size
distribution. Raman et al. reported the
production of hybrid alginate-based aerogel and
other biopolymers, like starch, pectin and
carrageenan. The reported specific surface area
for A-carrageenan was 446 m’/g with 2.23 cm’/g

as a pore volume. With alginate alone, these
values were 586 m”/g and 5.97 cm’/g for specific
surface area and pore volume, respectively [24].
Gongalves et al. proposed alginate-based acrogel
microparticles for mucosal drug delivery. In their
publication, pH was reduced using acetic acid.
Alginate aerogel microparticles were produced
with 330 m%*g and 1.7 cm’/g surface area and
pore volume, respectively. Further, they
produced alginate-k-carrageenan aerogel with
415 m*/g and 3.6 cm’/g for surface area and pore
volume, respectively [21]. Robitzer et al. on the
other hand reported the preparation of alginate
acrogel following the diffusion method, where
alginate solution is dropped into CaCl, solution.
They reported 495 m?*g and 3.9 cm’/g for
surface area and pore volume, respectively. It is
possible to say that the method used in this work
produces better textural properties of hybrid
aerogel in comparison to what is available in the
literature. Nevertheless, a complete parametric
study of the presented process is needed to
understand the significance of each parameter
and to develop an optimized process for the
production of hybrid aerogel materials. Further,
the effect of available functional groups on the
hybrid aerogel surface will be further evaluated
by testing the adsorption capacity of each
preparation for different types of drugs. These
two major points will be the subject of our next
publication.

TABLE 2. Surface properties of the prepared samples in this study.

Sample ID  Surface area (m” cm®)  Pore volume (cm’ g')  Pore size (nm)
Al 566 + 28 6.8+0.3 26.8+1.3
L1 525 +26 56+0.2 17.2+23
K1 503 +25 55+0.3 214 +1.1
I1 390+ 19 56+0.3 21.8+2.1
A2 482 + 24 42+0.2 22.5+1.1
L2 511+25 6.5+£0.2 17.3+0.7
K2 482 + 24 5.7+0.1 22.3+1.1
12 419 £21 42+0.1 17.1+0.9

Fig. 3 shows the SEM images of the samples
prepared by the CO,-induced gelation method.
Although the textural properties of all prepared
samples were comparable, it is possible to
differentiate between the samples in terms of the
surface structure. Sample Al shows a more
dense and uniform structure in comparison with
other samples. Samples L1, K1 and I1 show a
more intense fibrous airy structure with

relatively more loose interconnectivity. These
textural properties can be explained in light of
the preparation procedure; the gelation of all
hybrid combinations was based on cross-linking
of alginate and the co-gelation of carrageenan.
Such a process allows the presence of more
voids and less intensity of cross-linking. In
addition, Ca®" can be used as well for the cross-
linking of carrageenans [29, 39, 40].
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Sample L1

FIG 3. SEM 1mages of some of the prepared samples in this work.

As can be seen from the results in
TABLE 2 and Fig. 3, nanoporous structured
materials based on polysaccharides with a high
surface area and accessible pore volume were
produced. The produced material can serve as a
potential drug carrier [21, 41]. The drug can be
loaded into the aerogel structure using
supercritical CO, or prior to the extraction
process during the solvent exchange
process [42]. The loading of the drug can be
controlled by varying the surface functional
group through hybridization with different
polysaccharides or different mixing ratios [43].

The drug loading of different active materials
on the aerogel structure will be investigated in a
future study. The effect of different backbone
structures of the prepared aerogels on the release
properties of the loaded drugs will be evaluated
in vitro and in vivo.

Conclusion

Hybrid aerogels based on alginate and three
different types of carrageenan were successfully
prepared. CO,-induced gelation and GdL-
induced gelation methods were compared in
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terms of the final textural properties of the
produced aerogels. Both procedures result in an
aerogel with high surface area (390-566) m* g”'
and large pore volume (4.2-6.8) m’ g with a
mesoporous structure (3.2 — 26.8) nm. CO,-
induced gelation method shows a slight
improvement of aerogel properties in
comparison with GdL-induced gelation method.
COy-induced gelation is a promising technique
that can be scaled up to industrial scale and
promote the use of aerogels in industrial
applications. The produced hybrid aerogel will
be further investigated and proposed as a

possible drug carrier for drug delivery
applications.
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Abstract: Several experiments examined the properties of Field Electron Emission (FEE)
from Single-Walled Carbon Nanotubes (SWCNTs), where extensive studies were
conducted to improve the emission current density (stability and repeatability) and
emission current image concentration. In this study, the effect of relaxation and cooling
processes on FEE from SWCNTs embedded in glass has been investigated to keep the
ongoing investigation for factors that positively affect the FEE process. It has been found
that the relaxation process can ameliorate the FEE, where the “switch-on” phenomenon
occurs at lower applied voltage after performing the relaxation process. Also, the saturation
region extends down to lower applied voltage values after the relaxation process. In case of
the effect of cooling process on FEE, the “switch-on” phenomenon occurs at higher applied
voltage values after applying the cooling process. Also, the saturation region extends down
to higher applied voltage values and the threshold value has been found to significantly
being lowered as the result of the cooling process, where the emission current disappeared
at applied voltage values of ~20 V. In terms of the effects of the cooling process on
emission current images, the emission current image is distributed throughout the screen.
Furthermore, it has been experiencing a massive emission current fluctuation after
performing the cooling process.

Keywords: Field Electron Emission, Single-Walled Carbon Nanotubes, Relaxation and

Cooling Processes.

Introduction

Field electron emission (FEE) is defined as
the extraction of free electrons from the surface
of a metal caused by an external energy source in
the form of an applied electrostatic field [1]. This
electrostatic field can bend the potential barrier,
so quantum tunneling could take place through
the surface potential barrier. Metals are the most
commonly used field emitters. However, FEE
can take place from metals, semiconductors [2-
3], liquids [4] and non-conducting materials [5].
But, the most promising material that could
replace metals as a field electron emitter is the
Carbon Nanotube (CNT).

The excellent (FEE) features of Carbon
Nanotubes (CNTs) have been investigated in

several experiments, which started with Rinzler
in 1995 [6] and kept going on till now [7-9].
After MWCNTs have been discovered by Sumio
lijima in 1991 [10], SWCNTs by the same
scientist in 1993 [11] and due to their unique
properties like high aspect ratio, MWCNTSs can
lead to a great enhancement of the local electric
field near the tip [12]. Also, those are
characterized with having long-life time, being
less sensitive to operating environment than
metallic emitters [13] and the occurrence of field
penetration that would lead to reduce the
effective work function [14]. The previous
properties make CNTs the best candidate to be
used as field electron emitters. So, they have
been used in many applications in both
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technological and industrial fields, like micro-
and nano-electronics [15], flat-panel displays
[16], radar absorbing coating [17], gas storage
and sensors [18]. There are many experimental
tests that have been performed to study the effect
of several factors on FEE from CNTs, in order to
have better understanding of and control the FEE
mechanism from CNTs.

The theoretical explanation of FEE has been
derived by Fowler and Nordheim in 1928 [19]
based on several assumptions, like assuming that
the emitter is a smooth flat planar surface, with a
uniform external electrostatic field F,,; in a
vacuum above the emitter. Atomic structure has
been ignored and a Sommerfeld-type free-
electron model has been assumed. The electron
population taken is to obey Fermi-Dirac statistics
and to be in thermodynamic equilibrium at
thermodynamic temperature T [20]. Also, the
role of atomic wave-functions in transmission
theory has been disregarded. For real-field
emitters, these assumptions are unrealistic. So,
the theory must be corrected and improved, in
order to present a reasonable explanation and
prediction of the FEE for new electron emitters,
like SWCNTs.

There are research studies that have been
carried out to investigate the effect of several
factors on the field electron emission, such as the
effect of an internally conductive coating on the
electron emission from glass tips [21] and the
effect of insulting layer on the field electron
emission performance of Nano-Apex metallic
emitters [22]. The effect of gas adsorption on the
field emission of Carbon Nanotubes [23], the
effect of aging on field emission lifetime for
carbon nanotube cathodes [24], among others,
were reported. So, it can be indicated that the
field electron emission can be affected by several
factors. Our research reported here aims at
studying the effect of relaxation and cooling
processes. For applying the relaxation process,
the emitter is left overnight under high-vacuum
conditions after its initial "switch-on" process

[22]. The relaxation process has been found to
enhance the FEE from SWCNTs. The effect of
cooling process on FEE from SWCNTs
embedded in micro-glass tip emitters has been
investigated. The cooling process can be
achieved by adding liquid nitrogen (LN,) inside
the specially designed sample holder; thus
having the sample at standardized separation
close to LN,. This kind of emitter has been
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manufactured by employing a drawing technique
using a glass puller [25], where it has been found
that the cooling process affects the threshold
values needed for the emission process as well as
the distribution of the emission current image
over the conductive phosphorus screen.

Materials and Methodology

In this paper, we will discuss the current-
voltage (I-V) characteristics and the related FN
plots that have been extracted from the
SWCNTs. The material (SWCNTs) in our
experiments was produced by catalytic
conversion of high-pressure CO over Fe particles
(HiPCO) processed at CNI-Huston-Texas,
having an average diameter ranging between (1 -
4) nm with a length of (1 - 3) um. The emitters
were manufactured by employing a drawing
technique using glass puller apparatus, that is
shown in Fig. 1.

FIG. 1. Actual image of the glass puller apparatus.

The components of the glass puller apparatus
were illustrated somewhere else [21]. The
SWCNTs were inserted inside the glass tube
using mechanical procedures, by pushing the
SWCNTs all the way inside the glass tube using
a tungsten wire until they reach the tip, then the
emitter was positioned inside a Field Emission
Microscope (FEM), where the emitter-screen
distance of ~10 mm is standardized. The glass
tube length was about 1 cm. The system was
evacuated to a vacuum with a pressure of ~10™
mbar, then the system was baked to ~170 °C
overnight.
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Fig. 2 shows the optical micrographs of
(SWCNT-21) and (SWCNT-1) tips, where the
SWCNTs are in the broken end of the glass tube
opposite to the anode.

Fig. 3 shows the SEM image for (SWCNT-
21) and (SWCNT-1), respectively. The tip hole
diameter for SWCNT-21 is 396.5 pm and the tip
hole diameter for SWCNT-1 is 246.6 pm.

As it has been previously mentioned, the
relaxation process can be applied by leaving the
emitter for ~12 hours under high-vacuum
pressure after its initial “switch-on” phenomenon
occurs. The cooling process is performed by
adding liquid nitrogen inside the sample holder
and leaving the system for ~5 min, until the
cooling process takes effect. Fig. 4 shows how
the cooling process can be performed.

FIG. 2. Optical mlcrographs of (SWCNT-21) tip and (SWCNT 1) tlp ata magmﬁcatlon of 50 times, respectively.

“EID[tFChﬂDh](] s Institute

FIG. 3. SEM 1mages of (SWCNT 21) tip at a magnification of 400t1mes and (SWCNT-I) tlp ata magn fication of 800
times, respectively.

Liguid Nitrogen
entrance

FIG. 4. Actual image of Field Electron Microscopy showing where the liquid mtrogen can be 1nserted to perform the

cooling process.
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The testing procedures start with increasing
the applied voltage V' slowly until the "switch-

on" phenomenon Vey occurs. At this point, the

emission current suddenly increases from nano-
ampere range to micro-ampere range. After that,
the applied voltage is decreased, so the emission
current will fall smoothly to zero. The threshold
value Vg will be measured, which is the lowest
applied voltage value, at which the emission
current is at its lowest value[26].

Results and Discussion

The effect of the relaxation process on FEE
has been discussed based on the I-V
characteristics curve and the FN plot for FEE
from SWCNTs-1. Due to the increase of the
applied voltage on the (SWCNT-1) tip, the
emission current has been initiated with (8 pA),
with an applied voltage of (600 V). By further

Mousa and Daradkeh

increasing the voltage, the emission current
increased until Vs, was reached; this occurs at
(1350 V) producing an emission current of
(3.7x10° nA). We continued increasing the
applied voltage to (1730 V), where the emission
current becomes (9.5x10° nA). After that, we
started to decrease the applied voltage. The
saturated region extended down to a voltage
value (Vsgyr - 1000 V), where the emission
current value became (Isr - 1.21x10° nA).
Emission current vanishes after applied voltage
value (Vrm - 350 V) was reached, with the
emission current becoming (I7y - 9.45 pA). Fig.
5 shows the I-V characteristics with the related
FN plot before the relaxation process and the
slope of FN plot at low-emission current
presented in the FN plot.
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FIG. 5. Before performing the relaxation process on (SWCNT-1). At increasing voltage (A) I-V Characteristics.
(B) FN plot. At decreasing voltage (C) I-V Characteristics. (D) FN plot.
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(C) IV Characteristics. (D) FN plot with a slope of -17955.37 Np.

Fig. 5A shows an emission current that
suddenly jumps from 137.2 nA at 1300 V to
3.7x10° nA at 1350 V, which can be attributed to
the formation of a new conducting channel.
Later on, the system was left for ~12 hours to
study the effect of the relaxation process. After
applying the relaxation process, a second cycle
of increasing and decreasing of applied voltage
begun with increasing the applied voltage. This
voltage ranges from 750 V up to 1800 V with
emission current values ranging from 8 pA up to
8.92x10° nA as the applied voltage increased.
The switch on phenomenon occurs at a voltage

value Vsp= 1250 V with an emission current Isy
= 1.03x10° nA, as seen in Fig. 6A. By
decreasing the applied voltage, emission current
decreased, but this current remained at micro-
ampere range until Vg = 850 V was reached
and the emission current was /5,7 = 1.82x10° nA,
as shown in Fig. 6C. After that point, the
emission current decreased to nano-ampere
range, until it vanished at (V7 =550 V, Iz = 30
pA). Fig. 7 shows the emission images before
and after the relaxation process.
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FIG. 7. Before relaxation process: (A) V =1730 V, I =9.5x10" nA. (B) Vsw =1350 V, Igw =3.7x10" nA. (C) V=
1300 V, 1= 0.137x10° nA. After relaxation process: (D) V =1800 V, 1=8.92 pA. (E) Vsw =1730 V, Igyw =

8.1x10° nA. (F) V = 1200 V, 1=0.68x10° nA.

The linear behavior that appears at the I-V
characteristics in Fig. (6-A and C) can be an
indication of the existence of a constant
resistance somewhere at the CNT/substrate
interface or along the CNT [27], or as an effect
of space charge, where it can suppress the FEE
from the SWCNT emitter [28].

By comparing Fig. 5 with Fig. 6, it can be
noticed that there is an improvement in the shape
of plots (both I-V characteristics and FN plots).
It is obvious that the relaxation process made the
emission current pattern more concentrated
based on comparing the emission current pattern
before and after the relaxation process as shown
in Fig. 6. Figs. (7 A, B and C) represent the
emission current images before the relaxation
process, where it can be seen from these images
that the emission current images are not
concentrated. Figs. (7 D, E and F) are the
emission current images after the relaxation
process and it can be inferred from these figures
that the relaxation process affects the emission
current images’ concentration pattern.
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The effect of the cooling process on FEE has
been discussed based on the I-V characteristics
curve and the FN plot for FEE from SWCNT-21.
Cooling process can be achieved by adding
liquid nitrogen inside the sample holder and
leaving the system for ~15 min, so cooling can
have its effect on the sample. Before applying
the cooling process, the emission current
initiated at an applied voltage value of 320 V,
where the emission current was 4.2 pA. With
slowly increasing of the applied voltage, the
emission current gets increased until a sudden
jump happens in the emission current, where it is
increased from 80.3 nA to Isw = 3.05x10° nA,
where the applied voltage value was Vgw = 700
V. Afterwards, we continued increasing the
applied voltage until it reached 1050 V, where
the emission current was 6.2x10° nA. By
decreasing the applied voltage, the saturation
region extends down to Vsar =450 V and I[gar =
1.1x10° nA. By further decreasing the applied
voltage, the emission current decreased until it
vanishes at (V=140 V, Iryn= 4.2 pA) (see Fig.
8). It should be noted that the slope before the
cooling process, during increasing and
decreasing the applied voltage, has values of (-
5297.5 Np) and (-2347.78 Np), respectively.
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When applied voltage decreased (C) I-V Characteristics. (D) FN Plot.

After applying the cooling process, we slowly
increased the applied voltage on the tip until the
emission current has been initiated at an applied
voltage value of (230 V), with an emission
current value of (250 pA). “Switch-on”
phenomenon appeared at (Vsw = 1000 V, ISW =
3.6 x 10° nA). By decreasing the applied voltage,
emission current remains in the (WA) range until
the applied voltage reached (V47 =500 V, Isyr =
1.0 x 10’ nA). By further decreasing the applied
voltage, the emission current vanishes at (Vry =
20 V), with an emission current value (/75=50
pA). Figure (9) shows the I-V Characteristics,

with related FN plots. It can be noticed by
comparing the I-V characteristics before and
after the cooling process that there is an emission
current fluctuation being increased after the
cooling process. It can also be noted that from
Fig. 10, the emission current pattern gets
distributed over the screen as an effect of the
cooling process. Figs. (10 A, B and C) show the
emission current images before the cooling
process, where they are more concentrated than
those after the cooling process. Figs. (10 D, E
and F) show the emission current images after
the cooling process.
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plot. As applied voltage decreased (C) I-V Characteristics. (B) FN Plot.

FIG. 10. Before cooling process. (A)V =1050 V, 1=6.2x10" nA. (B) Vsw =700 V, Isw =3.05x10" nA (C) Vsar =
450 V, Igar = 1.1x10° nA. After cooling process. (D) V =1550 V, 1 =7.4x10° nA. (E) Vsy =1000 V, Igy =
3.6x10° nA. (F) Vsar =500 V, Isar =1.0x10° nA.
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By comparing Fig. 8 with Fig. 9, it can be
noticed that there is an occurrence of emission
current fluctuation after performing the cooling
process. Additionally, the switch-on
phenomenon has occurred at higher voltage
values after applying the cooling process. Also,
the saturated region extends down to a higher
voltage value, but the threshold voltage would
have a lower value (V7 = 20 V) after applying
cooling process.

Conclusions

SWCNT emitters have been prepared by
employing a drawing method using a glass puller
technique. The effects of the relaxation and
cooling processes on the FEE have been studied
from plotting the I-V characteristics and the FN
plots along with the emission current images
obtained. The relaxation process has shown to
have a significant impact on the FEE, where it

causes a reduction in the applied voltage values
required for the “switch-on” phenomenon to take
place. Additionally, the saturation region extends
down to a lower voltage value and can also
enhance the emission current pattern, where it
causes it to become more focused and
concentrated.

The cooling process affects the FEE
mechanism, where Vsy and Vsyr have increased
after the cooling process. The most remarkable
impact of the cooling process on FEE is the
lowering of the V7 value significantly, which is
the lowest applied voltage value that can yield
the lowest emission current. Moreover, the
cooling process resulted in having the emission
current pattern to become non-uniformly
distributed over the screen. Also, a constant
resistance has been observed at the emitter tip,
where this can be indicated from the linear
behavior that appears in the I-V plots.
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