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Abstract: Cadmium sulphide (CdS) thin films were prepared by chemical spray pyrolysis 
technique on micro-slide glasses using cadmium acetate and thiourea as precursors. The 
substrate temperature was varied in the range of 250°C- 350°C. The prepared films were 
annealed at 500°C for 1hour. The effects of substrate temperature and annealing on the 
optical properties of the films were investigated. The films were characterized using UV-
Visible Spectrophotometer. The absorption and transmission spectra revealed that the 
transmission increases with wavelength, while the absorbance reduces as the wavelength 
increases in the visible region. The optical band gaps of the films were found to be 2.26eV, 
2.07eV and 1.88eV with deposition temperature of 250°C, 300°C and 350°C, respectively. 
It was observed that the refractive index of the thin film obtained reduces as the substrate 
temperature increases and that annealing reduces the refractive index of the cadmium 
sulphide thin film. These findings show that cadmium sulphide is one of the most 
promising materials to be used as a window layer in hetero-junction thin film solar cells. It 
is also of good interest for its applications in some optoelectronic devices, like 
photoresistor and photodiode. 
Keywords: Cadmium sulphide, Spray pyrolysis, Thin film, Annealing, Optical properties. 
 

 

Introduction 

Cadmium sulphide (CdS) is known as a II-VI 
semiconductor compound with wide band gap; 
2.42 eV at room temperature [1]. It has been 
used in making hetero-junction thin film solar 
cells. A layer of material having thickness of the 
order of a few nanometers is generally referred 
to as ‘thin film’ [2]. The use of thin film has 
been growing at an increasing rate because of its 
potential applications in various fields of science 
and technology. The deposition of CdS films has 

been explored by different techniques: thermal 
evaporation, chemical bath deposition (CBD), 
molecular beam epitaxy and spray pyrolysis [3]. 
Spray pyrolysis technique gives opportunity to 
vary several deposition parameters; like flow 
rate, air pressure, substrate temperature, spray 
nozzle-to-substrate distance, … etc. Structural 
and optical properties of CdS deposited by spray 
pyrolysis technique depend on the parameters of 
relative concentration of the reactants for 
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chemical reaction, thickness of the film, 
substrate temperature and even annealing [4].  

Apart from the afore-mentioned merits of 
spray pyrolysis technique for depositing thin 
films, it was also reported that it is simple, faster 
and provides uniform deposition of thin films 
[5].  

The investigation of the basic properties of 
CdS thin films is of paramount importance in 
understanding and developing modern CdS solar 
cells [6].  

Other schemes for power generation via solar 
cells include thin film solar cells and multi-
junction solar cells. Multi-junction solar cells, 
although more efficient, have higher fabrication 
cost. Polycrystalline thin film solar cells are 
among the important candidates for large-scale 
photovoltaic applications because of their low 
cost, high efficiency and stable performance. 

The influence of substrate temperature and 
annealing on the properties of cadmium sulphide 
thin films prepared by spray pyrolysis technique 
is reported in this study. 

Experimental Details 

Cadmium sulphide (CdS) was synthesized 
using spray pyrolysis technique. 0.1M of 
cadmium acetate dihydrate [Cd (CH3COO)2. 
2H2O] ≥ 98.0 % (Sigma-Aldrich product) and 
0.1M of thiourea [NH2CSNH2] (Sigma-Aldrich) 
were used as source of cadmium and Sulphur, 
respectively. The precursors, having been mixed 
with distilled water of required volume, were 

stirred by the magnetic stirrer (ARGO LAB M2-
A). Micro-slide glasses were used as substrate 
for the thin films. The substrates were pre-
cleaned with detergent and distilled water as well 
as with methanol in an ultrasonic cleaner (VWR 
ultrasonic cleaner). 

The substrate temperatures were varied 
between 250°C and 350°C using the 
Proportional Integral Derivative (PID) 
temperature controller, in the interval of 50°C. 
The air pressure used was 2 bars and the distance 
between the nozzle and substrate was kept at 24 
cm. The solution was sprayed at a rate of 10 
mlmin-1. The thickness of the films was 
calculated using weight difference method and it 
was in the range of 2.98µm – 3.39µm for the as-
prepared films. The films were annealed in a 
furnace at 500°C for 1hour. 

Results and Discussion  

Transmittance and Absorption Spectra 

The UV-Visible spectrophotometer was used 
for obtaining the optical properties of the 
cadmium sulphide (CdS) film produced. The 
chosen range is within that of the visible region 
of the electromagnetic spectra, which is about 
400-800nm. This region is chosen because the 
application of the prepared thin film in solar cell 
is of major concern in this work. 

The wavelength dependence of the optical 
transmittance spectra for the thin films at 
different substrate temperatures of 250°C, 300°C 
and 350°C are shown in Fig. 1. 

 
FIG. 1. Comparison of the variation in transmittance with wavelength for films sprayed at different substrate 

temperatures; 250°C, 300°C and 350°C. 
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It was observed that the transmission of 
visible light by the film increases as the 
wavelength increases in the visible region for all 
the films prepared at the different substrate 
temperatures stated above, though the 
transmission commenced at around 450 nm - 490 
nm. 

The percentage of transmission is a bit low 
when compared with what has been obtained by 
some researchers on cadmium sulphide thin film 
properties. This may be due to a little deviation 
of the composition of the material from the 
stoichiometric structure of the film or the 
thickness of the film. For a window layer in an 
hetero-junction thin film solar cell, the thickness 
of the material is expected to be very small 
(thinner than that of an absorber). 

Figs. 2 and 3 show the comparison of the 
variation of transmittance with wavelength for 
the as-prepared films and those annealed at 
500°C. From the comparison, it was observed 
that annealing improves the transmittance of the 

films prepared at 300°C and 350°C, while it 
reduces the transmittance of the film prepared at 
250°C, though annealed films transmit earlier in 
the visible region than as-prepared film, (Fig. 2). 
This effect of thermal annealing on the 
transmission of CdS films may be a result of 
some physical effects, such as structural and/or 
surface irregularity, and defect density, 
according to Hasnat and Podder, (2012). The 
heat treatment (annealing) is likely to have 
removed the defects present in the films prepared 
and thereby improved the crystallinity of the 
material which enhances more percentage of the 
visible light to be transmitted through the 
material. 

Also, it was observed that the material 
prepared is sensitive to electromagnetic wave 
near infrared region (wavelength range of 700nm 
– 1mm). This makes it a potential material for 
use as a sensor in remote control devices, 
likewise in a light dependent resistor (LDR) and 
photodiode. 

     
                               (a)        (b) 

FIG. 2. Transmittance spectra of the as-prepared film at (a) 250°C and (b) 300°C, annealed at 500°C. 

 
FIG. 3. Transmittance spectra of the as-prepared film at 350°C and annealed at 500°C.
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The absorbance of the films deposited at the 
different temperatures mentioned earlier was 
also studied. The Absorbance A was obtained 
from the expression, 𝑨 = 𝟐 − [𝑳𝒐𝒈%𝑻], where 
‘T’ is the transmittance value. The result in Fig. 
4 shows that the absorbance of visible light by 
the films reduces with increase in wavelength, 
though the absorption was observed till around 
450nm; the absorption peak, before the fall 
commenced. When the films were treated with 

heat (annealed) at 500°C, the absorbance 
decreases with increase in substrate temperature. 
Invariably, annealing reduces the optical 
absorbance of the film. This may be due to the 
fact that annealing removes likely defect that 
might be present in the film produced initially. 
Hence, it improves the property of the film for 
better application as a window layer in a thin 
film solar cell.  

 
FIG. 4. Comparison of the variation of absorbance with wavelength for films sprayed at different substrate 

temperatures; 250°C, 300°C and 350°C. 

Figs. 5, 6 and 7 show the comparison of the 
variation of the absorbance with wavelength for 
as-deposited film and the annealed films at 
500°C.  

It has been known that cadmium sulphide is a 
good window layer in a solar cell, which 
connotes that the absorbance will be low, with a 
reasonably high transmittance as compared with 
its absorbance in the visible region. The results 
shown in Figs. 1 - 4 confirmed this fact. 

 
FIG. 5. Comparison of the variation of absorbance with wavelength for films sprayed at 250°C with the one 

annealed at 500°C. 
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FIG. 6. Comparison of the variation of absorbance with wavelength for films sprayed at 300°C with the one 

annealed at 500°C. 

 
FIG. 7. Comparison of the variation of absorbance with wavelength for films sprayed at 350°C with the one 

annealed at 500°C. 
 

Energy Band Gap 

Moreover, the optical band gap 𝑬𝒈 of the CdS 
thin film prepared was also determined from the 
absorption spectra using the Tauc-relation given 
as 𝜶𝒉𝒇 = 𝑨 (𝒉𝒇 − 𝑬𝒈)n. With n as ½ for a 
direct transition, since the semiconductor 
compound – CdS is having a direct band gap, α 
is the absorption coefficient, the energy band gap 
was obtained from the plot of (αhf)2 vs. hf, where 
h is Planck’s constant and f is frequency. The 

absorption coefficient, 𝜶 =
𝟐.𝟑𝟎𝟑 𝑨

𝒕
, where ‘t’ is 

the film thickness. This was done by 
extrapolating the linear portion of the plots to 
obtain the direct band gap of the films.  

From Fig 8, the energy gap of the film as-
prepared at 350°C is around 1.88 eV, while it is 
about 2.26eV for the same film annealed at 
500°C. This shows that treating the film with 
heat, i.e., annealing, actually affects its optical 
properties. The annealed film has its band gap 
increased. The value of the energy band gap 
obtained for the annealed film is close to the 
bulk value for cadmium sulphide, which is 
2.42eV. 
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    (a)                                                                            (b) 

FIG. 8. Energy band gap of film as-prepared at (a) 350°C and (b) as-prepared at 350°C then annealed at 500°C. 
 

A comparison of the band gaps of films 
prepared at different substrate temperatures is 
shown in Fig. 9. The band gaps at 250°C, 300°C 
and 350°C as-prepared are about 2.26eV, 2.07eV 
and 1.88eV, respectively. It was observed that 
the band gap decreases as the substrate 
temperature used to prepare the film increases. 

This may be due to the fact that as temperature 
increases, some of the covalent bonds will be 
broken because of the thermal energy supplied to 
the crystal and hence the gap between the 
conduction band and the valence band gradually 
reduces. 

 
FIG. 9. Comparison of the energy band gaps of the films as-prepared at 250°C, 300°C and 350°C. 

 

The band gap values of the CdS film prepared 
are around its theoretical value at room 
temperature given as 2.42eV and almost in 

agreement with previous works on CdS, 
especially as reported by [1].  

 
FIG. 10. Variation of energy band gap with substrate temperature of the thin films. 
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Refractive Index 

Refractive index is a dimensionless quantity 
that describes how light propagates through that 
medium. It shows how much light is bent, or 
refracted, when entering a medium. 

From Fig. 11, it was noticed that the 
refractive index reduces as the temperature used 
in preparing the film increases. Also, Figs. 12, 
13 and 14 show that annealed films have 
lowered refractive indices compared to the ones 
not annealed. In this work, the refractive indices 

were calculated using the expression n =
ଵା√ୖ

ଵି√ୖ
 , 

where R is the reflectance values obtained from 
the UV-Vis spectroscopy characterization. 
Refractive index can also be given by the 
expression 𝑛 = 𝑐/𝑣, where n is the refractive 
index, c is the speed of light in vacuum and v is 
the speed of light in the material. Since n is 
inversely proportional to v, it connotes that as n 
reduces, the rate of transmission of 
electromagnetic wave in the material increases. 
This will actually result in better performance of 
the material as a good window layer in hetero-
junction solar cells. The refractive index of a 
bulk CdS is about 2.52.  

TABLE 1. The variation of refractive index with substrate temperature for the as-prepared films. 
Substrate temperature (°C) Average refractive index (in visible region), n 

250 4.1 
300 3.4 
350 2.9 
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n 2 5 0
 n 3 0 0
 n 3 5 0

 
FIG. 11. Comparison of the variation of refractive indices of CdS thin films prepared at different temperatures 

with wavelength. 
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FIG. 12. Comparison of the variation of refractive indices of CdS thin films prepared at 250°C and the annealed 

film with wavelength. 
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FIG. 13. Comparison of the variation of refractive indices of CdS thin films prepared at 300°C and the annealed 

film with wavelength. 
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FIG. 14. Comparison of the variation of refractive indices of CdS thin films prepared at 350°C and the annealed 

film with wavelength. 
 
Crystallinity of the Thin Film 

The thin film was subjected to phase analysis 
by employing X-ray diffractometer (Model: 
EMPYREAN) that was equipped with CuKα as 
radiation source (λ = 1.5406 Angstrom). Only 
the film annealed at 500°C was characterized 
with XRD.  

Fig. 15 shows the X-ray diffractometer 
pattern of CdS thin film obtained at an annealing 
temperature of 500°C and revealed the formation 

of cadmium sulphide (CdS) with hexagonal 
crystal structure, though with background noise. 
The peaks considered at 2Ө angles of 24.4, 26.0 
and 27.2° correspond to diffraction from planes 
(1 0 0), (0 0 2) and (1 0 1), respectively, which 
are very close to the expected values from 
JCPDS 41-1049 for CdS. Using the X-ray 
diffraction data and Scherrer’s equation given 
below, the average grain size was estimated. 
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FIG. 15. XRD spectra of CdS thin film annealed at 500°C 

.

𝑔 =
௄ఒ

ఉ஼௢௦Ө
       (Scherrer’s equation) 

where K = 0.94 is the shape factor, λ = 
wavelength of X-ray used; 1.5406 Angstrom, β = 
full width at half maximum (FWHM) in radians, 
Ө = Bragg angle of the diffraction peak in 
radians and g = average grain size. 

The average grain size of CdS was calculated 
to be 20.50 nm, which confirmed that the CdS 
synthesized is in nano scale. The 2Ө peaks for 
CdS, even though with background noise, show 
crystallinity of the nanostructured thin film 
produced by the annealing process. The noise in 
the XRD pattern may be due to the presence of 
impurities in the synthesized compound. 
Although not carried out in this work, the 
variation of substrate temperature influences 
phase of CdS films according to [7].  

Conclusion 

Cadmium sulphide (CdS) thin films have 
been prepared from cadmium acetate and 
thiourea as sources of Cd and S, respectively, 
using the chemical spray pyrolysis technique on 
micro-slide glasses. It has been observed that the 
films were affected by the variation of the 

substrate temperatures used in preparing the thin 
films as well as by annealing the film. The 
optical band gap of the material was obtained in 
the range of 1.88eV – 2.26eV. Film thicknesses, 
transmission spectra, optical band gaps, 
absorption spectra and refractive indices 
obtained in this investigations have really 
confirmed that annealing and increase in 
substrate temperature improve the properties of 
CdS for application in a solar cell and in some 
optoelectronic devices, because of its ability to 
transmit electromagnetic waves even near the 
infrared region, its high index of refraction and 
high electron affinity. 
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Abstract: Optimized Potentials for Liquid Simulations-All Atoms (OPLS-AA) and 
Transferable Potentials for Phase Equilibria-United Atom (TraPPE-UA) have been 
examined with two water models (TIP4P and SPC/E) to estimate the density and the 
surface tension for unary propanol and binary propanol-water mixtures. While both models 
predicted the experimental trend of the density for the unary system as a function of 
temperature and for the binary mixtures as a function of mole fraction of propanol, 
TraPPE-UA shows better fit with experimental data of pure propanol at low temperatures 
range (200K-300K). On the other hand, for the surface tension, TraPPE-UA provides a 
better agreement with the experimental data for pure propanol, while OPLS-AA shows 
better agreement for the binary mixtures at 300K for the entire mole fraction of propanol 
(0-1). The density profiles of the mixtures show that the structure of the mixtures changes 
from core-shell at low mole fractions of propanol to well-mixed at high concentrations of 
propanol.  
Keywords: Molecular dynamics, Surface tension, Liquid density, OPLS-AA, TraPPE-UN. 
PACS: 61.20. Ja, 68.03.Cd, 86.15.N. 
 

 

Introduction 

Molecular dynamic simulation is one of the 
best methods to study soft matter both 
quantitatively and qualitatively. Molecular 
dynamics is a computer simulation method that 
can be used to study thermodynamic and 
structural properties of physical systems 
consisting of a large number of subsystems, by 
providing a direct path from microscopic 
information to macroscopic properties. Such 
systems are aliphatic alcohols and their aqueous 
solutions, which have attracted the attention of 
many researchers over the past several years [1-
11], due to their large variety of applications in 
industry, engineering, medical and biological 
sciences [12, 13]. Studying the density of these 
systems at different mole fractions is important 
in determining the nature of these fluids when 
they are mixed together. From density, one 

might expect an initial structure of the mixture 
(well-mixed, core-shell, Russian doll); either 
miscible or immiscible. On the other hand, 
studying the surface tension is of great 
importance for studying many phenomena, such 
as: nucleation rates, sedimentation, hydrophobic 
effects, distillation, extraction, absorption, 
diffusion, among others. Regarding propanol-
water mixtures, many scientists have studied this 
system thoroughly. Vargha-Butler et al. studied 
the effect of surface tension of the mixture on 
sedimentation of coal particles [14] and found 
out that the sedimentation of coal no. 8 versus 
surface tension has two maxima; when the 
effective surface tension of the coal particles 
equals the surface tension of the mixture. Raina 
et al. studied the surface enrichment in alcohol-
water mixtures [15] and found out that surface 
enrichment is considerably more pronounced in 
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the case of n-butanol and n-propanol compared 
to that of ethanol. Surfaces of alcohol-water 
mixtures studied by sum-frequency generation 
vibrational spectroscopy have been reported by 
Sung et al. [16], who found out that the sum-
frequency signal is always larger in the mixture 
than for pure alcohols. As an example, they 
found out that the sum-frequency signal of the 
mixture at a mole fraction of propanol of 0.1 is 
three times larger than that of pure propanol. 
Surface tension of alcohol-water mixtures has 
been measured by Gonzalo et al. [17] from 20-50 
C and that of propanol-water mixtures at 
different temperatures and different mole 
fractions of propanol was studied by Hoke and 
Chen [18]. Densities of propanol-water mixtures 
have been measured thoroughly by Mikhail and 
Kimel [19]. 

Computationally, many potential models of 
alcohol have been developed to produce the right 
properties. Among those, we found out that the 
best two models for methanol and ethanol are the 
OPLS-AA [20] and the TraPPE-UA [21]. In this 
work, we have calculated the thermodynamic 
properties of propanol at relatively low 
temperatures from 200K-300K and water-
propanol at room temperature with different 
mole fractions of propanol mixed with SPC\E 
[22] and TIP4P-water [23] models. The 
thermodynamic properties were calculated and 
compared with experimental published data [17, 
18] for density and surface tension, while 
dynamical and structural properties of the system 
have been postponed to our forthcoming paper. 

Simulation Details 

After the good preferences of the TraPPE-UA 
and OPLS-AA models in reproducing the 
structural, dynamical and thermodynamic 
properties of methanol-water and ethanol-water 
systems [24, 25], we chose these potentials to 

simulate propanol and propanol-water systems. 
In both models, propanol is considered to be 
rigid. Regarding the water potential models, we 
chose the TIP4P- water and the SPC/E- water 
models due to their validity of reproducing most 
of the real water properties. In all our MD 
simulations, periodic boundary conditions are 
applied in all directions. The pair intermolecular 
potential between atoms i and j is the sum of 
Lennard-Jones (LJ) and Coulomb potential, as 
follows:  

𝑉௜௝൫𝑟௜௝൯ =
𝑞௜𝑞௝

4𝜋𝜖଴𝑟௜௝
+ 4𝜖௜௝ ൭ቆ

𝜎௜௝

𝑟௜௝
ቇ

ଵଶ

− ቆ
𝜎௜௝

𝑟௜௝
ቇ

଺

൱ 

where 𝜖௜௝ and 𝜎௜௝ are the LJ parameters for 
interaction between atoms of different types. The 
Lorentz-Berthelot rules are used for the 
interaction between the unlike atoms: 𝜎௜௝ =

(𝜎௜ + 𝜎௝)/2 and 𝜖௜௝ = ඥ𝜖௜𝜖௝. 

In this work, GROMACS package was used 
to perform all simulations [26]. The molecules 
are confined first inside a box of dimensions of 
about 3x3x10 nm3(see Fig.1), then the box is 
inserted in the middle of a bigger box of 
dimensions of 3x3x30 nm3, to assure vacuum in 
both sides of the binary mixture with 1000 
molecules. For the unary systems, the size of the 
slap is 3x3x3 nm3, while the size of the whole 
simulation box is 3x3x12 nm3 with a total 
number of molecules of 600. Our systems are 
equilibrated for 1ns using Berendsen algorithm 
[27] under a pressure of 1 bar, followed by 4ns 
equilibration under a constant volume using 
Nose-Hoover thermostat [28, 29]. All the data is 
collected after 10ns and the cutoff radius of 
interaction is taken as 1.3 nm for OPLS-AA and 
1.4 nm for TraPPE-UA [21], for the Leonard 
Jones potential and for the particle mish Ewald 
(PME) [30] long-range interaction, respectively. 

 
FIG. 1. Simulation box of the water-propanol mixtures (water (blue), propanol (red)). 
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Results and Discussion 

We have computed two different 
thermodynamic properties of liquid propanol and 
its binary mixture with water for nine and four 
site potential models of propanol and two 
potential models of water. 

Density  

Vapor- liquid phase diagram is one of the 
most important quantities that can be used to 
confirm the validity and accuracy of a new 
model of soft- matter, through comparing the 
density with experimental data. Usually, the 
most published model data starts from room 
temperature up to an estimated critical 
temperature. At low temperatures, scaled model 
is the only rigorous method to estimate the vapor 
density [31, 32].  

We followed the usual method of estimating 
liquid density by inserting all molecules in a slab 
within a larger empty box and fitting the profile 

density to hyperbolic tangent function after 
assigning zero to the vapor density. 

𝜌(𝑧) =
1

2
(𝜌௟ + 𝜌௩) −

1

2
(𝜌௟ − 𝜌௩)tanh (

𝑧 − 𝑧଴

𝑑
) 

where 𝜌௟ and 𝜌௩ are the bulk densities of the 
liquid and vapor, respectively, 𝑧଴ is the position 
of the Gibbs dividing surface and 𝑑 is the width 
of the interface. The graphic representation of 
our MD data for both TraPPE-UA and OPLS-
AA shows that density decreases linearly with 
temperature. The results in Fig. 2 indicate that 
the TraPPE-UA potential model shows a better 
agreement with the experimental values [17] 
compared to OPLS-AA. This also occurred in 
our previous work on methanol and ethanol 
mixtures with water [24, 25]. This result is not 
surprising, since TraPPE-UA was modeled 
originally to give the best vapor- liquid phase 
diagram. 

 
FIG. 2. Density of propanol as a function of temperature: OPLS-AA (blue), TraPPE-UA (red) and experimental 

data (black). 

Fig. 3 shows the density profiles for water, 
propanol and the mixture at propanol mole 
fractions of 0.02, 0.08, 0.4 and 0.8. At relatively 
small values of mole fractions, we have noticed 
that most of propanol molecules lie near the 
surface (see the horn shape for the 2% and 8% 
curves) and very few molecules penetrate inside 
the water cluster. This behavior indicates that the 
initial structure of the mixture is a core-shell 
structure. At higher mole fractions of propanol 
(see for eg the curves for 40% and 80% curves), 

propanol molecules tend to lie at the surface and 
the excess molecules tend to penetrate easily 
inside the water cluster as indicated by the 
density curves, which are almost uniform inside 
the core, indicating that the structure is well-
mixed. This eventually is expected to reduce the 
surface tension of the mixture drastically, as we 
will elaborate further in Fig. 6. This behavior has 
been clearly noticed in the supplementary 
reading of methanol-water mixtures [24].  
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FIG. 3. Density profiles of OPLS-AA with TIP4P-water at mole fractions of propanol of 0.02, 0.08, 0.4 and 0.8. 

Fig. 4 shows the density of TIP4P-water, 
propanol (OPLS-AA and TraPPE-UA) and the 
system compared to experimental data [19] as a 
function of mole fraction of propanol. We notice 
that the total density is linear, which means that 
the total density follows the relation of mixing 
rules; i.e., 𝜌(𝑥) = (1 − 𝑥)𝜌௟௪ + 𝑥𝜌௟௣, where 𝜌௟௪ 
is the density of pure water, 𝜌௟௣ is the density of 
pure propanol and 𝑥 is the mole fraction of 
propanol. This means that in order to calculate 

the total density at a specific mole fraction, one 
needs only the end points and to apply the 
relation of mixing rules. On the other hand, the 
small deviation between the total density 
calculated from the simulation and the total 
density calculated from the relation of mixing 
rules might be due to non-additive feature of the 
intermolecular potential; i.e., the Lorentz rule of 
mixing might not be totally satisfied [33, 34]. 

FIG. 4. Density of OPLS-AA propanol (left), TraPPE-UA (right), TIP4P-water (blue), total density from relation 
of mixing rules (green), system (mangeta) and experimental data (black). 

Surface Tension 

The net force on the interior molecules of a 
liquid is zero, since the cohesive forces due to its 
neighboring molecules cancel each other. On the 

other hand, the molecules at the surface do not 
have the same neighboring molecules on all 
sides; therefore, as a result, the net force on the 
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molecules pulls them inward causing the surface 
to become under tension.  

There are many different methods to estimate 
the surface tension. In our work, we used the 
following relation: 

𝛾 =
௅೥

ଶ
∫ ቀ𝑃௭௭ −

௉ೣ ೣା௉೤೤

ଶ
ቁ 𝑑𝑧 + 2𝜋𝜎଺(𝜌௟ −

𝜌௩)ଶ ∫ 𝑑𝑠
ଵ

଴ ∫ coth (
௥௦

ௗ
)

ஶ

௥೎

ଷ௦యି௦

௥య 𝑑𝑟  

where 𝑝ఈఈ is the 𝛼𝛼 component of the pressure 

tensor, 𝐿௭ is the box length in the 𝑧 direction, 𝜖 

and 𝜎 are the Lennard- Jones parameters and 𝑟௖ 
is the cutoff radius. The second term has been 
taken under the consideration of tail correction 
[35]. 

To get accurate results of surface tension in 
the presence of high fluctuations in pressure, we 
equilibrated our system for a long time, 
sometimes for 10 ns and then collected the data 
for further 10 ns.  

Fig. 5 shows the effect of temperature on 
surface tension for pure propanol. It is clear that 
the surface tension of propanol decreases with 
temperature in both models, even though the 
surface tension obtained with TraPPE-UA model 
has high fluctuations, whereas the OPLS-AA 
model follows the same trend regarding the 
linearity behavior. However, the results show 
that TraPPE-UA model is better in matching the 
experimental data, whereas the OPLS-AA fail in 
producing the experimental data over the whole 
temperature range.  
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FIG. 5. Surface tension as a function of temperature, OPLS-AA (blue), TraPPE-UA (red) and experimental data 
(black). 

The surface tension of propanol- water 
mixture was also calculated at different mole 
fractions of propanol from 𝜒௣௥௢௣௔௡௢௟ = 0.02 to 
0.1 with steps of 0.02 followed by steps of 0.1 
up to 𝜒௣௥௢௣௔௡௢௟ = 1.  

Fig. 6 shows our simulation results for the 
surface tension of the binary system using 
TraPPE-UA and OPLS-AA force fields, with 
TIP4P-water compared to the experimental data. 
At rich water region, both TraPPE-UA and 
OPLS-AA potential models fit the experimental 

data very well. At rich propanol region, the 
OPLS-AA potential model shows better 
agreement with the experimental data. 

We can explain the fast drop of surface 
tension in Fig. 3 by that for small fractions of 
propanol, the surface of drop is mostly covered 
by water molecules and by increasing the mole 
fraction of propanol, the propanol molecules 
prefer to spread over the surface, which is a 
dominating factor in surface tension.  
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FIG. 6. Surface tension of propanol mixed with TIP4P-water at different mole fractions of propanol compared to 

experimental data (black), OPLS-AA with TIP4P (blue) and TraPPE-UA with TIP4P (red). 
 

Conclusion 
In this work, a series of molecular dynamic 

simulations (MD) have been performed in order 
to examine the validity and performance of the 
(TraPPE-UA) and (OPLS-AA) potential models 
in producing the thermodynamical properties of 
pure propanol and its aqueous mixtures by 
comparing the simulation results for the density 
and surface tension with the experimental data. 
Both models are in agreement with the 
experimental data for the temperature 
dependence of the density for pure propanol and 
the mole fraction dependence of the density for 
the propanol aqueous mixtures. The density 
profiles of the propanol-water mixtures indicate 
that at low molar concentrations of propanol 
(below ~ 30%), the structure of the drop is a core 
shell, while for high molar concentrations of 
propanol (above ~ 40%), the structure tends to 
be well-mixed solution. Moreover, the results of 

the simulation showed that the total density of 
the mixture follows the relation of mixing rules. 

Regarding the surface tension, (TraPPE-UA) 
performs better in producing the data for pure 
propanol, while (OPLS-AA) gives better results 
for the propanol-water mixtures. The results 
showed a fast drop in the surface tension as the 
propanol mole fraction increased, indicating that 
the propanol molecules prefer to lie on the 
surface of the water drop. 

Overall, this means that one cannot judge the 
preference of one model over the other without 
considering the property to be studied. As an 
example, if one wants to study the nucleation of 
unary propanol and since nucleation rates 
depend on the surface tension to the power three, 
one is advised to use TraPPE-UA. Inversely, 
when calculating the nucleation rates of the 
binary water-propanol mixtures, it is more 
appropriate to use the OPLS-AA model. 
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Abstract: In this paper, a new system for mapping and discovering an environment using 
simple ultrasound transceivers, connected to a microcontroller, is developed with the aid of 
an ultrasonic wavelet propagation simulation program. Environment mapping is achieved 
by sending ultrasonic pulses with known characteristics and listening to the reflections 
from all directions in real time. The change induced in the shape of a pulse wavefront due 
to reflection is found to be dependent on the barriers in the environment and on its 
geometry. The correlation between the changes in the shapes of the wavefronts and the 
shapes of the reflecting objects is investigated. This includes the slope or curvature of the 
reflecting wall (or barrier), wall tilt or angle and possible twists in corners. By analyzing 
the interference patterns and counting the interference fringes in the reflected pulses, a 
method for measuring object orientation is developed. The presented technique can also 
discover unseen objects behind corners. The results obtained show that this method is not 
only effective in discovering an environment, but also in measuring subtle features, such as 
the rotation of an object with an accuracy of 0.1◦. The mapping and discovery techniques 
described in this paper are targeted for artificial intelligence applications and robotics. The 
infinite number of possibilities in the reflected wavefront characteristics, due to the 
similarly infinite environment shapes, makes experimentally collecting this data 
impossible. The simulated data presented in this paper will take more than six months to be 
collected experimentally. 
Keywords: Simulation, Environment mapping, Unidirectional ultrasonic pulses. 
 

 

Introduction 

Several strategies have been used to obtain an 
environment's features using ultrasonic sensors 
due to their low cost and simplicity. Mapping 
and navigating an environment can be very 
useful in many applications. 

Recent advances in navigation range from 
navigating wheel chairs [1] to vehicles [2] or any 
robot in general [3, 4, 5, 6]. For example, the 
authors in [7, 8] used signals from a set of 
distributed ultrasonic sensors to locate obstacles 
in 3D to help navigate a robot. 

Mapping applications range from small 
features and cavities [9, 10, 11] to larger areas 
for robot and vehicle navigation [12, 13, 14]. 
The most common mapping technique is based 
on the time elapsed between transmission and 
reception of a pulse. Efforts in this field, using 
sound and ultrasound, varied from trying to 
distinguish a wall from a corner [6] or poles 
from trees [16], to the more elaborate efforts [17, 
18, 19] of estimating a room geometry using 
omni-directional loudspeakers and multiple non-
matched omni-directional microphones, located 
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randomly in the room. In these studies [17, 18], a 
room with different walls has been successfully 
described by using first-order echoes collected 
by microphones. However, the fact that 
microphones had to be scattered in a room made 
the technique less applicable for robotics 
applications. Besides, this imposed some limits 
on the shape of the environment. 

The authors in [20, 21] introduced an active 
sensing technique that allows to estimate the 
number of occupants by detecting the changes in 
a room’s acoustic properties. In their study, a 
centrally located beacon transmits an ultrasonic 
chirp and then records how the signal dissipates 
over time. By analyzing the frequency response 
over the chirp’s bandwidth at a few known 
occupancy levels, they are able to extrapolate the 
response as the number of people in the room 
changes. 

Contribution 

In this paper, a new method for mapping and 
discovering an unknown environment using 
unidirectional ultrasonic pulses, without 
imposing any limitation on the unknown 
environment shape, is presented. The new 
method works by extracting simple 
characteristics from the reflected wavefronts and 
relating the changes in those characteristics to 
previously studied surface properties. Features, 
such as a wall tilt/slope, an angle magnitude and 
pointing direction or a wall curvature, can be 
measured easily in less than a second. More 
complicated tasks, such as measuring the 
dimensions of a room without having a direct 
line of sight and detecting objects hiding behind 
an angle, are also possible. A new method for 
measuring object rotation by observing 
ultrasound interference patterns to an accuracy 
of 0.1◦ using 40kHz transmitter is introduced. 
This 0.1◦ accuracy can be enhanced even more 
by using a higher frequency transmitter. The new 
mapping method is targeted for compact and 
low-power devices, such as robots that operate 
on batteries, because of the low processing 
power needed to extract the intended wavefront 
features. The new method is also ideal for 
artificial intelligence applications, where a 
robot/machine can learn to discover an 
environment by observing a specific set of 
features in the reflected wavefronts. 

Since collecting experimental data for the 
vast number of possible environment shapes 

under study is not practical, an ultrasound 
propagation simulator was developed and used. 
The developed simulator was tested and 
validated rigorously [22]. 

Unlike previous environment mapping 
attempts, the set of transceivers used were all 
mounted on the same device within few 
centimeters from each other, rather than being 
scattered in a room. Although it is possible to 
use regular sound waves for this application, 
ultrasound waves are preferred, because they are 
silent to the human ear and give a better spatial 
resolution compared to sound waves due to their 
shorter wavelengths. Ultrasound waves also have 
the advantage of being less prone to background 
noise. 

This paper is organized as follows: A brief 
description of the simulation program used will 
be given. Then, the mapping technique will be 
described. Next, some mapping scenarios 
ranging from measuring an angle to seeing 
hidden objects behind a corner will be discussed. 
Finally, a conclusion will be given and some 
future work will be discussed. 

Ultrasound Pulse Simulator 

The simulator program has two main 
software components: A front-end written in C# 
and C++ that is responsible for parsing and 
interpreting the user input and a back-end that 
runs the actual simulation kernel written using 
OpenCL 2.0 heterogeneous compute language. 
OpenCL code can be run on a regular CPU or on 
a Graphics Processing Unit (GPU). GPUs have 
the advantage of typically containing several 
thousand compute units, while CPUs contain 
only few cores. This makes GPUs ideal for some 
computational tasks that can be massively 
parallelized. In this simulator, it is assumed that 
a pulse consists of millions of wavelets. The 
simulation of each wavelet runs on a separate 
compute unit on the GPU. Each wavelet 
oscillates and moves independently according to 
the equation: 

          (1) 

Once a wavelet hits a wall, it will change its 
direction such that the incidence angle equals the 
reflection angle. There is no limitation on the 
shape and number of walls in the simulated 
environment. Surface roughness and scattering 
are ignored. 
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The simulator models the following 
environment components: 

• Walls and obstacles: All physical obstacles 
are assumed to be homogeneous. Scattering 
and surface roughness are ignored. All wall 
shapes are described inside the simulation 
using mathematical formulae that are not 
limited by shape or number. More 
complicated features can be described using a 
series of small linear segments. 

• Ultrasonic pulse with known shape and 
properties: Throughout this work, a 40 kHz 
conic-shaped pulse that models the one 
generated by the commonly used, low cost 
HC-SR04 transceiver, is used. A pulse is 
assumed to consist of a large number of 
wavelets that are evenly spaced in the radial 
and angular directions. The chosen wavelet 
density should balance the accuracy against 
the simulation performance. During our tests, 
a 0.02◦−0.001◦ angular spacing and a 1.0 mm 
radial spacing produced good results over a 
distance of 3 − 5 meters. The emitted pulse 
spatial intensity profile is assumed to be 
Gaussian in the radial and angular directions. 
Full-width at half-maximum (FWHM), in the 
radial and angular directions, values of RFWHM 

= 30mm and ΘFWHM = 60◦ were found to be a 
good match for HC-SR04 emitted pulse. See 
Fig. 4. 

• Ultrasound receivers: A receiver is simulated 
as a region in space that records the passing 
wavelet amplitude, at its location, as a 
function of time. The recorded intensity is 
proportional to the receiver effective-area 
facing the incident wavelet. Each receiver has 
a known location, width and orientation. At 
the end of a simulation run, each receiver will 
have an intensity-time profile that resulted 
from a large number of wavelets crossing its 
location at different times. In this work, a 
typical simulation run modeled 360 receivers 
arranged in a 10cm-radius circle. 

To demonstrate the accuracy of the 
simulation, a 78.5◦ corner was setup and twisted 
2.5◦ counterclockwise. This arrangement will 
cause the incident pulse to have three separate 
wavefronts once reflected. The asymmetric 
shape of this arrangement means that the three 
wavefronts will not be similar and each one of 

them is expected to have a different intensity and 
space-time location. As shown in Fig. 3, the 
positions, shapes and relative intensities in the 
experimental data are the same as those in the 
simulated data. 

How the Mapping Process Works 

The three main components of the mapping 
device, shown in Fig. 1 as a 3D model, are: 

Transmitter: To map an environment using 
the proposed technique, an ultrasound 
transmitter that can send a 1 µs to 100 µs pulse 
in a known direction is needed. The transmitted 
pulse must have a known intensity spatial 
distribution. The transmitter characteristics, such 
as the angular spread of the transmitted pulse, 
must be known. The transmitter should be 
located at the center of a circular array of 
receivers. Fig. 4 shows a simulated pulse spatial 
distribution similar to the used 40kHz HC-SR04 
transceiver pulse. This transceiver works by 
applying ±15V voltage pulses on its piezoelectric 
element. The colors in Fig. 4 represent the 
normalized intensity using the color scale shown 
to the right of the figure. 

Receiver Array: Once a pulse is transmitted, 
a set of receivers packed in a circle, as tightly as 
possible, start recording the reflected intensity in 
real time. A sampling rate of 0.5 Mega Sample 
Per Second (0.5 MSPS) was sufficient during 
our tests. A circle of 10cm radius can pack about 
360 2.5 mm-width receivers. Instead of building 
this large set of receivers, a smaller rotating set 
can do the same job albeit in a longer period of 
time. The data collected from this large set of 
receivers, as a function of time, is plotted on a 
two-dimensional color map, where intensity is 
represented by the color. The normalized 
intensity color scale used is shown to the right of 
each plot throughout this paper. 

Microcontroller: The transmitter and the 
receiver array must be connected to a 
microcontroller (MCU) or a field programmable 
gate array (FPGA) that can handle all of the 
analog signals in real time. An Atmel SAM3X8E 
ARM CortexM3 MCU was sufficient when the 
receiver is attached to Wantai 42BYGHM809 
stepper motor (400 steps/rev) and its generic 
M542H driver. 
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FIG. 1. Experimental setup 3D model. 

 
FIG. 2. Environment walls used to collect the experimental and simulated data shown in Fig. 3. 

 
(a) Experimental 
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(b) Simulated 

FIG. 3. Experimental vs. simulated ultrasound propagation data. The environment in which the pulse is 
propagating is shown in the inset of Fig. 3b and Fig. 2. The corner angle is 78.5◦ and is twisted 2.5◦. X-axis: 
detector angle in degrees. Y-axis: time in micro-seconds. The normalized intensity is represented by the color 
scale to the right of each figure. 

 
FIG. 4. A simulated 40kHz ultrasonic pulse spatial distribution similar to HC-SR04 transceiver pulse. X- & Y-

axes: distance in millimeters. 

 

Mapping Criteria 

An environment can be mapped by tracking 
changes to the reflected pulse. For example, a 
reflected pulse may: 

• Change its angular spread. 

• Change its time spread. 

• Get separated into two overlapping/non-
overlapping wavefronts. 

• Contain wave interference patterns. 

• Include a specific object signature. 

It should be emphasized here that: 

• A direct line of sight is not necessary. 

• A pulse may undergo multiple reflections 
before going back to the receivers. 

• The direction from which a reflected pulse 
comes is not necessarily the original 
transmission direction. 

Mapping Scenarios 

This section discusses how to infer an 
environment characteristic from the reflected 
wavefront properties. Those characteristics can 
be as simple as a wall slope or as complicated as 
detecting an unseen object behind an angle. 

Measuring a Wall Slope and Curvature 

This section demonstrates how to use one of 
the reflected wavefront properties, its center, to 
calculate the slope of a wall. When a uniform 
pulse, such as the one shown in Fig. 4, direction 
of incidence is perpendicular to a wall, the 
reflected wavefront will come back to the 
direction from which it originated. The reflected 
wavefront will look like the reflection shown in 
Fig. 5a. Note that the x-axis in Fig. 5 is the 
detector angular position. The wavefront center 
in Fig. 5a, at 90◦, is the original pulse incidence 
direction. 
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(a) Normal incidence 

 
(b) 10◦ deviation from normal incidence. 

 
(c) 20◦ deviation from normal incidence. 

FIG. 5. Reflected wavefront for various incidence angles. X-axis: detector angle in degrees. Y-axis: time in 
micro-seconds. The normalized intensity is represented by the color scale to the right of each figure. 
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If the angle between the incident pulse 
direction and the wall surface starts deviating 
from 90◦, the reflected wavefront shape will 
deviate from the symmetric shape. For example, 
Figs. 5b and 5c show the reflected wavefront if 
the angles between the direction of incidence and 
the normal to the wall are 10◦ and 20◦, 

respectively. This deviation can be quantified by 
either integrating the reflected wavefront 
intensity over time (y-axis) or integrating it over 
detector angular position (x-axis) and then 

comparing the result with normal incidence. Fig. 
6a shows time-integrated intensity vs. detector 
angular position for various wall pointing 
directions. Note how the position of the peaks 
changes with the wall pointing direction. A large 
set of curves, as the ones shown in Fig. 6a, are 
put together in Fig. 6b. Each vertical slice from 
Fig. 6b represents a curve similar to the ones 
shown in Fig. 6a. The estimated maximum error 
in measuring the slope of a wall using this 
technique is about 4%. 

 
(a) Time-integrated intensity vs. detector position for different wall pointing directions. A wall direction is the 

angle between the normal to the surface and the incidence angle. 

 
(b) Wall pointing direction vs. detector position. The color represents the normalized intensity. The intensity 

color scale is shown to the right. X-axis: wall slope in degrees. Y-axis: detector position in degrees. 

FIG. 6. A pulse reflected from a wall will have its position shifted by an amount that depends on the wall 
pointing direction. 

Another property of the reflected wavefront is 
its width. Fig. 7 shows the final result of how 
this property can be used to calculate a wall 
curvature. The same technique can be applied for 
walls/corners that cannot be seen directly by 

measuring reflections from a known plane wall. 
Discovered walls can be used as mirrors to see 
other objects by observing the change in a 
reflected wavefront position and width. 
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FIG. 7. Wall curvature measurement: FWHM of reflected wavefront time-integrated intensity vs. curvature 

radius. 
 

Measuring an Angle 

When a pulse gets reflected from a corner, the 
incident wavefront will get split into two 
wavefronts. The reflected wavefront time-
integrated-intensity vs. detector angular position 
is shown in Fig. 8a for various angles. Note how 
interference patterns start forming once the two 
reflected wavefronts start overlapping. When the 

interference patterns are not the dominant feature 
of the reflected wavefront, the separation 
between the two peaks can be used as a metric to 
measure the wall angle. However, when the 
interference patterns are very strong, the spacing 
between the interference fringe separation and 
their number can be used as a metric for 
measuring the angle. See Fig. 8b. 

 
(a) Time-integrated intensity vs. detector angular position of a pulse reflected from a corner. 

 
(b) A large number of curves, such as the curves in Fig. 8a, for a wide range of wall angles, are packed together 

to give time-integrated intensity vs. detector-location vs. wall angle. X-axis: detector location in degrees. Y-
axis: wall direction in degrees. 

FIG. 8. Effect of a corner on the shape of a reflected wavefront. 
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Measuring an Angle Twist 

If the incident pulse does not divide a corner 
into halfes, the two reflected wavefronts will not 
be symmetric. This will result in either two 
separate wavefronts with different angular 
locations and relative intensities, as in Fig. 9, or 
two overlapping wavefronts with strong 
interference patterns, as in Fig. 10. 

The strong interference patterns shown in Fig. 
10 can be useful, not only in mapping an area, 
but also in positioning objects. For example, a 
tiny angular object can be mounted on a plane 
surface that needs to be positioned accurately. 
By counting the number of ultrasonic fringes that 
pass while rotating the object, one can measure 

an angular position change in tenths of degrees. 
This can be very useful in situations where an 
accurate positioning is required, but a direct 
angle measurement is not feasible. This idea is 
similar to the way in which Fabry–Perot 
interferometers are used in optics to position 
objects linearly accurately, except that it is being 
done here for angular positioning with a 
wavelength that is more practical for many 
applications such as robotics. For example, a 
40kHz ultrasonic source can be used to position 
objects as accurately as 0.1◦. This accuracy can 
be enhanced by using a source with a higher 
frequency. 

 
(a) Time integrated intensity vs. angular detector position of a reflection from 135◦ corner twisted by an angle δ. 

δ = 0 means that the incident pulse direction divides the corner into halves. 

 
(b) A large set of curves, such as those in Fig. 9a, packed in a single 3D plot. X-axis: detector location in 

degrees. Y-axis: twist angle in degrees. The normalized intensity is represented by the color scale to the right 
of each figure. 

FIG. 9. Effect of changing a 135◦ corner pointing direction on the reflected wavefront shape. 
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(a) Time-integrated intensity vs. angular detector position of a reflection from 169◦ corner twisted by an angle δ. 

δ = 0 means that the incident pulse direction divides the corner into halves. 

 
(b) A large set of curves, such as those in Fig. 10a, packed in a single 3D plot. X-axis: detector location in 

degrees. Y-axis: twist angle in degrees. The normalized intensity is represented by the color scale to the right 
of each figure. 

FIG. 10. Effect of changing a 169◦ corner pointing direction on the reflected wavefront shape. 

 

Seeing Behind a Corner 

Observing changes in the reflected wavefront 
properties is not limited to objects with a direct 
line of sight. An object hidden behind a corner 
can still be detected by analyzing the waves 
reflected from an adjacent wall. To demonstrate 
this, Figs. 12a and 12b show the echoes coming 
out of empty hallways that are 150 cm and 200 
cm long, respectively. The outgoing pulse source 
is placed close to the entrance without having a 
direct line of sight into it. The time-spacing and 
number of wavefronts in the train of echoes 
coming out gives the hallway depth and width. A 
robot with a digital signal processor (DSP) can 

detect these simple features and guess the shape 
of that environment after getting some artificial 
intelligence training. 

Objects in real life do not always have simple 
geometries. However, a given object will change 
a reflected pulse in a specific way. In other 
words, a complicated object will have its 
signature in the reflected wavefronts. To 
demonstrate this, an object that consists of two 
overlapping squares with one of them rotated 45◦ 

is placed inside the 200 cm long hallway. The 
reflections coming out, after placing the object 
100 cm and 150 cm inside the hallway, are 
shown in Figs. 13a and 13b, respectively. Note 
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that the signature of the unseen object, marked in 
the figures, is the same for both cases. Note also 
how the echoes that are a characteristic of the 
hallway itself at the upper left corner of Fig. 12b 

are still there in Fig. 13. One can get the 
information about the object itself and still get 
the hallway dimensions. 

 
FIG. 11. Environment walls used to collect the simulated data shown in Figs. 12 and 13. 

 
     (a) Echoes coming out of a 150 cm deep hallway.    (b) Echoes coming out of a 200 cm deep hallway.  

FIG. 12. Train of echoes coming out of a hallway, after emitting a pulse into it, without a direct line of sight into 
the hallway. The inset at the upper right corner of Fig. 12a describes the geometry of the walls under study. 
The test environment is similar to the one shown in Fig. 11, but without the test object placed inside the 
tunnel. 
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(a) Object placed 150 cm inside a hallway.             (b) Object placed 200 cm inside a hallway. 

FIG. 13. Signature of an object that consists of two overlapping squares with one of them rotated 45◦, placed 
inside a hallway, without a direct line of sight. Test environment design is shown in Fig. 11. 

 

Conclusion 

In this paper, a new method for mapping an 
environment and discovering unseen objects is 
demonstrated. This was achieved by sending a 
pulse with a known shape and listening to the 
reflections from all directions in real time. The 
changes in the shape of the reflected wavefronts 

enable detecting simple features, such as a slope, 
an angle or a twist in a corner. The ability to 
measure object rotation, with an accuracy as 
high as 0.1◦, by counting ultrasound interference 
fringes and the ability to discover unseen objects 
behind a corner, are demonstrated. 
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Abstract: The second overtone band (3-0) of pure hydrogen spectra at different 
temperatures and hydrogen gas densities is reviewed with particular emphasis on the most 
recent theoretical and experimental results. Different experimental and theoretical 
techniques were used to record and calculate the second overtone band profiles. The 
calculated theoretical binary and ternary absorption coefficients are in good agreement with 
experimental values obtained. Different line shapes were used to fit the experimental 
profiles. The fitting values are tabulated in the references therein. The goal of this article is 
to draw the attention of the absorption spectroscopy community to the fact that there have 
been only a few investigations on the latter subject on the second overtone band (3-0) on 
hydrogen, even though the investigations on the other bands are quite abundant. 
Keywords: Collision-induced spectroscopy, Infrared absorption, CIA, IR spectra, H2, 

Second overtone band, Line shape functions, Roto-vibrational state. 
PACS: 33.15.Mt, 33.20.a, E33.20.Vq 
 

 

Introduction 

There has been substantial interest in the 
study of the hydrogen spectra driven by the fact 
that the hydrogen molecule is the simplest of all 
diatomic molecules. Further, hydrogen is the 
most abundant element in the atmospheres of the 
planets and stellar objects and constitutes about 
75% of all matter in the universe. Indeed, the 
collision mechanism of H2-H2 yields the 
associated thermal emission and absorption 
spectra. Within this context, the second overtone 
band of hydrogen is important for studies of both 
planetary and stellar atmospheres [1-8] and 
appears between the visible and the near-infrared 
spectral region, approximately between 11000 
and 13800 cm-1. The properties of this band have 
not been precisely delineated due to the 
weakness of absorption and the experimental 
difficulties encountered in its investigation. It 

consists of the short-range electron-overlap 
interaction and the long-range quadrupole 
induced transitions of the types:  

(a) single transitions (3 0) Q3(J) + Q0(J), S3(J) 
+ Q0(J) and Q3(J) + S0(J),  

(b) double transitions [(2 0) + (1 0)] Q2(J) + 
Q1(J), S2(J) + Q1(J), Q2(J) + S1(J) and S2(J) + 
S1(J), and  

(c) triple transitions [(1 0) + (1 0) + (1 
0)] Q1(J) + Q1(J) + Q1(J),  

where the subscripts 0,1,2 and 3 indicate ∆v, the 
change in the vibrational quantum number and J 
indicates the rotational quantum number. 

The collision-induced absorption spectrum 
(CIA) arises from transient electric dipole 
moments that exist during binary, ternary and 
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higher-order collisions. Three mechanisms 
contribute to the induction of an electric dipole 
moment: (a) the polarization of one hydrogen 
molecule in the multipolar field of another 
hydrogen molecule, (b) electron exchange in the 
H2-H2 molecule at near range and (c) the 
dispersion interaction. When the transient 
induced-dipole moments interact with the 
electromagnetic field from an infrared radiation 
source, the colliding molecules absorb infrared 
radiation in the spectral regions corresponding to 
roto-vibrational, pure rotational and translational 
states. The major properties of the absorption 
lines in this case are: (a) the line widths are 
large, typically 10-50 cm-1; (b) the absorption 
profiles and the integrated absorption 
coefficients ∫(𝑣) 𝑑𝑣 are proportional to the 
square and the cube of the density for pure gases 
in the case of binary and ternary collisions, 
respectively; (c) the integrated intensity of the 
band is temperature-dependent and (d) a dip at 
Q3(1) with characteristic low and high 
wavenumber components QP and QR is observed 
which is temperature-dependent. 

There have been many theoretical and 
experimental investigations on the CIA of the 
second overtone band of hydrogen at different 
temperatures [1-20]. Initially, Herzberg 
identified a diffuse feature at 12093 cm-1, 
observed in the spectra of Uranus and Neptune 
by Kuiper earlier, as the collision-induced S3(0) 
line of the second overtone band of H2 [2]. 

Later, Herzberg photographed the second 
overtone band of H2 at a gas pressure of 100 atm 
at 78K with a path length of 80 m. Herzberg 
interpreted the spectrum as consisting of a pure 
second overtone band, in which one of the two 
colliding molecules makes a vibrational 
transition Δν = 3 such as: Q3(J) + Q0(J)  and a 
double vibrational band in which one molecule 
makes a vibrational transition  Δν = 2, while the 
second molecule makes a vibrational transition 
Δν = 1, such as: Q1(J) + Q2(J), Q1(J) + S2(J) and 
Q2(J) + S1(J) [3]. Subsequently, Hunt recorded 
the same band at room temperature and pressures 
up to 2200 atm [4]. 

A few years later, Mckellar and Welsh 
recorded the second overtone band spectra of H2 
at gas densities of about 37 amagat (1amagat = 
44.614981 mol/m3) at 85 K with a path length of 
137m. Their analysis of the absorption profiles 
showed several discrepancies between the 
experimental and calculated profiles. They 

suggested that these discrepancies arise because 
of the overlap-induction contribution to the 3-0 
band that has not been included in their 
calculations [5, 6].  

Further down the road, Gillard recorded the 
induced spectra of H2 and D2 in the second 
overtone region at 77K and densities in the range 
500-930 amagat using a 2m absorption cell. He 
was the first to record the second overtone band 
of deuterium. Further, he also interpreted the 
observed peaks in the spectra and calculated the 
binary and ternary absorption coefficients of the 
measured integrated absorption. But, he met 
some difficulties in the analysis of the CIA 
spectra due to lack of information on the 
available values of the quadrupole-moment 
matrix elements, polarizability and anisotropy of 
the polarizability of H2 and D2 [7]. 

Fan Xiang recorded the absorption spectra of 
the second overtone region of H2 for gas 
densities up to 1000 amagat at 77, 201 and 298 
K using a 2m absorption cell. He observed a dip 
at Q3(1) with characteristic low and high 
wavenumber components QP and QR. The dip 
occurs due to the short-range electron-overlap 
interaction of the collisions of the second 
overtone band. Good agreement between the 
experimental and calculated absorption profiles 
has been obtained by reducing the matrix 
elements of the quadrupolar moment <0J|Q|v'J'> 
for the first and second overtone band by a factor 
of 0.68 [8]. Reddy et al. [9] presented the first 
observation of simultaneous vibrational 
transitions involving three molecules in CIA 
spectra. They analyzed the experimental profiles 
resulting from triple-collision transitions using 
the Lorentz line-shape function as well as 
Birnbaum-Cohen line-shape function. 

Brodbeck et al. recorded the CIA spectra of 
H2 in the region of the second overtone at 0.8µm 
and temperatures of 298 and 77.5 K for gas 
densities ranging from 100 to 800 amagats. The 
spectra were recorded with a Fourier transform 
spectrometer using two high-pressure absorption 
cells. These authors obtained the binary 
absorption coefficients by extrapolating their 
measurements and compared the calculated 
binary absorption coefficients with results from 
ab initio calculations [11, 12]. More recently, 
Abu-Kharma [18-20] studied the second 
overtone bands of hydrogen and deuterium at 
different temperatures for gas densities up to 
1000 amagat. Also, the binary and ternary 
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absorption coefficients have been determined. 
Satisfactory agreement between the calculated 
and the recorded profiles has been observed.  

Many methods have been used to calculate 
the spectral lines of the second overtone band [7-
19]. In parallel to experimental research, 
theoretical investigations took place, such as 
those following. Yi Fu et al. conducted a 
quantum mechanical computation of the 
collision-induced roto-vibrational absorption 
spectra of hydrogen in the second overtone band 
[13]. Borysow et al. presented a semi-empirical 
numerical method to compute the binary 
collision-induced roto-vibrational absorption 
spectra of hydrogen molecules in the second 
overtone band of hydrogen, at temperatures from 
50 to 500 K [14]. They compared their semi-
empirical model with the CIA spectra of normal 
hydrogen for the second overtone band at 77.5 K 
and 298 K measured by Brodbeck et al. [15]. 
Brodbeck et al. studied the CIA spectra in the 
second overtone region at ambient and liquid 
nitrogen temperatures. They found good 
agreement between the experimental and 
calculated binary absorption coefficients [11, 
12]. Abel studied the CIA in the roto-
translational band of H2-H2 and in the 
fundamental, first and second overtone bands of 
H2 in dense hydrogen gas. He compared the 
existing measurements of the latter overtones of 
H2 with ab initio calculations based on new 
dipole and potential energy surfaces. Over the 
full range of frequencies considered, the 
agreement between theoretical calculations and 
measurements is remarkable. His method can 
reproduce the measured spectra with high 
accuracy [16]. Abel et al. [17] computed the 
binary absorption coefficients at wavelengths 
near 5 µm at temperatures of 77.5 and 297K 
based on an ab initio interaction-induced dipole 
surface of collisionally interacting molecular 
hydrogen pairs H2-H2 and compared their results 
with an existing laboratory measurement. 

Moraldi and Frommhold [10] studied the 
triple transition Q1(J1) + Q1(J2) + Q1(J3) near 
12466 cm-1 in compressed hydrogen. They used 
the model of the overlap-induced, irreducible, 
ternary dipole component of three interacting H2 
molecules to calculate the intensity of the triple 
Q1 transition observed by Reddy et al. [9] in pure 
hydrogen gas near 12466 cm-1. The calculated 
intensities agree with measurements within a 
factor of 2 or 3.  

In the present paper, we present the collision-
induced absorption spectra of H2-H2 with 
emphasis on the second overtone band. Also, we 
include the most recent experimental and 
theoretical results.  

Experimental and Theoretical Details  

The pressure cells used in the CIA 
experiments are constructed of polished stainless 
steel and equipped with sapphire windows. The 
lengths of the cells are 300.5 cm, 215.25 cm [11, 
12], 194.2 cm, 194.5cm, 194.8cm [7,8]. Further, 
an absorption optical path of 80m or 137m 
length has been obtained with a cell 3.5 m long 
[5]. 

The spectra are recorded using different 
spectrometers: 

1- A Perkin-Elmer model 112G single beam 
double pass grating spectrometer equipped 
with a plane grating of 300 lines/mm. The 
spectral resolution is ~2cm-1 at 11782 cm-1. 

2- A Bruker IFS 66V FT spectrometer with a 
resolution of 0.5 cm-1.  

The infrared source of radiation is a General 
Electric FFJ 600 W quartz line projection lamp 
housed in a water-cooled brass jacket. 

Different detectors suitable and sensitive to 
the second band region have been used: 

1- A Hammamatsu model R758 
photomultipliers tube. 

2- A Si diode running at room temperature. 

For more experimental details, the reader is 
referred to the references therein. 

Binary and Ternary Absorption Coefficients  

The absorption coefficient () of a pure gas 
at a given wavenumber  is: 

(𝑣) =
ଵ

௟
ln ቂ

ூబ(௩)

ூ(௩)
ቃ            (1) 

where I0 (𝑣) is the transmitted intensity of the 
radiation source through an evacuated cell of 
optical path length l and I (𝑣) is the transmitted 
intensity through the cell which contains the 
absorbing pure gas at a given density  (amagat). 
The dimensionless absorption coefficient reads: 

෥(𝑣) ≡
(௩)

௩
             (2) 

which is given by: 

෥(𝑣) = ∑
෥೙೘

బ ௐ೙(∆௩)

ଵା௘(ష೓೎∆ೡ/ೖ೅)௠ ௡            (3) 
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where n stands for the induction mechanism and 
n = ov, q or h are overlap, quadrupolar or 
hexadecapolar induction, respectively, m 
represents a specific transition arising from a 
given mechanism, ෥௡௠

଴  is a parameter equal to 
twice the maximum absorption coefficient at the 
frequency 𝑣௠ and 𝑊௡(∆𝑣) with ∆𝑣 = 𝑣 − 𝑣௠ 
represents the line shape function of the n type. 
The factor ൣ1 + 𝑒(ି௛௖∆௩/௞்)൧ satisfies the 
detailed balance condition and converts the 
symmetric into asymmetric line shape function.  

The integrated absorption coefficient for the 
pure gas is given by: 

∫(𝑣)𝑑𝑣 = ଵଶ + ଶଷ + ⋯           (4) 

where ଵand ଶ are the binary and ternary 
absorption coefficients. Eq. (4) can be rewritten 
in the form: 

(1 ଶ⁄ ) ∫(𝑣)𝑑𝑣 = ଵ + ଶ + ⋯          (5) 

The plot of (1 ଶ⁄ ) ∫(𝑣)𝑑𝑣 versus  gives a 
straight line of slope ଶ and an interception of 
ଵ. The integrated binary absorption coefficient 
due to quadrupole induction for a given band is 
given by Poll [21]: 

𝛼෤௤௠ =
ଵ

ఘమ ∫
೘(௩)

௩
𝑑𝑣 =

ସ௘మగమ

ଷℏ௖
𝑛଴

ଶ 𝑎଴
ହ ቀ

௔బ

ఙ
ቁ

ହ
𝐽ሚଶ𝑋ଶ௠  

        (6) 
where 

𝑋ଶ௠ =

∑ 𝑃௝ଵ𝑃௝ଶ

⎣
⎢
⎢
⎢
⎢
⎡

𝐶(𝐽ଵ2𝐽ଵ
ᇱ ; 00)ଶ⟨𝑉ଵ 𝐽ଵ|𝑄ଶଵ|𝑉ଵ

ᇱ 𝐽ଵ
ᇱ⟩ଶ 

𝐶(𝐽ଶ0𝐽ଶ
ᇱ ; 00)ଶ⟨𝑉ଶ 𝐽ଶ|𝛼ଶ|𝑉ଶ

ᇱ 𝐽ଶ
ᇱ ⟩ଶ

+𝐶(𝐽ଶ2𝐽ଶ
ᇱ ; 00)ଶ⟨𝑉ଶ 𝐽ଶ|𝑄ଶଵ|𝑉ଶ

ᇱ 𝐽ଶ
ᇱ ⟩ଶ 

𝐶(𝐽ଵ0𝐽ଵ
ᇱ ; 00)ଶ⟨𝑉ଵ 𝐽ଵ|𝛼ଵ|𝑉ଵ

ᇱ 𝐽ଵ
ᇱ⟩ଶ ⎦

⎥
⎥
⎥
⎥
⎤

+

𝑌ଶ௠              (7) 

and 

𝐽ሚଶ = 12𝜋 ∫ 𝑥ି଺ 𝑔଴ (𝑥)
ஶ

଴
dx.           (8) 

where e is the charge of an electron, 𝑛଴ = 
2.3871019 molecules/cm3 is Loschmidt's 
number, 𝑎଴ is the Bohr radius and  is the 
intermolecular separation corresponding to the 
intermolecular potential V() = 0, ⟨𝑣𝑗|𝑄ଶ|𝑣′𝑗′⟩ is 
the matrix element for the quadrupole induction, 
⟨𝑣𝑗|𝛼|𝑣′𝑗′⟩ is the matrix element of the isotropic 
polarizability, 𝑔଴ (𝑥) is the pair correlation 
function for the gas, 𝑥 = 𝑅 𝜎⁄ , R being the 
intermolecular separation and the numbers 1 and 
2 refer to the two colliding molecules. PJ stands 
for the normalized Boltzmann factors:  

𝑃௃ =
௚೅(ଶ௃ାଵ)௘

ቀషಶ಻ ೖ೅⁄ ቁ

∑ ௚೅(ଶ௃ାଵ)௘
ቀషಶ಻ ೖ೅⁄ ቁ

಻

           (9) 

with 𝑔் being the nuclear statistical weight of 
the molecule in each rotational state, 𝐸௃ is the 
rotational energy and 𝑔் is 1 and 3 for the even 
and odd J, respectively, for H2. C(JLJ';00)'s are 
Clebsch-Gordan coefficients, the values of 
which are given by Rose [25]. The Y2m term is 
small compared to X2m and accounts for the 
contribution of the anisotropy of polarizability of 
the quadrupole transitions.  

The Line Shape Function 

The line shape function in Eq. (3), 
𝑊௡(∆𝑣) for the overlap transition is represented 
by: 

𝑊௢௩ (∆𝑣) = ൤ቀ
ଶ∆௩

ఋ೏
ቁ

ଶ
𝐾ଶ ቀ

ଶ∆௩

ఋ೏
ቁ൨ ቈ1 −

𝛾 ൜1 + ቀ
∆௩

ఋ೎
ቁ

ଶ
ൠ

ିଵ

቉          (10) 

It is formed of two parts: the intra-collisional 
line shape function (Levine-Birnbaum shape 
function) and the inter-collisional line shape 
function [26], where K2 is the modified Bessel 
function of the second kind, d is the intra-
collisional half-width at half-height,  is a 
constant that equals one unit yields zero 
absorption at the dip at m and c is the inter-
collisional half-width at half -height equal to 
(1 2𝜋 𝑐𝜏௖⁄ ), where 𝜏௖ is the mean time between 
collisions. 

The line shape function for the quadrupolar 
transitions is given by: 

(a) the dispersion-type function: 

𝑊௤(∆𝑣) =
ଵ

ଵା൬
∆ೡ

ഃ೜
൰

మ           (11) 

where 𝛿௤ is the quadrupolar half-width at half-
height. Gillard [7] modeled quadrupolar 
transitions with a modified dispersion line-shape 
function: 

𝑊௤(∆𝑣) =
ଵ

ଵା൬
∆ೡ

ഃ೜భ
൰

మ

ା൬
∆ೡ

ഃ೜మ
൰

ర         (12) 

where the fourth-power term better reproduces 
the spectrum. 

(b) The Birnbaum-Cohen (BC) line shape 
function is given by: 



The Collision-Induced Absorption Spectra of Hydrogen Complexes in the Second Overtone Band 

 227

𝑊௤
஻஼(𝛥𝜐) =

ଵ

ଶగమ௖ఋభ
exp ቀ

ఋభ

ఋమ
ቁ exp ቀ

௛௖௱జ

ଶ௞்
ቁ

௭௄భ(௭)

ଵା(௱జ భ⁄ )
        (13) 

where 

𝑧 = [1 + (𝛥𝜐𝛿ଵ)ଶ]ଵ ଶ⁄ ൤ቀ
ఋభ

ఋమ
ቁ

ଶ
+ ቀ

௛௖ఋభ

ଶగ௞்
ቁ

ଶ
൨

ଵ ଶ⁄

 (14) 

∆𝑣 = 𝑣 − 𝑣௠, K1(z) is a modified Bessel 
function of the second kind of order 1, 𝛿௜ =
1 2𝜋𝑐𝜏௜⁄  is a wavenumber parameter and 𝜏௜ is a 
characteristic time in the dipole moment 
correlation function. Lewis [22] modified the BC 
line-shape with a new one referred to as the 
Lewis-Birnbaum-Cohen (LBC) line-shape which 
is given by: 
𝑊௅஻஼(∆𝜔) =

ଶ

ଵା௘షഁℏ∆ഘ

௘ഓమ ഓభ⁄

గ

ఛమ

ටଵା∆ఠమఛభ
మ

𝐾ଵ ቀඥ1 + ∆𝜔ଶ𝜏ଵ
ଶ 

ఛమ 

ఛభ 
ቁ 

           (15) 

where ∆𝜔 = 𝜔 − 𝜔௠ + 𝜔௦, with 𝜔௠ being the 
frequency of the mth transition (𝜔 = 𝑐/𝑣). The 
LBC line-shape function is derived from the BC 
line-shape function with a slight modification of 
the procedure used. Beside the semi-line-shapes 
discussed earlier, there are:  

(a) A semi-empirical numerical method to 
calculate the binary collision-induced roto-
vibrational absorption spectra of H2-H2 
complexes in the second overtone region of 
hydrogen at temperatures from 50-500 K. The 
numerical procedure uses simple analytical 
model line-shapes and can generate the roto-
vibrational CIA spectra of hydrogen pairs 
easily [14].  

(b) Quantum line-shape functions which are 
derived from quantum mechanical 
computations of the roto-vibrational CIA 
spectra of H2-H2 in the second overtone band 
[13]. 

Results and Discussion  

Summary of Experimental Work 

Illustrative examples of CIA spectra of the 
H2-H2 second overtone band in the pure gas at 
77, 86, 201 and 298 K are shown in Figs. (1-4). 
Fig. 5 represents absorption profiles of the 
second overtone band of gaseous H2-H2 at 77, 
201 and 298K obtained with a two-meter cell. 
Also, typical absorption profiles of deuterium in 
the pure gas at 77K and densities 685, 830 and 
929 amagat in the second overtone region are 
shown in Fig. 6 by a plot of Log [I0(ν)/I(ν)] 

versus the wave number (cm-1). The recorded 
profiles mainly consist of the overlap component 
which occurs due to the short-range electron-
overlap interaction of the collisions and the long-
range quadrupole-induced transitions of the 
single, double and triple transitions. The possible 
quadrupolar and overlap transitions which 
contribute significantly to the absorption at 
different temperatures are listed in Table 1. 
These transitions are calculated from the 
constants of the free hydrogen molecules (Foltz 
et al. for v=3 and Bragg et al. for v=0,1 and 2 
[23,24]).  

Several features of these profiles are worth 
mentioning. First, the appearance of a 
characteristic dip in the Q3(J) lines with its low 
and high wave-number maxima QP and QR. The 
separation between QP and QR increases with 
density and becomes more obvious at room 
temperature. Further, the dip position is shifted 
to high wave-numbers with increasing density. 
The sharp absorption dip occurs due to the inter-
collisional interference effect which arises from 
the negative correlations existing between the 
short-range overlap of dipole moments induced 
in successive collisions [26]. It appears that 
either the overlap induction is active in the 1-0, 
3-0, 5-0, … etc. bands and absent in the 2-0, 4-0, 
6-0, … etc. bands; or it is absent for some reason 
only in the first overtone band [5]. In the future, 
we shall seek to find an explanation for the latter 
absence. The line width increases with 
temperature. Second, the spectral band profiles 
defined by [1/l2] Ln(I0)/(I) vary significantly 
with the gas density  [12]. The increase of () 
with the density, observed in the region 12400-
12600 cm-1, may be partially arising from the 
contribution of the ternary transitions. Third, the 
quadrupolar lines in the second overtone profiles 
appear to be somewhat narrower than the 
corresponding lines in the fundamental and first 
overtone bands. This is attributed to the 
diffusional narrowing which occurs at high 
densities used to record the second overtone 
region. Fourth, the recorded profile at 86 K 
shows no dip in the Q3(J) branch and only five 
peaks are displayed because of the low gas 
density used. Fifth, the number of peaks 
increases with decreasing temperature, as shown 
in Figs. 1 to 4. Absorption peak positions and the 
assignments of the transitions contributing to 
these peaks are listed in Table 2. The observed 
positions of the peaks 1 to 9 and their 
assignments are listed in Tables 1 and 2. 
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FIG. 1.  Absorption profiles of the second overtone band of H2 at 77 K with a path length of 194.2 cm. 

  

  

 
FIG. 2.  Absorption profile of the second overtone band of normal hydrogen at 86 K with a path length of 137m 

[5]. 
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FIG. 3.  Absorption profiles of the second overtone band of H2 at 201 K with a path length of 194.5 cm.  

  

  

 
FIG. 4.  Absorption profiles of the second overtone band of H2 at 298 K with a path length of 194.8 cm. 
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FIG. 5. Absorption profiles of the second overtone band of H2 at 77, 201 and 298 K.  

  

  

 
FIG. 6.  Absorption profiles of the D2 second overtone region at 77K with a path length of 194.6cm. 
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TABLE 1. Transitions that contribute to the (3-0) band of H2-H2 at different temperatures. 

# Transitions Wavenumber (cm-1) 
Number of components 

for different temperatures 

1 
Single 

Transitions 

Q3(J=0-5) + S0(J=0-5) 
Q3(J=0-5) + Q0(J=0-5) 
S3(J=0-3) + Q0(J=0-5) 
S3(J=0-3) + S0(J=0-3) 

11532-12997 
11550-11678 
12085-12754 
12439-13595 

4-22 
4-24 
4-24 
4-13 

2 
Double 

Transitions 

O1(J=2-5) + S2(J=0-4) 
S1(J=0-3) + O2(J=2,3) 
Q1(J=0-5) + Q2(J=0-4) 
Q1(J=0-5) + S2(J=0-5) 
S1(J=0-5) + Q2(J=0-3) 
S1(J=0-2) + S2(J=0-3) 

11498-12899 
11986-12597 
11988-12248 
12480-13376 
12412-13534 
12904-13702 

0-16 
0-8 
4-22 
4-31 
4-22 
4-13 

3 Triple Q1(J1) + Q1(J2) + Q1(J3) 12300-12700 8 
4 Overlap transition Q3ov(J=0-5) 11793-11798 2-5 

 

TABLE 2. Assignment of the observed absorption peaks and the dip of the H2-H2 second overtone 
region. 

Peak 
number 

Wavenumber of 
observed peak cm-1 

at 77K [7,8,19] 

Wavenumber of 
observed peak 
cm-1 at 201 [8] 

Wavenumber of 
observed peak 
cm-1 at 85 [5,6] 

Wavenumber of 
observed peak cm-1 

at 298 [8,20] 

Assignment 

1 11773-11775 11732 11765-11782 11740 Q3(J)+Q0(J) 
2 11793-11798 - - - Q3(J) overlap dip 
3 12120 - 12085-12137 - S3(0)+Q0(J), 

Q3(J)+S0(0) 
4 12226-12227 12255 12230-12369 12255 S3(1)+Q0(J), 

Q2(J)+Q1(J) 
5 12345 - - - Q3(J) +S0(1) 
6 12560-12562 12572 12568-12585 12571 S2(0) +Q1(J), 

Q2(J) +S1(0) 
7 12760-12762 12786 12760-12800 12780 S2(1) +Q1(J), 

Q2(J) +S1(1) 
8 13100-13107 - - - S2(1) +S1(0), 

S2(0) +S1(1) 
9 13310 - - - S2(1) +S1(1) 

 
The integrated absorption coefficients 

∫ 𝛼()𝑑  of the second overtone region are 
determined by integrating the areas under the 
experimental profiles. Fig. 7 represents a plot of 
(1 𝜌ଶ⁄ ) ∫ 𝛼()𝑑 versus density  for the 
experimental profiles at 298, 201 and 77K. The 
intercept and the slope of the best straight line, 
which gives the values of the binary and ternary 
absorption coefficients, respectively, are 
calculated by a least-square fit of the 
experimental data. The binary and ternary 
absorption coefficients obtained by different 
researchers are given in Table 3. 

An example of the profile analyses is shown 
in Fig. 8. The B-C and L-B lines were used for 
this purpose. We fit the Birnbaum-Cohen (BC) 

line shape function to the experimental profiles. 
The BC function is given by: 

 

            (16) 

where 

  

           (17) 
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FIG. 7. (1 𝜌ଶ⁄ ) ∫ 𝛼()𝑑  versus density  for the experimental profiles at 298, 201 and 77K. 

  

 
FIG. 8.  Analysis of the absorption profile of the second overtone band of H2-H2 in the pure gas density 891 

amagat at 77 K, density 785 amagat at 201 and density 678 amagat at 298K. The black curve is the 
experimental profile. The blue square represents the summation of single, double and overlap transitions. The 
curve represented by red circle around 12,460 cm-1 is the difference between the experimental and the 
previous sum and is attributed to the triple transitions of the type QI (J1) +QI(J2) +QI(J3). 
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TABLE 3. The binary and ternary absorption coefficients of hydrogen and deuterium (experimental 
and theoretical values). 

Temperature Binary absorption coefficient 
1×10-6 (cm-2amagat-2) 

Ternary absorption coefficient 
2×0-9 (cm-2amagat-3) 

77K H2 (1.98±0.20) [19] 
(1.35±0.04) [8] ෥ଵ=4.53±0.3×10-39 (cm6s-1)] 
0.86±0.06[෥ଵ=4.4±0.3] ×10-39 (cm6s-1)] [7] 
[෥ଵ=7.18] ×10-39 (cm6s-1)] [7] 
(2.10) [11,12] 
(1.9) [11,12] (calculated) 

 
0.8±0.2 [8] 
0.76±0.08 [7] 

85K H2 [෥ଵ=5.4×10-39 (cm6s-1)] [5]  
201K H2 2.13±0.02 ෥ଵ=7.11×10-39 (cm6s-1)] [8] 0.4±0.1 [8] 
298K H2 (3.25±0.07) [20] 

(2.33±0.02) ෥ଵ=7.88×10-39 (cm6s-1)] [8] 
(3.14) 
(2.74) [11,12] (calculated) 

 
0.9±0.3 [8] 

77K D2 (0.17±0.05) [෥ଵ=0.78±0.24] ×10-39 (cm6s-1)] 
theory [2.14×10-39] [7] 

[෥ଵ=0.32±0.06] ×10-39 (cm6s-

1)] [7] 
 

It is applied in the case of quadrupolar, 
single, double and triple transitions. Also, the 
Levine-Birnbaum (LB) line shape function is 
applied for the overlap transitions and reads:  

  

      (18)  

A typical CIA spectrum of H2-H2 in the 3-0 
band recorded at a gas density of 891 amagat at 
77 K is shown in Fig. 9, where Log [I0()/I()] is 
plotted versus the wave-number (cm-1). The 
positions of several transitions are marked a long 
the wave-number axis. The black curve 
represents the experimental profile. The dashed 
curves show the individual quadrupolar 
components and the red solid line represents the 
individual overlap components. The green 
circles represent the sum of the overlap and the 
quadrupolar components.  

A good fit between the experimental and the 
synthetic profile is obtained except in the range 
12300-12700 cm-1. The difference between the 
recorded and the sum profile is interpreted as 

arising from the triple transitions Q1(J1) + Q1(J2) 
+ Q1(J3) of hydrogen with (J1, J2, J3) tacking 
values (111), (110), (100) and (000). These 
transitions contribute to the absorption, where J 
takes values 0 and 1 at 77K. Fig. 10 represents 
absorption profiles of the triple transitions of the 
type Q1(J1) + Q1(J2) + Q1(J3) of H2 at 77, 201 and 
298 K at different densities of the gas in the 
second overtone region. The plot of 
(1 𝜌ଷ⁄ ) ∫ 𝛼()𝑑 versus gas density  for the 
triple transition profiles of H2 at 77, 201 and 
298K is given in Fig. 10. The intercepts obtained 
from the least-square fit give the ternary 
absorption coefficients. The calculated values 
are listed in Table 3.  

Profile analyses of the recorded spectrum 
were carried out using the Birnbaum-Cohen 
(BC) line shape function for the quadrupolar 
transitions and the Levine-Birnbaum (LB) line 
shape function for the overlap transitions. The 
observed spectra were modeled with synthetic 
profiles, which are composed of the 
superposition of an overlap-induced profile and a 
quadrupolar induced profile. The values of the 
fitting parameters at different temperatures are 
given in Table 4. 
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FIG. 9.  Analysis of an absorption profile of normal H2 in the pure gas at 891 amagat and 77 K in the second 

overtone region. Here, the rotational quantum number J takes the values 0 to 3. The black curve is the 
experimental profile. The red curve represents the computed overlap-induced profiles, while the dashed 
curves are quadrupoler-induced profiles. The green circles represent the sum of the computed overlap and 
quadrupolar components. The difference between the experimental and the sum represented by the curve in 
open circles is the contribution due to triple transitions. 

 
FIG. 10. Absorption profiles of the triple transitions of H2-H2-H2 and (1 𝜌ଷ⁄ ) ∫ 𝛼()𝑑  versus density  for the 

experimental profiles at 298, 201 and 77K. 
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TABLE 4: Results of profile analysis of H2-H2 in the 3-0 band [8, 9]. 

T 
Intra-

collisional 
half-width 

Collision 
duration 

Quadrupolar 
half-width 

Collision 
duration 

BC 
Profile 

parameters 

BC 
Profile 

parameters 

Overlap 
contribution 

Quadrupolar 
contribution 

(K) 𝛿ௗ (cm-1) 𝜏ௗ (10-14s) 𝛿௤ (cm-1) 𝜏௤(10-14s) 𝛿ଵ (cm-1) 𝛿ଶ (cm-1) (%) (%) 
77 983 5.4 501 11.1 473 3154 11 89 
201 1043 5.1 821 6.5 1001 2973 15 85 
298 1186 4.5 1063 5.0 1355 2644 19 81 

 

Summary of Theoretical Work  

A semi-empirical numerical method has been 
used to compute the binary collision-induced 
roto-vibrational spectra of hydrogen complexes 
in the second overtone region at different 
temperatures. Also, quantum mechanical 
computation was used to calculate the second 
overtone profile of hydrogen [11-14].  

This code is modified by Borysow and her 
group. Illustrative examples are given in Fig. 11 
and Fig. 12. Fig. 11 shows two profiles 
calculated at 77 and 298K using the semi-
empirical method. Fig. 12 represents two profiles 
calculated with two methods of normal hydrogen 
at 77K. These figures are calculated using the 
code given by Borysow, see: 

https://www.astro.ku.dk/~aborysow/programs/.  

  
FIG. 11. Two profiles of the CIA spectra calculated theoretically at 77 and 298K. 

  
FIG. 12. Theoretical calculations of the CIA spectra of hydrogen at 77K. 
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Conclusion  

The spectra of the second overtone band of 
H2-H2 at 77, 201 and 298K were recorded for 
different gas densities. Profile analyses of these 
spectra were carried out using the Birnbaum-
Cohen (BC) line shape function for the 
quadrupolar transitions and the Levine-
Birnbaum (LB) line shape function for the 
overlap transitions. The observed spectra were 
modeled with synthetic profiles, which are 
composed of the superposition of an overlap-
induced profile and a quadrupolar induced 
profile. Satisfactory agreement of the 
measurements with the calculated profiles was 
observed. The calculated binary and ternary 

absorption coefficients are in good agreement 
with theoretical values found by other 
researchers. 

We have reviewed the second overtone band 
spectra of H2-H2 spectra at different temperatures 
and densities that were studied since 1949. The 
aim of this article has been to shed more light on 
the important results obtained since then. 
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Abstract: Radionuclide concentrations in imported food products depend on the geological 
and mineralogical characteristics of the soil from which the products are derived and this is 
a major cause of concern in radiation monitoring. The analysis of three naturally occurring 
radionuclides that are: 226Ra, 232Th and 40K in fourteen selected imported food samples was 
carried out in this research using sodium iodine detector. Reasonable quantities of each of 
the samples were packed in cylindrical containers and kept for a month to attain secular 
equilibrium. The activity concentrations of the analyzed samples ranged from 48.76 ± 5.03 
to 85.45 ± 3.20, from 10.10 ± 1.70 to 21.10 ± 2.20 and from 8.06 ±1.4 to 10.54 ± 3.64 
Bq/kg and their average values were 65.32 ± 4.14, 11.23 ± 2.18 and 9.68 ± 2.08 for 40K, 
226Ra and 232Th, respectively. For 232Th, ten samples were seen to be below detention limit 
BDL. The mean effective dose was estimated to be 4.17 µSv/y. The result of the radiation 
dose was less than the average value of 1mSv/y for general public, making the foodstuff 
analyzed radiologically safe for consumption. 
Keywords: Imported foodstuff, Radionuclides, Monitoring, Effective dose, Consumption. 
 

 

Introduction 

Foods are substances whether in liquid, solid, 
frozen, dried or dehydrated form that are 
consumed by humans to provide essential 
nutrients (vitamins, minerals and fats) for growth 
and development. They are ingested by 
organisms and assimilated into their cells to 
provide energy. Food remains the most critical 
need for human existence. It has been estimated 
that at least one-eighth of the mean annual 
effective dose due to natural sources is caused by 
the consumption of foodstuff [1, 2]. 
Radionuclide concentrations in imported food 
products depend on the geological and 
mineralogical characteristics of the soil from 
which the products are derived and this is a 
major cause of concern in radiation monitoring. 
Food consumed by humans may be 
contaminated through naturally occurring 
radioactivity, nuclear power plant accidents, 

winds or rainfall, as well as through nuclear 
weapons which are deposited on plants, soil or 
water and can enter the food chain through the 
absorption via plant roots, putting human beings 
at risk after ingestion of the contaminated food, 
leading to acute health effects, such as nausea 
and vomiting, as well as to chronic health 
effects, such as increase in the risk of cancer [3]. 
The aim of this work, therefore, is the estimation 
of radionuclide concentrations and average 
effective dose through ingestion from some 
selected imported foodstuff. 

Materials and Methods 

Food Sampling and Preparation 

Fourteen samples of imported foodstuff were 
selected for analysis as these are foods 
commonly taken by Nigerians. The samples 
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were dried by placing them in the oven for 24 
hrs at 110 0C, to ensure that moisture is 
completely removed. Then, some foodstuff, like 
rice, cornflakes, oat, beans, … etc. were ground 
and sieved to give room for uniformity in size. 
The samples were then weighed with a weighing 
balance and 100g of nutmeg, cocoa, … etc., 
which were already homogenized, were sealed 
and packed in plastic containers of 8cm height 
and 6cm diameter. The containers were later 
sealed using paper- tape to avoid any possibility 
of radon leakage. All the fourteen samples were 
kept for at least 4 weeks (28 days) to attain 
secular equilibrium between radon and its 
daughters [4] prior to gamma spectroscopy 
analysis. After the preparation, the radionuclide 
concentrations in the samples were measured. 

Measurement of Radionuclides with Gamma - 
Ray Spectroscopy 

The analysis of all the samples was carried 
out using a well-calibrated NaI (TI) and well-
shielded detector couple to a computer resident 
quantum MCA2100R multichannel analyzer for 
36,000s. The background sample measurement 
by the detector was achieved by filling an empty 
thoroughly clean plastic container with distilled 
water and counting for the same reasonable 
period as the sample and the peaks were resolved 
for the natural radionuclide. 

1460KeV gamma-radiation of 40K was used 
to determine the concentration of 40K in the 
sample. The gamma transition energy of 
1764.5KeV 214Bi was used to determine the 
concentration of 238U, while the gamma 
transition energy of 2614KeV 208TI was used to 
determine the concentration of 232Th and 137Cs 
was detected by its 661.6KeV gamma energy. 
The efficiency calibration of the detector was 
carried out using a reference standard mixed 
source traceable to Analytical Quality Control 
Service (AQCS, USA), which has certified 
activities of the selected radionuclides and has a 
geometrical configuration identical to the sample 
containers. The activity concentration in the 
sample was obtained using the expression in [5, 
6]. 

𝐶 ቀ
஻௤

௞௚
ቁ  =  

஼೙

ఌఘംெೞ
             (1)  

where C is the activity concentration of the 
radionuclide in the sample, Cn is the count rate 
under each photopeak due to each radionuclide, ε 
is the detection efficiency for the specific gamma 
energy, ρ is the absolute transition probability of 
the specific gamma energy and Ms is the mass of 
the sample. 

Results and Discussion 

The results of the activity concentration 
(Bq/kg) of the primordial elements targeted in 
the samples are shown in Table 1. 

Potassium has the highest concentration when 
compared with other radionuclides from the 
foodstuff samples. 

There are variations in the activity 
concentrations of radionuclides among the 
different food samples. The activity 
concentration of 40K ranged from 48.76 ± 5.03 
Bq/kg to 85.45 ± 3.20 Bq/kg with a mean value 
of 65.32 ± 1.77 Bq/kg, 226Ra ranged from 10.06 
± 2.24 Bq/kg to 21.10 ± 2.03 Bq/kg with a mean 
value of 11.23 ± 0.85 Bq/kg and 232Th ranged 
from BLD to 10.54 ± 3.64 Bq/kg with a mean 
value of 9.68 ±1.59, as shown in Table 1. 
Samples 7 and 2 exhibited the first and second 
highest concentration of 40K with values of 85.45 
±3.2 Bq/kg and 74.84±1.02 Bq/kg, respectively. 
The first and second highest concentrations of 
226Ra were found in samples 14 and 5 with their 
corresponding values as 21.10±2.03 and 
12.04±1.38 Bq/kg, respectively. The first and 
second highest concentrations of 232Th were 
10.54±3.64 and 10.45±1.2 Bq/kg for samples 5 
and 7, respectively. From all the measured 
samples, ten samples of 232Th had values below 
the detection limit. The study revealed that the 
activity concentrations of 226Ra, 232Th and 40K for 
all samples under study were much lower than 
the activity concentration values in food, which 
are usually in the range 40- 600Bq/kg [7]. The 
trend of activity concentrations of the 
radionuclides was in the order of magnitude    
40K ˃ 226Ra ˃ 232Th in all the sample studied.  
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TABLE 1. Activity concentrations of 40K, 226 Ra and 232Th (Bq/kg) in the food samples. 
S/N PRODUCT NAME Origin 40K 226Ra 232Th 

1 Nutmeg USA 65.59±3.19 10.49±2.50 BDL 
2 Quaker Oat U.K 74.84±1.02 10.10±2.01 BDL 
3 Titus Fish Cotonou 72.34±6.29 10.19±3.01 BDL 
4 Olotu Beans South Africa 65.22±5.03 11.25±1.09 BDL 
5 Horlicks Cocoa U. K 68.03±5.88 12.04±1.38 10.54±3.64 
6 Thailand Rice Cotonou 55.02±3.90 10.10±1.70 BDL 
7 K. Cornflakes South Africa 85.45±3.20 10.10±2.20 10.45±1.2 
8 Creamcraker B. U. K 63.08±3.19 11.25±0.09 BDL 
9 Instant Coffee South Africa 65.47±2.45 10±2.24.06 BDL 
10 Ginger U.S.A 65.38±6.64 10.12±1.53 BDL 
11 CereIlac U. K 65.31±6.29 10.13±1.85 BDL 
12 Frisco Gold Netherland 48.76±5.03 10.12±3.23 BDL 
13 Horlicks milk U. K 55.10±5.88 10.12±3.13 8.06±0.66 
14 White Oat U.S.A 64.84±2.45 21.10±2.03 DBL 

 Mean +S.D.  65.32±1.77 11.23±0.85 9.68±1.59 
    BDL: Below Detection Limit.  

 
Annual Effective Dose from Ingestion of the 
Food Samples 

The effective dose helps estimate the doses 
from radionuclides through ingestion from 
different sources of radioactivity. It is based on 
the risks of radiation-induced health effects [6]. 

The annual effective dose due to the intake of 
radionuclides from foodstuff is calculated using 
the metabolic model developed by [8, 9]: 

𝐷௥௙ ቀ
ௌ௩

௬
ቁ = 𝑅௙ ∑൫𝐶௥ 𝐴௥௙൯           (2) 

where Drf is the annual effective dose in Sv/y, Cr 
is the effective dose conversion factor 0.28 E-06, 

0.23 E-07 and 0.006 E-06 Sv/Bq, for 226Ra, 232Th 
and 40K, respectively. Arf is the activity 
concentration of the radionuclide in the ingested 
foodstuff. Rf is the consumption rate (kg/y) and 
the values are presented in Table 2.  

The effective dose (µSv/y) varied from 0.01 
in Olotu beans to 15.88 in rice. The estimated 
values for baby foods, which are cerelac, 
friscogold, horlick milk, white oat and beans, are 
extremely small compared with effective dose 
values for rice, cornflakes and creamcraker. The 
mean effective dose was estimated to be 
4.17(µSv/y).  

TABLE 2. Consumption rate and annual effective dose. 
S/N Product Name Consumption rate (kg/y) Annual effective dose (µSv/y) 

1 Nutmeg 4.90 3.11 
2 Quaker Oat 0.03 0.02 
3 Titus 11.2 7.49 
4 Olotu Beans 0.02 0.01 
5 Horlicks 2.00 1.37 
6 Rice 28.23 15.88 
7 Cornflakes 20.67 15.40 
8 Creamcraker 18.55 11.82 
9 Instant Coffee 0.04 0.03 
10 Ginger 5.00 3.13 
11 Cerelac 0.03 0.02 
12 Frisco 0.03 0.02 
13 Horlicks milk 0.03 0.02 
14 White Cat 0.03 0.03 
 Mean  4.17 

        Source: Food Balance Sheet, Nigeria, 2006. 
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Conclusion 

This research has helped identify and 
measure the primordial radionuclides present in 
the imported foodstuff consumed by Nigerians, 
in order to determine the activity concentrations 
and assess the health impact from the 
consumption of the foodstuff. Furthermore, it 
has also helped ascertain the level of health risks 
that might be involved for countries consuming 
the foodstuff. 

The variations of radionuclide concentrations 
from one sample to another might stem from the 
heterogeneity of the environment from where the 
foodstuff originated. 

The health impact assessment of the present 
study revealed that the consumption of the 
analyzed imported foodstuff does not pose any 
radiological effects to Nigerians consuming 
them. Nonetheless, there is a need for regular 
monitoring of the imported foodstuff so as to 
avoid the accumulative effect of doses. 
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Abstract: In the present paper, the structural and electronic properties have been studied 
with the help of thermodynamic parameter. The lattice parameter and nanoparticle size in 
lead chalcogenides [(PbX, X = S, Se and Te)] are calculated with the help of fitting 
parameter under the effect of temperature. The calculated values are in close agreement 
with the experimental results.   
Keywords: Lead chalcogenides, Lattice parameter, Nanoparticle size, Energy band gap. 

 

Introduction 

Lead chalcogenides (Pb X, X = S, Se and Te) 
are narrow band gap (0.2-0.4 eV) 
semiconductors at lower temperatures. They 
have unique structural and electronic properties. 
They have wide technological applications and 
are used to fabricate various optoelectronic, 
spintronic and thermo-electronic devices, as well 
as in nanoscience and nanotechnology [1–9]. 
Various classes of thermoelectric materials had 
been developed, such as bismuth telluride for 
low-temperature applications [10, 11] and 
germanium telluride for higher-temperature 
applications [12]. Theoretical and experimental 
studies have been performed on their structural 
and electronic properties [13-22]. Those 
properties have been studied in terms of lattice 
constant, nanoparticle size and energy band gap 
under the effect of temperature. Lattice constant 
and energy band gap are functions of 
temperature [15-22]. The structural and 
electronic properties, such as lattice constant (a) 
and nanoparticle size (R), are calculated. The 
calculated values are compared with 
experimental results.  

Theoretical Methodology 

Lead chalcogenides are narrow band gap 
semiconductors. Energy band gap and lattice 
parameter are functions of temperature [24-25]. 
The crystal structure of lead chalcogenide is of 
NaCl (B1) type. The coordination number and 
bond between lead (Pb) and chalcogen {X = S, 
Se, Te} are 6 and ionic, respectively. The 
electronic and structural properties were studied 
in terms of lattice parameter and energy band 
gap with temperature [23-26]. Various 
experimental studies have found that lead 
chalcogenides exhibit strongly anharmonic 
lattice dynamics [27]. Coulomb interaction and 
short-range two-body interaction in lead 
chalcogenides are given by: 

Uij =  
ொ೔ொೕ

ோ೔ೕ
+ 𝑋𝑒

షೃ೔ೕ

ഐ  − 
஽ల

ோ೔ೕ
ల            (1) 

In Eq. 1, the first term describes the long-
range Coulomb interaction between two charges. 
The second term indicates the repulsive 
potential. The third term represents the dipole- 
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dipole interaction Abuckingham potential; where 
X, ρ and D6 are fitting parameters. Short-range 
cation –cation interactions are ignored. 
Thermodynamic enthalpy in NaCl (B1) structure 
is given by: 

H = E + PV.             (2) 

The Gibbs free energy is given by:  

G = H  TS.            (3) 

According to the classical Heisenberg model, 
the Hamiltonian is given by: 

ℋ =  
ଵ

ଶ
∑ 𝑆௜ ൫𝐽ଵ ∑ 𝑆௝

௡௡
௝ + 𝐽ଶ ∑ 𝑆௝

௡௡௡
௝ ൯          (4) 

with normalized spin vectors 𝑆௜ and 𝑆௝ and 
summation over nearest neighbor and next 
nearest neighbor.  

The energy differences in terms of 
𝐽ଵ 𝑎𝑛𝑑 𝐽ଶ are given by the following relations:  

∆𝐸ଵ = 8𝐽ଵ  

∆𝐸ଶ = 6𝐽ଵ + 6𝐽ଶ . 

The atomic radius of lead chalcogenide PbX 
(X=S,Se and Te) is a function of temperature. 
Then, 

𝑅(𝑇) =  𝐴 +  𝐵𝑇 +  𝐶𝑇ଶ           (5)  

where A, B and C are the fitting parameters, the 
values of which are given in Table 1. 

The lattice parameter in term of atomic radius 
is given by the following relation: 

𝑎(𝑇) = 2√2 R(T). 

The energy gap is related with temperature 
and lattice parameter by the following relation:  

[
డா೒

డ்
]௅஺்்ூ஼ா = (

డா೒

డ௔
) (

డ௔

డ்
) .          (6) 

The forbidden width is a linear function of 
temperature [28-30]. Then, 

𝐸௚(𝑇) = 𝐸௚(0)+
డா೒ 

డ்
T ,           (7) 

𝐸௚(0) being the energy at absolute zero. 

The enthalpy of lead chalcogenide crystal is 
defined as:  

𝐻 ≈ 𝐻ா௅ா஼ + 𝐻௏ூ஻
଴ + 𝐻௏ூ஻(𝑇) + 𝐻ோை்(𝑇) +

𝐻்ோ஺ேௌ(𝑇) + 𝑅𝑇            (8) 

where, 𝐻ா௅ா஼ is the electronic component of 
enthalpy, 𝐻௏ூ஻

଴  is the vibrational component of 
enthalpy (main State), 𝐻௏ூ஻(𝑇) is the vibrational 

component of enthalpy, 𝐻ோை்(𝑇) is the 
rotational component of enthalpy, 𝐻்ோ஺ேௌ(𝑇)  is 
the trans. component of enthalpy, 𝑅 is the 
universal gas constant and T is the temperature.  

The entropy of the crystal is the sum of 
following components: 

∆𝑆 = 𝑆்ோ஺ேௌ + 𝑆௏ூ஻ + 𝑆ா௅ா஼் − 𝑛𝑅[ln(𝑛𝑁଴) −
1]              (9) 

where, 𝑁଴ is the Avogadro constant and N is the 
number of moles in the molecules. 

The Gibbs free energy of the crystal is 
determined in term of the entropy of individual 
members of molecules of reagent Pb and X = (S, 
Se and Te). Then, 

∆ 𝐺 = 𝐻௉௕ − 𝐻௑ +
ଵ

ଶ
∑ ℎ௜ఌ௉௕ 𝜈௜  

ଵ

ଶ
∑ ℎ௝ఌ௑ 𝜈௝ −

𝑇 (𝑆௏ூ஻
௉௕ −  𝑆௏ூ஻

௑ + 𝑆ோை்
௉௕ − 𝑆ோை்

௑ + 𝑆்ோ஺ேௌ
௉௕ −

𝑆்ோ஺ேௌ
௑ )           (10)  

where, 𝐻௉௕ is the enthalpy of lead, 𝐻௑ is the 
enthalpy of chalcogen [X = S, Se and Te], 𝑆௏ூ஻

௉௕  
is the entropy of lead due to vib. component, 
𝑆௏ூ஻

௑  is the entropy of chalcogen due to vib. 
component, 𝑆ோை்

௉௕  is the entropy of lead due to 
rot. component, 𝑆ோை்

௑  is the entropy of chalcogen 
due to rot. component, 𝑆்ோ஺ேௌ

௉௕  is the entropy of 
lead due to trans. component and 𝑆்ோ஺ேௌ

௑  is the 
entropy of chalcogen due to trans. component. 

The particle size of PbX (X = S, Se and Te) 
has been calculated by effective mass of holes 
and electrons. Now, the carrier effective mass of 
a hole is given by:  

𝑚௛
∗ = 1.44 𝑚௘

∗           (11) 

where 𝑚௘
∗  be the carrier effective mass of an 

electron. 

Generally, electrons and holes are in the 
conduction band and valence band, respectively. 
Both achieved the lowest energy for an optical 
transition from valence band to conduction band. 
Then, the expression for the radius of 
nanoparticle is given by:  

𝑅,ଶ  =  
௛మ

଼൫∆ா೒೅ ି∆ா೒൯
൤

ଵ

௠೐
∗ +

ଵ

௠೓
∗ ൨         (12) 

where, ∆𝐸௚் is the energy gap at 4.2K and 300K, 
respectively and ∆𝐸௚ is the energy gap at 0K. 

The structural properties have been predicted 
by lattice parameter and are shown in Figs. 1, 2 
and 3. In Figs. 1, 2 and 3, the lattice parameter is 
the linear function of temperature. The values of 
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lattice parameter and nanoparticle size are 
calculated. The calculated values of lattice 
parameter and nanoparticle size are shown in 

Tables 1 and 2, respectively. Finally, our 
calculated values are in close agreement with the 
experimental results. 

 

 TABLE 1. Variation of atomic radius and lattice parameter with temperature for lead chalcogenides 
(PbX, X=S, Se and Te). 

Temperature 
 

K 

PbS 

𝑅(𝑡) =
𝑎

2√2
 

A = 2.082 (Å) 
B = 0.367⤬10ିସ(Å 𝐾ିଵ) 
C = 2.938⤬10ି଼൫Å 𝐾ିଶ൯ 

Calc. Exp.[28-30] 

PbSe 

𝑅(𝑡) =
𝑎

2√2
 

A = 2.157 (Å) 
B = 3.136⤬10ିହ(Å 𝐾ିଵ) 
C = 0.417⤬10ି଻(Å 𝐾ିଶ) 

Calc. Exp.[28-30] 

PbTe 

𝑅(𝑡) =
𝑎

2√2
 

A=2.277(Å) 
B = 0.371⤬10ିସ(Å 𝐾ିଵ) 
C = 2.867⤬10ି଼(Å 𝐾ିଶ) 

Calc. Exp.[28-30] 
0 2.082 2.157 2.277 
4 2.082 2.158 2.278 
75 2.085 2.159 2.280 
150 2.088 2.165 2.283 
225 2.091 2.166 2.286 
300 2.095 2.170 2.290 
375 2.100 2.175 2.295 
400 2.101 2.176 2.296 
525 2.109 2.184 2.304 
600 2.114 2.190 2.309 

 

TABLE 2. Nanoparticle size of lead chalcogenides at different temperatures and band gaps.  

Compound 
Energy gap 

൫∆𝐸௚൯ 𝑎𝑡 0𝐾 eV 
Exp. [16] 

Energy gap 
൫∆𝐸௚൯ 𝑎𝑡 4𝐾 eV 

Particle size 
(R’) nm 

Energy gap 
൫∆𝐸௚൯𝑎𝑡 300K 

eV 

Particle size 
(R’) nm 

PbS 0.290 0.20 5.42 0.26 9.39 
PbSe 0.170 0.18 16.27 0.23 6.64 
PbTe 0.190 0.65 2.4 0.69 2.03 

 

 
FIG. 1. Lattice parameter with temperature for PbS. 

0 100 200 300 400 500 600
5.88

5.90

5.92

5.94

5.96

5.98

PbS

L
at

tic
e
 P

a
ra

m
e
te

r 
[a

] 
(A

0 )

Temperature (K)



Article  Adhikari, Adhikari and Lamichhane 

 244

 
FIG. 2. Lattice parameter with temperature for PbSe. 

 
FIG. 3. Lattice parameter with temperature for PbTe. 

 

Results and Discussion 

In this method, the lattice parameter and 
nanoparticle size in lead chalcogenides [(PbX, X 
= S, Se and Te)] have been studied under the 
effect of temperature. We have studied the 
structural and electronic properties and 
calculated the lattice parameter and nanoparticle 
size of given compounds at different 
temperatures. The values of lattice parameter and 
nanoparticle size in various temperatures are 
shown in Tables 1 and 2, respectively. The 

variations of lattice parameter with temperature 
are predicted in Fig. 1, Fig. 2 and Fig. 3 for PbS, 
PbSe and PbTe, respectively. The values of 
lattice parameter are a linear function of 
temperature. The fitting parameters have been 
taken different for different compounds. During 
the electronic transition, the values of 
nanoparticle size have been calculated and are 
shown in Table 2. Our calculated values of 
Tables 1 and 2 are in close agreement with 
experimental results. 
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Abstract: We present a theoretical study of the magnetization (M) and the 
magnetic susceptibility (χ) of single electron Gaussian quantum dot (GQD) presented in a 
magnetic field. We solve the Hamiltonian of this system including the spin by using exact 
diagonalization method. All the energy matrix elements are obtained in closed analytic 
form. We investigate the effects of temperature, magnetic field and confining potential 
depth on the behavior of magnetization and magnetic susceptibility of the quantum dot. 
Comparisons show that our results are in very good agreement with reported works.  
Keywords: Gaussian quantum dot, Magnetic field, Exact diagonalization method, 

Magnetization, Magnetic susceptibility. 
PACS: 73.21.La, 65.80.-g 
 

 

1. Introduction 

The study of quantum dot (QD) structures has 
received great attention in recent years due to 
their physical properties and great potential 
device applications, such as quantum dot lasers, 
solar cells, single electron transistors and 
quantum computers [1- 5]. The introduction of a 
magnetic field perpendicular to the dot plane 
introduces an additional structure on the energy 
levels and correlation effects of the interacting 
electrons confined in a quantum dot. 

Different authors had solved the QD 
Hamiltonian with parabolic potentials by using 
analytical and various numerical methods [6-18]. 
The Gaussian potential has been proved to be an 
effective potential in many branches of physics. 
It has been solved approximately for a single 
particle problem by many authors [19-27]. The 
exact diagonalization and variational methods 
have been used to study the electronic, 
thermodynamic and magnetic properties of 
single and coupled QDs [28-35]. 

The purposes of this work are: first, to 
calculate the statistical energy <E> of a single 
electron confined in a Gaussian quantum dot 
(GQD) by solving the QD Hamiltonian using 
exact diagonalization method; second, the 
obtained statistical energy will be used to 
investigate the dependence of magnetization (M) 
and magnetic susceptibility (χ), as 
thermodynamic quantities, on magnetic field 
strength (B), temperature (T) and confining 
potential depth (V0), taking into account the 
presence of the spin (S). 

The structure of this paper is organized as 
follows: the Hamiltonian theory and computation 
method of a single electron in GQD are 
presented in section 2. In section 3, we show 
how to calculate magnetization and magnetic 
susceptibility from the mean energy expression. 
The final section is devoted to numerical results 
and discussion. 
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2. Theory  

The theory in this research consists mainly of 
three main parts: the two-dimensional (2D) 
Hamiltonian model, the exact diagonalization 
technique and the calculation of magnetic 
properties, such as statistical energy, 
magnetization and magnetic susceptibility. 

Quantum Dot Hamiltonian 

The Hamiltonian of a single electron system 
in an external magnetic field with the presence 
of Gaussian confinement potential is given as:  

𝐻෡ =
ଵ

ଶ௠∗ ቀ𝑃ሬ⃗ +
௘

௖
𝐴ቁ

ଶ
+ 𝑉(𝜌⃗)     (1) 

where ρሬ⃗  refers to the position vector of an 
electron, Pሬሬ⃗  is the momentum operator, m* is the 
electron effective mass and Aሬሬ⃗  is the vector 
potential corresponding to the applied magnetic 
field Bሬሬ⃗  along z-direction including the spin 
Zeeman term. The magnetic field is given by 
Bሬሬ⃗ =∇ሬሬ⃗ × Aሬሬ⃗  and 𝑉(𝜌⃗) is the confining potential 
taken as Gaussian potential,  

𝑉(𝜌) = −𝑉଴𝑒
ି

ഐమ

మೃమ     (2) 

The Hamiltonian can be rewritten as: 

𝐻෡ = −
ℏమ

ଶ௠∗ ∇ఘ
ଶ + 𝑉(𝜌) +

ଵ

଼
𝑚∗𝜔௖

ଶ𝜌ଶ +
ଵ

ଶ
ℏ𝜔௖(𝐿෠௭ + 𝑔𝑆መ௭)     (3) 

where L෠z is the z component of the angular 
momentum of the electron, 𝜔௖ is the cyclotron 
frequency given by c= eB/ m∗, where B is the 
strength of the applied magnetic field, R is the 
quantum dot radius, V0 is the depth of the 
confining potential and g* is the effective Lande 
g-factor which equals -0.44 for GaAs. 

Exact Diagonalization Method 

The Gaussian potential term makes the 
analytical solution of this system not possible. 
We intend to solve the Hamiltonian by using the 
exact diagonalization method. The bases are 
taken to be Fock-Darwin states [21, 36], given 
as:  

|𝑛𝑚௭〉 =

ఈ

√గ
ቀ

௡!

(௡ା|௠೥|)!
ቁ

భ

మ (𝛼𝜌)|௠೥|𝐿௡
|௠೥|

(𝛼ଶ𝜌ଶ)𝑒ି
భ

మ
ఈమఘమ

𝑒௜௠೥థ𝜒(𝜎)
  

        (4) 

with 

𝛼 = ට
௠∗ఠ

ℏ
     (5) 

where n is the radial quantum number, mz is the 
azimuthal angular momentum quantum number, 
L୬ 

|୫౰| is the associated Laguerre polynomial 
and χ(σ) is the eigenstate of the spin operator S෠z. 

The Hamiltonian can be rewritten as H෡ = H෡ 0 
+H෡1; where 

𝐻෡଴ = −
ℏమ

ଶ௠∗ ∇ఘ
ଶ +

ଵ

ଶ
𝑚∗𝜔ଶ𝜌ଶ +

ଵ

ଶ
ℏ𝜔௖(𝐿෠௭ + 𝑔𝑆መ௭) 

             (6) 

𝐻෡ଵ = −
ଵ

ଶ
𝑚∗𝜔଴

ଶ𝜌ଶ − 𝑉଴𝑒
ି

ഐమ

మೃమ              (7) 

and 2 is the effective frequency, defined as: 

𝜔ଶ = 𝜔଴
ଶ +

ଵ

ସ
𝜔௖

ଶ           (8) 

where H෡଴ represents the harmonic oscillator 
Hamiltonian with well-known eigenstates |𝑛𝑚௭〉 

and with energies of En= (2n + |mz| +1) ħ 
+భ

మ
 ħc (mz + gSz). 

We can write the matrix elements of the 
complete Hamiltonian H෡ in terms of these bases 
|nmz> using Eq. 4, as:  

〈𝑛ᇱ𝑚௭หH෡ห𝑛𝑚௭〉 = 〈𝑛ᇱ𝑚௭หH෡଴ห𝑛𝑚௭〉 + 
〈𝑛ᇱ𝑚௭หH෡ଵห𝑛𝑚௭〉 

= (2n + |mz| +1) ħ + భ

మ
 ħc (mz + gSz) + 〈n′mz 

− 𝑉଴𝑒
ି

ഐమ

మೃమ | nm୸〉 − 〈𝑛ᇱ𝑚௭ ቚ
ଵ

ଶ
𝑚∗𝜔଴

ଶ𝜌ଶቚ 𝑛𝑚௭〉  
   (9)  

The matrix element for the Gaussian 

confinement potential 〈n′mz - 𝑉଴𝑒
ି

ഐమ

మೃమ| nm୸〉 can 
be evaluated in a closed form by using the 
following Laguerre relation [16]:  

∫ t஑ ିଵeି୮୲L୫
஛ (at)L୬

ஒ (bt)dt
ஶ

଴
 = 

 ୻(஑)(஛ାଵ)ౣ(ஒାଵ)౤୮షಉ

୫!୬! 
∑

(ି୫)ౠ(஑)ౠ

(஛ାଵ)ౠ ୨!
ቀ

ୟ

୮
ቁ

୨
∑

(ି୬)ౡ(஑ା୨)ౡ

(ஒାଵ)ౡ ୩!
ቀ

ୠ

୮
ቁ

୩
୬
୩ୀ଴

୫
୨ୀ଴   

      (10) 

This closed form reduces significantly the 
computation time needed in the diagonalization 
process. 

Statistical Energy, Magnetization and 
Magnetic Susceptibility 

We have used computed energies of the GQD 
system as essential data to calculate the 
statistical average energy as: 
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〈E ቀ𝑇, 𝐵, 𝑅, V ቁ〉 =
∑ ୉ಉୣ

ష
ుಉ

ೖಳ೅ొ
ಉసభ

∑ ୣ
ష

ుಉ
ೖಳ೅ొ

ಉసభ

        (11) 

which describes the mean thermal energy of the 
electron. 

The magnetization of the GQD system is 
evaluated as the magnetic field partial derivative 
of the mean energy of the GQD. 

M ቀ𝑇, 𝐵, 𝑅, V ቁ =
ି ப〈୉(୘,୆,ୖ,୚బ )〉

ப୆
        (12) 

The magnetic susceptibility of the GQD 
system is evaluated as the second magnetic field 
derivative of the mean energy of the DQD. 

𝜒 ቀ𝑇, 𝐵, 𝑅, V ቁ = −
డమழா(୘,୆,ୖ,୚బ )வ

డమ஻
        (13) 

3. Results and Discussion 

We present our computed results for the 
energy spectra by solving the single electron 
GQD Hamiltonain using numerical 
diagonalization method and Fock-Darwin bases. 
The material parameter for GaAs medium is 
taken to be m∗ = 0.067m0; the effective Rydberg 
of R∗ = 5.83meV and Bohr radius of a∗ = 9.8 nm 
are used as energy and length, respectively. The 
energy spectra, En, are essential input data to 
calculate magnetization and magnetic 
susceptibility. Diagrams were used to illustrate 
the results. 

Quantum Dot Energy Spectra 

First, we calculate the ground state energy of 
the QD for fixed potential height (V0) and 
different QD radii, as displayed in Fig. 1. 

We show in Fig. 2 the ground state and few 
excited state energies of the Gaussian QD versus 
the magnetic field B. The figure shows clearly 
the effects of the Zeeman and the spin terms on 
each particular state. As the magnetic field 
increases, the spin and Zeeman terms show 
significant energy contribution effects. These 
results are in full agreement with the previous 
published results of Boyacioglu and Chatterjee 
[38]. 

Next, we found the average thermal energy of 
the ground state of the QD as in Fig. 3. This 
figure describes the average thermal energy 〈𝐸〉 
versus the magnetic field for GQD, taking into 
account the effect of the electron spin term. 

Fig. 3 shows that at low temperature of 5mK, 
the energy decreases as the magnetic field 
increases, because at low temperatures, the 
thermal energy contribution is small, so the 
negative energy contribution due to the spin term 
(ୡg*S෠୸) is significant and reduces the statistical 
energy; this behavior continues up to B≈4 T, 
then the energy starts increasing as the magnetic 
field increases. As the temperature increases, 
from 5mK to 10 and 20 K, the ground state 
energy curve of the QD shows a great 
enhancement. This behavior is due to the 
significant increment in the thermal energy 
contribution.  

 
FIG. 1. The calculated ground state energy of a single electron quantum dot as a function of the quantum dot size 

R at zero magnetic field B = 0 and V0 = 36.7meV. 
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FIG. 2. Computed ground and first few exited energy states of one electron GQD versus the magnetic field at V0 

= 36.7 meV and R = 10 nm. The dashed curve is for S = −1/2 and the solid curve is for S = 1/2. 

 
FIG. 3. The average thermal energy versus the strength of the magnetic field B at V0 = 36.7meV, R = 10nm, g* 

= −0.44 and T = 5 mK, 10 and 20 K, from bottom to top. 

 

In Fig. 4, we show the dependence of the 
convergence of our GQD energy spectra on the 
temperature by plotting the average energy 
versus the temperature at constant B = 2T for R 
= 10nm and V0 = 36.7 meV and various numbers 
of bases (n) used in the exact diagonalization 
process. It is clear from the figure that, to reach 

numerical stability, we need more bases as the 
temperature increases.To achieve very good 
numerical stability calculations, we raised the 
number of bases to more than 90, at high 
temperature, as shown. This behavior is also 
supported by the results of a recent work 
reported by Nammas [34]. 



Magnetization and Magnetic Susceptibility of GaAs Quantum Dot with Gaussian Confinement in Applied Magnetic Field 

 251

 
FIG. 4. Average thermal energy<E> against temperature T at V0 = 36.7 meV, R = 10nm, g* = −0.44, B = 2T 

and n = 10, 30, 50, 70, 90, 110 and 130. 

Magnetization 

In this section, we will present and discuss 
the computed results for the behavior of 
magnetization (M) as a function of QD physical 
parameters of a single electron QD confined by a 
Gaussian potential. Magnetization was 
calculated by using the computed eigenenergies 
of a confined electron in a QD, as essential input 
data.  

In Fig. 5, we present the dependence of M on 
B for fixed values of the confinement depth V0 

and quantum dot radius R, at different 
temperatures, T. 

By focusing on the results obtained in the 
figure, we observe that at low temperatures 
(T=5mK, 5K and 10 K), magnetization M has 
the following behavior: magnetization increases 
as the magnetic field B increases, reaching a 
peak value, then it starts decreasing. As the 
temperature increases, the peak value in the 
magnetization curve decreases and the curve 
becomes flat. For example, at high temperatures 
of T=20K and 30K, the thermal energy (𝐸௧௛ =
𝑘஻𝑇) becomes very significant and in this case, 
it affects greatly the average energy behavior of 
the system, as shown in Fig. 3. This leads to a 
linear decrease in the magnetization curve 
against the magnetic field. 

 
FIG. 5. Magnetization, per effective Bohr magneton 

୑

µా
∗ , gainst the strength of the magnetic field B at V0 = 36.7 

meV, R = 10 nm and T = 0.005, 5,10, 20 and 30K. 
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Fig. 6 shows the effect of the confining 
potential depth V0 on the variation of the 
magnetization curve. As the potential depth V0 
increases, magnetization increases. This 
behavior of magnetization is due to the negative 
energy contribution of the Gaussian potential     

(-V଴eି஡మ ଶୖమ⁄ ) to the statistical energy 〈𝐸〉 of the 
QD. The reduction in the statistical energy leads 
to an enhancement in magnetization, 

where  M ቀ𝑇, 𝐵, 𝑅, V ቁ =
ି ப〈୉(୘,୆,ୖ,୚బ )〉

ப୆
. 

 
FIG. 6. Magnetization, per effective Bohr magneton 

୑

µా
∗ , versus the strength of the magnetic field B at V0=36.7, 

100 and 150 meV, R=10 nm and T= 5K. 

 
Magnetic Susceptibility 

This section is devoted for the variation of 
magnetic susceptibility χ as a function of 
magnetic field B, temperature T, quantum dot 
radius R and confining potential depth V0, of a 
single electron QD confined by a Gaussian 
potential. The magnetic susceptibility of the 
GQD system is evaluated as the second magnetic 
field derivative of the mean energy of the GQD, 

as given in Eq. (13); 𝜒 ቀ𝑇, 𝐵, 𝑅, V ቁ =

−
డమழா(୘,୆,ୖ,୚బ )வ

డమ஻
. 

In Fig. 7, we present the dependence of 
magnetic susceptibility on magnetic field B for 
fixed values of confining potential depth V0 = 
36.7meV and quantum dot radius R = 10nm, at 

different temperatures T = 5mK, 5, 10 and 20K. 
The figure shows clearly a great change in the 
behavior of the magnetic susceptibility curves, at 
each temperature, as we increase the magnetic 
field strength B. At low temperatures (T =
5 mK and 5 K), it is found that at particular 
values of magnetic field strength, magnetic 
susceptibility (χ) flips its sign from positive 
(χ > 0) to negative (χ < 0); equivalent to a 
phase change in the QD-media from 
paramagnetic to diamagnetic. However, at higher 
temperatures (T = 10K, 20K), it is observed that 
the sign of the magnetic susceptibility of the 
system is negative (χ < 0) for the entire 
magnetic field range. 
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FIG. 7. Magnetic susceptibility, per effective Bohr magneton 

ఞ

µా
∗ , versus the strength of the magnetic field B at V0 

= 36.7meV, R = 10 nm and T = 0.005, 5, 10 and 20K. 

 
Conclusion 

The exact diagonalization method has been 
used to solve the QD Hamiltonian and calculate 
eigenenergies' spectra, magnetization (M) and 
magnetic susceptibility (χ) of a single GaAs 
quantum dot with Gaussian confinement, as a 
function of the magnetic field strength (B), QD 
radius (R), confining potential (V0) and 
temperature (T). In this work, we have shown 
the dependence of the energy on the QD radius 
(R). Next, we have calculated the statistical 
energy 〈𝐸〉, taking into account the presence of 

the spin (S). The QD-energy results are 
displayed against the physical parameters of the 
QD: magnetic field strength (B), QD radius (R), 
temperature (T) and confining potential (V0). In 
addition, we have studied the dependence of 
magnetization and magnetic susceptibility of the 
system on the external magnetic field, 
temperature and confining potential of the GQD. 
It is found that at certain values of 𝑇 and V0, the 
QD-system has a magnetic phase change from 
diamagnetic to paramagnetic. 
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Abstract: The Jordan Research and Training Reactor (JRTR) is a multipurpose, 5 MWth 
upgradable to 10 MWth reactor. Currently, the JRTR is in the operational phase. Prior to 
the start of JRTR operation, a set of commissioning tests have been performed. The IAEA 
safety guide NS-G-4.1 has been followed. The commissioning process was divided into 
three main stages with hold points at the end of each stage. These stages are; tests prior to 
fuel loading, fuel loading tests and initial criticality tests which include low power tests. 
The last stage constitutes power ascension tests and power tests up to rated full power. The 
performed tests proved that all design and performance parameters have been achieved. For 
instance, the thermal power of 5 MW, maximum thermal neutron flux of 1.5 ×1014 
(n/cm2.s) and negative reactivity feedback have been achieved. The safety of the JRTR was 
under extensive inspection from all involved parties. Particular attention has been paid to 
the lessons learned from the Fukushima-Daiichi accident and the recommendations made 
by the national regulator, the IAEA, the consultants and the owner. For instance, all safety 
aspects of the JRTR fall under the category of SC-3 according to the ANSI/ANS 51.1 
classification system of nuclear reactors. As examples, the Reactor Structure Assembly 
(RSA), Primary Cooling System (PCS), Second Shutdown Drive Mechanism/ Control Rod 
Drive Mechanism (SSDM/CRDM), Reactor Protection System (RPS), Confinement 
Isolation Dampers, Siphon Breaking Valves and UPS have been classified as Safety Class 
(SC-3) components. Design changes of systems and equipment due to the reinforced 
international safety norm, addition, expansion and modification of facilities have been 
implemented. The quality class of several components, such as Process Instrumentation and 
Control System (PICS), Radiation Monitoring System (RMS), Information Processing 
System (IPS) and Operator Work Station (OWS), has been upgraded. Moreover, expansion 
and modification of facilities to accommodate systems and equipment have been applied. 
The seismic monitoring system has been improved by upgrading the quality class and by 
adding a function generating the automatic seismic trip signal when a seismic motion 
exceeds Operating Basis Earthquake (OBE). Pool liner integrity has been also enhanced. 
Furthermore, the emergency conditions have attracted special attention. The emergency 
water storage capacity has been increased and two mobile diesel generators have been 
placed in a building of seismic category I. This paper is divided into two main parts. The 
first part presents the commissioning stage of the JRTR as well as the final results and 
conclusions. The second part describes the safety aspects and the improvements made 
taking the lessons learned from the Fukushima-Daiichi accident into account.  
Keywords: JRTR, Research reactor, Reactor commissioning, Reactor safety. 
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Introduction 

Similar to the goals of commissioning 
process for all research reactors, the objectives 
of commissioning of the JRTR are clear and 
definitive. These include: verifying that the SSCs 
are commensurate with their importance to 
safety, demonstrating that the design 
requirements are met as stated in the Safety 
Analysis Report [1], providing basic data for 
safe and reliable operation, verifying that 
documentation is adequate for full facility 
operation, providing operation staff with the 
chance of education for the validity of the 
reactor operation procedures and providing the 
end-users with a clear idea about the facility 
characteristics [2]. It is needless to say that one 
of the most important objectives of reactor 
commissioning is to verify the adequacy of 
facility operation under all anticipated 
operational modes. The commissioning of the 
JRTR is significant and of a panoramic 
importance, as several lessons have been learned 
from Fukushima-Daiichi accident. Commissioning 
is a true chance for testing the measures of safety 
that have been implemented as a result of the 
discussions between the involved parties. It is 
important to highlight that the reactor design, 
development, utilization, nuclear and radiation 
safety and nuclear security comply with the 
Jordanian laws and regulations at work. 
Additionally, the applicable standards and 
guidelines as set in the International Atomic 
Energy Agency (IAEA) Safety Requirements, 
NS-R-4 [3], US NRC report NUREG 1537 
PART 1 [4] and Korean regulations and 
guidelines are used as a top tier requirement. In 
this context, the concept of defence in depth is 
applied in the design to provide protection 
against various reactor transients, including 
transients resulting from equipment failure and 
human error and from internal or external events 
that could lead to a Design Basis Accident 
(DBA). Particularly, the design of the JRTR 
satisfies the following criteria: 

 The use of conservative design margins, the 
implementation of a quality assurance 
program and the organization of surveillance 
activities; 

 The provision of successive physical barriers 
to the release of radioactive material from the 
reactor; 

 Application of the single failure criterion by 
ensuring the fulfillment of each of the basic 
safety functions. The three basic safety 
functions are: shutting down the reactor, 
cooling, in particular the reactor core, and 
confining radioactive material. The essential 
characteristic functions associated with 
Systems, Structures and Components (SSCs) 
must ensure the safety of the reactor. In 
normal operation, the equipment needed to 
perform safety functions consist of the 
operating systems, which must be 
supplemented by other engineered safety 
features to perform their functions for 
anticipated operational occurrences and in 
DBAs; 

 In the design of the safety systems, including 
engineered safety features that are used to 
achieve the three basic safety functions, the 
single failure criterion must be applied; 

 Acceptance criteria are established for 
operational states and for DBAs. In 
particular, the DBAs considered in the design 
of the JRTR and selected Beyond Design 
Base Accidents (BDBAs) have been 
identified for establishing acceptance criteria. 
For the design of SSCs, acceptance criteria in 
the form of engineering design rules have 
been used; 

 Shutting down the reactor and maintaining it 
in a safe shutdown state for all operational 
states or DBAs; 

 Providing for adequate removal of heat after 
shutdown, in particular from the core, is 
included in DBAs; 

 Confining radioactive material in order to 
prevent or mitigate its unplanned release to 
the environment; 

 Inherent safety features, like the appropriate 
choice of materials and geometries to provide 
prompt negative coefficients of reactivity 
have been implemented during the design; 

 The use of on-site and off-site emergency 
plans aimed at mitigating the consequences to 
the public and the environment in the event of 
a substantial release of radioactive effluents. 
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Commissioning of the JRTR 

Commissioning Plan 

Based on the guidelines of research reactor 
commissioning in Ref. [2], the commissioning 
plan of the JRTR has been envisaged to address 
the objectives of commissioning [5]. The plan 
defines the objectives of commissioning and the 
main chapters describe commissioning 
organization, stages, schedule, management, 
quality assurance, operational limits and 
conditions, radiation protection and emergency 
and security management during commissioning. 
For the purpose of conducting commissioning 
activities, the commissioning organization 
structure has been set. The structure clearly 
defines the commissioning groups, the functional 
responsibilities, levels of authority, approval 
channels and interfaces between the participating 
groups. Therefore, the organization structure of 
commissioning has been designed and 
implemented during the commissioning stage. 
The organization chart is presented in Fig. 1. It is 
composed mainly of the management group, 

commissioning group, reactor operation group, 
construction group, quality assurance group, 
safety and security group and safety committee. 
The functions and duties are clearly defined in 
the commissioning plan. For example, the 
management group, which is chaired by the 
JAEC Project Manager (PM) consists of KAERI 
PM who chairs the commissioning safety group, 
DAWEOO site PM, and JAEC reactor manager. 
The responsibility of this group is to provide 
strategic oversight and resources for 
commissioning, which includes: authorizing the 
official start of commissioning and declaring the 
acceptance of commissioning results, reviewing 
the commissioning plan and monitoring its 
implementation, following the NCRs and the 
appropriate corrective actions and coordinating 
between the commissioning groups. The group 
also plays a vital role in providing resources and 
making lines of communication between all 
relevant groups and parties. For details on the 
functions and responsibilities, the reader may 
refer to Ref. [5]. 

FIG. 1. JRTR commissioning organization structure. 
 

Commissioning Experiments and Results 

Following the commissioning plan described 
in [5], the commissioning activities have been 
divided into several stages. Preloading 
commissioning, Stage A, consists of three main 
stages: Stage A1, Construction Acceptance Tests 
(CATs), consists of tests distributed over the 
mechanical, electrical and I&C tests [6], while 
Stage A2, Flushing and System Performance 
Tests (SPTs), consists of flushing of the fluid 

systems and SPT for the systems reported in 
Reference [7] and finally Stage A3 [8], which 
consists of Integrated System Tests (ISTs). This 
latter stage A3 focuses on the simulation of the 
reactor operation during power and training 
modes. These two modes have been tested using 
simulated reactor power signals. A loss of power 
scenario also was simulated in this stage A3.  

Table 1 presents the major planned hot 
commissioning experiments. Some of these 
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experiments belong to the fuel loading and low-
power tests (B1 and B2 stages). Other 
experiments are planned for the power ascension 
and full power tests (C1 and C2 stage). The 
initial JRTR core constitutes of 18 FAs with 

various uranium densities distributed around the 
core, as shown in Fig. 2. In this report, a 
summary of the main hot commissioning tests is 
presented. 

 
FIG. 2. Sketch diagram representing the JRTR core. 

NOTE: Fuel assemblies with identification number and uranium density are illustrated. 
 

TABLE 1. Planned tests for the hot commissioning phase. 
NOTE: The stage in which each test is conducted is indicated. 

Test Stage 
Fuel loading and approach to criticality B1 
Excess reactivity measurement B1 
CAR/SSR rod worth measurement B2 
Measurement of kinetic parameters B2 
Measurement of void reactivity coefficient B2 
Measurement of flux distribution B2 
Measurement of isothermal temperature reactivity coefficient B2 
Training mode operation B2 
Natural circulation test C1 
Neutron power calibration C1 
Measurement of power reactivity coefficient C2 
Measurement of xenon reactivity C2 
Shutdown and monitoring capability of the SCR C2 
Cooling performance test of PCS and HWS heat exchangers C2 
Cooling tower capacity test C2 
Thermal neutron flux at IR0 C2 
NAAF performance test C2 
RI production test C2 
Loss of primary flow test C2 
Loss of normal electric power test C2 
Radiation surveys to determine shielding effectiveness C1,C2 
I&C function tests during operation C2 
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Fuel Loading and Approach to Criticality  

The test aims at reaching the initial critical 
core using the 1/M (inverse multiplication) 
method by insertion of external neutron source in 
the subcritical core and replacing aluminum 
dummy fuel assemblies in the core with actual 
fuel assemblies one by one. For details on the 
process, the reader can refer to Ref. [9]. The 
initial critical core is defined as the core having 
the minimum number of fuel assemblies 
necessary to achieve criticality. This initial 
critical core will be expanded to the first cycle 
operation core by loading additional fuel 
assemblies at the next test "excess 

measurement". The fuel assembly density and 
order of insertion for the initial core is presented 
in Table 2. The test also checks whether the 
initial criticality can be achieved at the initial 
critical core predicted by calculation. 

The results of the test are shown in Fig. 3. In 
the figure, the count rate of the BF3 detector 
(counts per second) as a function of time 
(second) for the CAR position at 570.1 mm for 
the initial core of 14 fuel assemblies is presented. 
The reactivity ($) is also shown in the figure. 
The minimum critical core consists of 14 fuel 
assemblies as presented in Table 2 and the 
critical CAR position is 570.1 mm. 

TABLE 2. Fuel assemblies including the uranium density (gm/cm3) and order of loading for the initial 
critical core. 

Fuel assembly Uranium density (g/cm3) Order of insertion 
F07 2.6 1 
F12 2.6 2 
F14 2.6 3 
F05 2.6 4 
F13 1.9 5 
F06 1.9 6 
F10 1.9 7 
F09 1.9 8 
F02 4.8 9 
F17 4.8 10 
F03 4 11 
F16 4 12 
F01 4 13 
F18 4 14 

FIG. 3. Count rate of the BF3 detector (cps) as a function of time (s) of the initial core. 
NOTE: The initial core is composed of 14 fuel assemblies with a CAR position of 570.1 mm. The reactivity ($) 

is also shown in the figure. 
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Measurement of Excess Reactivity 

The main objective of this test is to measure 
the inserted reactivity to the first initial 
operational core by loading additional fuel 
assemblies to the minimum critical core [10]. In 
addition, this test confirms that the shutdown 
margin for the first cycle core satisfies the design 
specifications. It is worth mentioning that the 
reactivity (is defined in connection with the 
effective neutron multiplication factor (keff) as 
follows: 

 

The fuel assemblies are added to the 
minimum critical core one by one according to 
the predetermined fuel loading sequence until 
the core is fully loaded. Whenever a fuel 
assembly is added into the core, CARs are 
withdrawn step by step to approach criticality 
and 1/M is measured when all CARs are at the 
same height. The CAR worth, which is a 
reactivity change caused by a perturbation in a 
core, is measured from the critical CAR position 
of the current core to the previous one and 
hence, the excess reactivity of the new core is 
determined. The results of this test are presented 
in Table 3.  

TABLE 3. Measured CAR critical position and total worth for each additional FA after reaching the 
initial criticality. 

NOTE: The last column presents the percentage difference between the measured and the simulated 
CAR worth. 

Additional FA, sequence Measured CAR 
position (mm) 

Total CAR 
worth ($) 

% Diff. from the 
calculated 

Critical core, 14 566.6 0.8958 16.09 
FA15,1 454.8 2.4866 14.62 
FA16,2 399.4 2.150 13.40  
FA17,3 346.1 2.8473 13.09 
FA18,4 311.5 2.167 11.85 

 

Measurement of Power Reactivity Coefficient 

The objective of this test is to evaluate power 
coefficient of reactivity by measuring the 
reactivity variation in response to the reactor 
power change from zero to full power, as well as 
during the inverse case [11]. When the reactor 
power is varied, the reactivity change in 
response is compensated by the change of 
critical CAR position. Therefore, the power 
defect can be determined by the reactivity 
change, which is measured from the change of 
critical CAR position. Among other factors, if 
the power is rapidly raised and then descended 
after a short time of operation at full power, the 
change of core temperature with fixed core inlet 
temperature is the major factor determining the 
power defect. The core temperature is directly 
affected by the change of the inlet temperature. 
To minimize the effect of other factors, the 
reactor power is raised from zero to full power, 
as well as during the reverse case as fast as 
possible. The reactivity change in response to the 
reactor power variation can be measured by 
adjusting the inlet temperature [11]. The power 
reactivity coefficient is defined as the reactivity 
variation per unit power. For the JRTR case, it 
can be found from: 

 where: P, C, X and T are reactivity, initial 
reactivity, power, CAR position, Xenon 
concentration and inlet coolant temperature, 
respectively. 

Fig. 4 qualitatively shows the measured 
power defect at the indicated power values 
during the ascending and descending of power. 
10 kW is the reference power defect at zero. 
These plots have been qualitatively constructed 
based on the experimental plots in graphs 6 and 
7 in ref. [12]. As the figures indicate, power 
defects measured during power descension are 
larger than those of power ascension; this 
behavior can be corroborated to more than one 
reason, where the relatively rapid rise of core 
inlet temperature during the 5 MW operation can 
be one of the reasons [12]. However, during this 
experiment, the measured power coefficients are 
confirmed negative for the entire power range. 
However, the uncertainty in the presented data 
was not discussed. In the present work, the 
uncertainty is presented in the last column in 
Table 4, which gives confidence to the measured 
parameters. 
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TABLE 4. Measured power defect during power descending and ascending. 
NOTE: The data has been reproduced from the plots in Figures 6 and 7 in Ref. 12. The last column 

presents the uncertainty as derived in this work. 
Descending Power 

Power (MW) Weighted Average of Reactivity Effect ($) Uncertainty 
0.1 -0.00037 ±0.00008 
1 -0.01001 ±0.00076 
5 -0.08453 ±0.0021 

Ascending Power 
3 -0.0425 ±0.00095 
5 -0.05713 ±0.00125 

  
FIG. 4. Qualitative description of the measured power defect as a function of time. 

NOTE: The plots represent the measurements during the indicated power values for the ascending and 
descending of power. The figure has been reproduced from the data presented in Figs. 6 and 7 in Ref. 12. 

 
Thermal Neutron Flux Measurement at IR0 

This test is to measure the peak thermal 
neutron flux at the central irradiation location 
(IR0) of the JRTR core in order to verify the 
design criteria. The thermal neutron flux is 
measured through neutron activation of a cobalt 
wire contained in a capsule [13]. To perform the 
irradiation, the capsule is inserted into the 
expected highest thermal flux position in the IR0 
irradiation location. The wires are irradiated for 
around half an hour when the reactor is operated 
at the highest nominal power of 5 MW [13]. 
After irradiation is completed, the reactor is shut 
down by cutting the electric power for the “loss 
of normal electric power test”. The irradiated rig 
is moved to the hot cell to cool off for around 
one day. The cobalt wires are taken out of the 
capsules to measure the absolute induced 

gamma-ray radioactivity. The wires have been 
cut to smaller pieces in order to measure the 
activity of each piece separately. 

The number of activated 60Co nuclei N(ti) is 
calculated from: 

 

where R(t) is the measured reaction rate, which 
is proportional to the reactor power. 

For the determination of 60Co activity, the 
1332.501 keV peak areas have been used. Fig. 5 
and Table 5 present the measured thermal 
neutron flux as a function of distance from the 
center of the fuel element and the deduced 
activities from the least-squares fit of the data 
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points. As it is evident, the measured flux at the 
center of the radioisotope production rig is 
~1.72x1014 n/cm2.s, which is better than the 
designed flux of 1.45x1014 n/cm2.s [14]. 
Additionally, the linear fit of the data points 
gives the value of 1.832x1014 n/cm2.s at the 

center of the core, which is even better than the 
predicted one. The last column in Table 5 
presents the new thermal activities at the points 
of interest. However, it is obvious that the 
thermal flux is decreasing as a function of 
distance from the center of the fuel element. 

 
FIG. 5. Deduced thermal neutron flux as a function of distance from the center of the fuel element. 

NOTE: The figure represents the measured values as reported in Ref. [14]. The linear fit, the straight line 
equation and the residue as deduced in the present analysis are also shown. 

 

TABLE 5. Deduced thermal neutron flux as a function of distance from the center of fuel element as 
reported in Ref. [14]. 

NOTE: The last column presents the thermal neutron flux as deduced in the present work from the 
straight line fit. 

Distance from vertical 
center of fuel (cm) 

Deduced thermal neutron flux 
x1014(n/cm2.s) 

Thermal flux from 
linear fit x1014(n/cm2.s) 

-15.33 1.743 1.832 
-13.49 1.751 1.744 
-11.65 1.620 1.656 
-9.81 1.636 1.586 
-7.97 1.576 1.479 
0.67 1.068  1.065 
2.51 0.9707 0.977 
4.35 0.8674 0.888 
6.19 0.7736 0.800 
8.03 0.7148 0.712 

 

Neutron Activation Analysis Facility (NAAF) 
Performance Test 

The purpose of this test is to check the 
performance of the NAAF when the reactor is 
operating at full power. In particular, the test is 
designed to verify that the performance of the 
Pneumatic Transfer Systems (PTSs) and the γ 
spectrometer meets the design requirements. In 

addition, the test will enable to generate key data 
for the operation of the NAAF and demonstrate 
that actual NAA can be carried out [15]. The test 
comprises of transferring and retrieving the 
tested samples using the three PTSs and 
measuring the time of each process. 

An appropriate weight of Standard Reference 
Material (SRM) samples has been irradiated for 



JRTR, the First Research Reactor in Jordan: Results of Commissioning in Light of Safety Enhancement Following 
Fukushima-Daiichi Accident 

 263

sufficient times in the NAA1, NAA2 and NAA3 
locations. The analysis was carried out using Ge-
based spectroscopy system looking for short, 
medium and long-lived radioisotopes. The 
measurement results have been compared with 
certified/reference values. 

The conclusion of this test can be 
summarized as follows: all three PTS lines 
function as designed. The gamma spectrometry 
system also functions well. NAA1 provides a 
high neutron flux with relatively hard spectrum. 
NAA2 and NAA3 locations provide well-
thermalized neutron spectrum with reasonable 
flux level for the NAA. The JRTR facility can be 
used for NAA in JRTR with acceptable accuracy 
[15]. 

Radioisotope Production Test 

The purpose of this test is to check the 
performance for the production of 192Ir, 99Mo and 
131I isotopes at full power operation. This test 
verifies the maximum radioactivities of a target 
capsule for 192Ir, 131I and 99Mo that can be 
produced at JRTR as proposed [16]. 

The radioisotope production facility of the 
JRTR has been designed to be capable of 
producing more than 2000 Ci of 192Ir every two 
weeks, 10 Ci of 131I a week and 5 Ci of 99Mo a 
week when the reactor is operating at full power. 
The neutron activation was carried on 192Ir discs 
of 3 mm in diameter and 0.25 mm in thickness. 
For the production of 131I isotope, TeO2 target 
with purity higher than 99.9% was irradiated and 
for the production of 99Mo isotope, MoO3 targets 
were used. The details of material, preparation 
and irradiation procedures are presented in ref. 
[16].  

During the test, it was possible to produce 
more than 2716 Ci of 192Ir, 14.54 Ci of 131I and 
more than 8 Ci for 99Mo. The results of these 
tests demonstrate that the RI facility works as 
designed. 

Conclusions of Commissioning 

The JRTR commissioning plan included three 
main stages. The tests prior to fuel loading, fuel 
loading tests and initial criticality tests which 
include low-power tests. The last stage 
constitutes power ascension tests and power tests 
up to the rated full power. All planned 
experiments have been conducted successfully. 
These experiments verified the design 

parameters of the reactor. Particularly, the 
nominal power, the reactivity feedback, the 
thermal neutron flux, the radioisotope production 
facility capability and the performance of the 
neutron activation facility have been verified to 
function as designed. Moreover, in some cases, 
like the thermal neutron flux peak, the 
radioisotope production capability has exceeded 
the design prediction. Therefore, the JRTR has 
been successfully commissioned and is ready to 
be utilized.  

Safety Enhancement of the JRTR in 
Light of Fukushima-Daiichi Accident 

Not like power reactors, the JRTR works 
under normal temperature and pressure 
conditions. Therefore, according to the 
ASMI/ANSI code 51.1 and addenda [17], the 
Structures, Systems and Components (SSCs) of 
Safety Class-1 SC-1 and SC-2 are not applicable 
to the JRTR. Hence, only SC-3 is applicable to 
the JRTR. For the JRTR, the main nuclear safety 
functions of the SSC are to [17]: 
 Provide secondary containment for the 

radioactive material holdup, isolation or heat 
removal with high reliability; 

 Remove radioactive material from the 
atmosphere of confined spaces outside 
primary containment containing SC-3 
equipment; 

 Provide or maintain sufficient reactor coolant 
inventory for core cooling; 

 Maintain geometry within the reactor to 
ensure core reactivity control or core cooling 
capability; 

 Structurally load-bear or protect SC-3 
equipment; 

 Provide radiation shielding for the control 
room or offsite personnel; 

 Ensure nuclear safety functions provided by 
SC-3 equipment (e.g., heat removal or 
provide lubricant for pumps and heat 
exchangers); 

 Provide actuation or motive power for SC-3 
equipment; 

 Provide information or control to ensure 
capability for manual or automatic actuation 
of nuclear safety functions required of SC-3; 

 Provide a manual or automatic interlock 
function to ensure or maintain proper 
performance of nuclear safety functions 
required of SC-3 equipment; 
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 Provide an acceptable environment for SC-3 
equipment and operating personnel. 

Safety Classification System of the JRTR 

The safety classification of the JRTR is based 
on the classification system presented in Ref. 
[17]. The SC-3 or NNS classes have been 
implemented in the JRTR design and relied upon 
to accomplish nuclear safety functions. The Non-
Nuclear Safety (NNS) is defined for equipment 
not included in any of the SC-3 equipment and is 
not relied upon to perform a nuclear safety 
function. 

The quality class is designated to design, 
fabricate, install and test the safety related to the 
SSCs in accordance with the standards that are 
appropriate for their intended safety function. 
Quality classification is generally consistent with 
safety classification. The quality classification of 
the SSCs depends on the ASME NQA-1 that 
classifies the quality to Q, T or S classes [18]. It 
is worth mentioning that all SC-3 components 
have been classified as Q class, Seismic 
Category-I and Class-1E as an applicable electric 
class. 

For SC-3 components, quality assurance 
program requirements in ANSI NQA-1 [18], or 
another equivalent program, are applied. Quality 

class T is applied to SSCs whose functioning is 
essential for the normal operation of the reactor, 
or the failure of which could affect the reliability 
of the safety class equipment. For this quality 
class T, selected QA program requirements of 
quality class Q or QA program requirements of 
applicable codes and standards are implemented. 
Quality class S is applied to all SSCs that are not 
classified as quality class Q or T. 

Three seismic categories have been adopted 
for the SSCs that are essential for the safety of 
the reactor. SSCs that are required to maintain 
their integrity and function during and after Safe 
Shutdown Earthquake (SSE) are categorized as 
Seismic Category I. SSC components that are 
required to maintain their structural integrity 
under load induced by SSE are categorized as 
Seismic II. Seismic Category III includes SSCs 
that are not included in either category I or II.  

The SSCs that are related to safety functions 
are classified as electrical class (1E) or electrical 
non-class 1E (Non-1E). These terms are defined 
in IEEE Std. 100 [19]. Table 6 presents a partial 
list of the safety classification system of the 
JRTR. The table introduces the safety, seismic, 
quality and electrical classes of the main SSCs. 

TABLE 6: Partial list of JRTR SSCs according to safety class, seismic category, quality class and 
electric class. 

System Safety 
Class 

Seismic 
Category 

Quality 
Class 

Electric 
Class 

Reactor Building Structure 3 I Q NA 
Reactor Concrete Island 3 I Q NA 
Reactor Pool Liner 3 I Q NA 
Fuel Assembly NA I Q NA 
Reactor Structure Assembly 3 I Q NA 
CRDM 3 I Q NA 
Spent Fuel Storage Rack NNS I Q NA 
Primary Cooling System 3 I Q NA 
Secondary Cooling System NNS Non S NA 
Alternative Protection System NNS Non T Non-1E 

 

Enhancement of the SSCs of the JRTR 

After Fukushima Daiichi accident, which was 
classified by the Japanese Nuclear and Industrial 
Agency to level 7 at the International Nuclear 
Event Scale [20], the IAEA revised the safety 
standards to enhance the safety of nuclear 
installations. The revised safety standards can be 
found in the publications of the IAEA. These 
revised standards can be featured by the 
following:  

A. Preventing unacceptable radiological 
consequences to the general public and 
environment (Criteria for Beyond Design 
Basis Accident); 

B. Preventing long-term off-site contamination 
(alleviate severe accident); 

C. Preventing severe accidents and reinforcing 
design bases. 
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The JRTR, which was under construction 
during the Fukushima-Daiichi accident, has been 
affected by the new international safety 
standards and norms. However, it is worth to 
note that the JRTR site is far from the sea shore 
and cannot be affected by a tsunami. In addition, 
the core of the reactor is always under a 
sufficiently large pool of demineralized water 
compared to the generated heat and always 
safely cooled naturally and therefore, a similar 
accident to the Fukushima-Daiichi accident 
cannot occur. Nevertheless, all recommendations 
and lessons learned from the Fukushima-Daiichi 
accident have been adopted and implemented to 
improve the safety of the JRTR. In the following 
section, there are examples on the improvements 
that have been implemented to the JRTR 
components. 

Alternative Protection System (APS) 

In the Preliminary Safety Analysis Report 
(PSAR) [21], the APS was classified as a Non-
Nuclear Safety system. However, it is described 
in the PSAR to act as a diverse protection system 
to perform prevention and mitigation of 
anticipated transient without scram. The APS 
also mitigates the effect of the failure of the 
Reactor Protection System (RPS). Therefore, the 
APS has been upgraded to an item important to 
safety, unlike the original design. 

Automatic Seismic Trip System (ASTS) 

In the JRTR, the ASTS is the only system 
that is responsible of safely tripping the reactor, 
which is in accordance with the NS-R-4 safety 
standards on the Postulated Initiating Events 
(PIEs). For this purpose, the system is equipped 
with 4 seismic sensors and the trip logic is 2 out 
of 4. Therefore, the seismic monitoring system 
has been upgraded in terms of the quality class 
of hardware and software. In addition, a function 
generating the automatic seismic trip signal 
when a seismic motion exceeds OBE (Operation 
Bases Earthquake) has been added. Moreover, 
the system has been classified as T-class, seismic 
category I and Non-1E. Additional UPS also has 
been built in the cabinet so as to store the 
earthquake-related data. 

Emergency Water Supply System (EWSS) 

The EWSS is designed to cover the reactor 
core with water when multiple ruptures of a 
beam tube occur in order to cool the core for a 
sufficient period of time. The EWSS injects, by 

gravity, the demineralized water from the 
Demineralized Water Supply Tank (DWST), 
into the reactor outlet Primary Cooling System 
(PCS) pipe by opening two parallel Motor 
Operated Valves (MOVs). Since the multiple 
ruptures of a beam tube were classified as 
BDBA, the EWSS was originally classified as a 
non-nuclear safety system. However, the 
injection line of the EWSS penetrates the reactor 
pool liner and is connected to the reactor outlet 
PCS pipe, which is classified as safety class 3. 
Since the structural integrity of the injection line 
part that penetrates the pool liner must be 
maintained during the motion of the MOVs, the 
portion of the system between the flow orifice 
outside the reactor pool and the injection nozzle 
inside the reactor pool has been classified as a 
safety class 3 in accordance with case 6(c) of 
Sec. 3.3.2 Safety Class Interfaces of ANSI 51.1 
and has been upgraded to seismic category I, 
including the MOVs. 

Radiation Monitoring System (RMS) 

In open-pool type research reactors, most of 
the critical radiation accidents are closely related 
to the pool and connected to the primary cooling 
system. Therefore, the JRTR has been equipped 
with RMS.The RMS components that are 
classified to SC-3 are the Reactor Gamma 
Monitoring System (RGMS), the PCS neutron 
monitoring system, the PCS gamma monitoring 
system and the pool radiation monitoring system. 
The RMS also has been enhanced by adding 
general-purpose RMS channels, for local 
radiation dose rate locations that are routinely 
occupied by operating personnel and other 
places where changes in radiation levels may 
occur. These have been classified as NNS and 
quality class T. 

Pool Liner Integrity Enhancement 

The stainless steel liner plate of the reactor 
pool covers the entire internal surface of the 
pool. The main function of this liner plate is to 
provide a leak-tight barrier against any possible 
leakage of pool water. It is worth mentioning 
that the non-destructive test during the 
fabrication and installation of pool liner was not 
possible due to technical reasons. Therefore, the 
internal integrity of the welded joints has been 
confirmed by the following additional tests: 
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 In addition to their qualification tests in 
accordance with the fabrication procedure, 
the welders were subjected to practical tests 
and accordingly certified. Also, weld 
verification testing was doubly performed. 

 For each welding posture of welding angle, a 
test sample was attached to the actual welding 
part and welded together with the original 
part in sequence. Then, the sample was tested 
to verify integrity.  

Air Discharge System (ADS) 

In all conditions, the ADS keeps the pressure 
inside the reactor building negative compared to 
the outside, so that the air leakage from the 
reactor building is prevented. In case of 
emergency, the purpose of the system is to 
reduce the public dose and to give the 
management the proper tools to control the path 
of the released gases [22]. The main components 
of the system are the building, the filter train, the 
exhaust fan, the isolation valve, RMS for noble 
gas, … etc. Since the ADS is installed in a 
separate building outside the reactor building 
and the system should not affect the safety 
features of the reactor building, safety class (SC-
3) valves have been installed at the reactor 
building penetrations for air exhaust and these 
are kept closed during normal conditions. 
Thereby radioactive material leakage to the 
environment is reduced and monitored. The 

exhaust duct is also connected to the reactor 
stack. Additionally, the ADS building and piping 
have been upgraded from Seismic class II to I. 
All other components of the system are classified 
as NNS, T and II for safety class, quality class 
and seismic class, respectively. HEPA filter and 
activated carbon filter are included in the system 
and hence, the majority of particles and halogens 
can be filtered out. Because most of the released 
radioactive material is noble gas, a noble gas 
radiation monitor has been installed.  

Two Mobile Diesel Generators 

In addition to the main, 1000 kVA diesel 
generator, two mobile diesel generators for 
supplying the necessary power to the load under 
the emergency situation have been added to the 
plant. These are with an output of 300 kVA and 
are accommodated in the ADS building, which is 
independent of the reactor and is designed to a 
seismic category I, having sufficient space and 
an independent entrance for maneuvering the 
generators. 

Additional Upgrades  

Other components and equipment have been 
added to the facility. To accommodate these 
additions, the total area of the facility has been 
increased. Summary of the major additions to the 
building and systems can be found in Table 7.  

TABLE 7. Summary of major additions to the JRTR buildings and systems. 
Description Original Proposal Additional Upgrades 

 
Buildings 

Reactor 
Building  

6-story building for the reactor 
confinement 

- Reactor confinement was 
enlarged from 2,100 m2 to 2,260 
m2. 
- Additional air lock door. 

Service 
Building 

5-story building consisting of 
auxiliary areas for operation and RI 
production 

Auxiliary areas were enlarged 
from 4,700 m2 to 5,600 m2. 

ADS 
Building 

 2-story building containing air 
discharge system (ADS) and 
two mobile diesel generators. 

Cooling 
Tower 
and Others 

- 1 cooling tower with 3 fans 
- 1 pump house 
- 1 diesel generator building 
- 1 fire water tank 
- 1 stack structure 

- 5 closed-type mechanical 
cooling towers. 
- 2 Fire water tanks. 
- 4,700 ton water storage tank. 
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Description Original Proposal Additional Upgrades 

 
Systems 

Reactor 
System 

- Reactor core and core containing 
structures  
- Reactor Protection System 
- Seismic Monitoring System 
- Reactor Control and Monitoring 
System 
- Radiation monitoring system, … 
etc. 

- Automatic Seismic 
Trip System (ASTS). 
- Quality class upgrading of 
I&C. 

Primary 
Cooling 
System and 
Connected 
Systems 

 - Increase of Decay Tank 
capacity. 
- Position switches on flap 
valves. 
- Siphon break valves. 
- Reactor pool platform with 
guide tube. 
- Pool liner integrity 
enhancement. 

Supporting 
Systems 

- Electrical System Including 
Emergency Power Supply System 
- Fire Protection System 
- Communication Systems 
- Lighting Systems 
- Compressed air system 

- 2 mobile diesel generators. 
- Additional field instruments. 
- Enhanced air compressor. 

HVAC - Reactor building HVAC 
- RI building HVAC 

Enlarged HVAC and 
firefighting system. 
- Air discharge system. 

Others Fuel and reactor component 
handling and storage system 
- Radiation shielding 
- Radwaste management systems 

Additional seismic support for 
spent fuel storage rack. 
- Enhanced lifting utilities. 
- Additional elevator. 
- Enhanced spent resin handling. 
- Enhanced fresh resin handling. 
- Additional engineering. 

 

Conclusion 

Following the Fukushima-Daiichi accident, 
extensive studies and discussions between 
JAEC, KDC, Regulator, the IAEA and other 
consultants have been carried out reassessing the 
safety features of the JRTR and making sure that 
the facility implements the lessons learned from 

the accident. As a result, several SSCs have been 
reclassified and upgraded in terms of either 
safety class, quality class or seismic class. 
Therefore, the JRTR and the associated facilities 
are safe during all anticipated operational 
conditions. In light of these upgrades, the facility 
has been successfully commissioned. 

  



Article  AbuSaleem 

 268

References 

[1] Final Safety Analysis Report, KDC Team 
(2014). 

[2] Safety Guide No. NS-G-4.1, Commissioning 
of Research Reactors, IAEA, (2006). 

[3] Safety of Research Reactors, No. NS-R-4, 
IAEA (2005). 

[4] Guidelines for Preparing and Reviewing 
Applications for the Licensing of Non-Power 
Reactors: Format and Content (NUREG 
1537, Part 1), (1996). 

[5] JR-060-KA-443-001Commissioning-Plan-
R9, KDC Commissioning Team (2016), 
(JAEC internal report only). 

[6] Summary of CAT Results-Stage A1, KDC 
Commissioning Team (2016), (JAEC internal 
report only). 

[7] Summary of SPT Results-Stage A2, KDC 
Commissioning Team (2016), (JAEC internal 
report only). 

[8] Summary of IST Results-Stage A3, KDC 
Commissioning Team (2016), (JAEC internal 
report only). 

[9] JR-066-KC-443-003 R2 Fuel Loading and 
Approach to Criticality, KDC Commissioning 
Team (2016), (JAEC internal report only). 

[10] JR-066-KC-443-004 Excess Reactivity 
Measurement R3, KDC Commissioning 
Team (201), (JAEC internal report only). 

[11] JR-066-KC-443-013 Measurement of 
Power Reactivity Coefficient, KDC 
Commissioning Team (2015), (JAEC internal 
report only). 

 

 

 

 

 

 

 

 

 

 

[12] Summary of RPT Results (Commissioning 
Stage C2 for the JRTR), KDC 
Commissioning Team (2016), (JAEC internal 
report only). 

[13] JR-066-KC-443-015 Thermal Neutron Flux 
Measurement at IR0_R1, KDC 
Commissioning Team (2016), (JAEC internal 
report only). 

[14] RPT Report-Thermal Neutron Flux 
Measurement at IR0, KDC Commissioning 
Team (2016), (JAEC internal report only). 

[15] JR-066-KP-443-001 R0 NAAF 
Performance Test, KDC Commissioning 
Team (2016), (JAEC internal report only). 

[16] JR-066-KP-443-002 RI Production 
Test_Rev.2, KDC Commissioning Team 
(2016), (JAEC internal report only). 

[17] Nuclear Safety Criteria for the Design of 
Stationary Pressurized Water Reactor Plants, 
ANSI N51.1-1983 (R1988). 

[18] ASMI NQA-1-2008, Quality Assurance 
Requirements for Nuclear Facility 
Applications. 

[19] Authoritative Dictionary of IEEE Terms, 
IEEE 1983Std. 100, (2000). 

[20] The International Nuclear and Radiological 
Event Scale (INES), IAEA publication. 

[21] Preliminary Safety Analysis Report 
(PSAR), KDC, (2011), (JAEC internal report 
only). 

[22] Technical Proposal for Air Discharging 
System, JR-000-KD-400-001 (2014), (JAEC 
internal report only). 



 
Volume 12, Number 3, 2019. pp. 269-289 

Corresponding Author:S. B. Sharafa  Email: sharafa.salihu@udusok.edu.ng 

Jordan Journal of Physics 
 

ARTICLE 
  

Discrimination of Aerosol Types over Nairobi, Skukuza and Ilorin 
Using AOD-AE Clusters 

 
 

S. B. Sharafaa, B. I. Tijjanib, R. Aliyuc, T. H. Darmab, H. T. Sulud and M. 
M. Bubee 
 

a
Department of Physics, Usmanu Danfodiyo University Sokoto, Sokoto, Nigeria. 

b
Physics Department, Bayero University Kano, Kano, Nigeria. 

c
Physics Department, Kano State University of Science and Technology Wudil, Kano, 

Nigeria. 
d
Physics/Electronics Unit, Umaru Ali Shinkafi Polytechnic, Sokoto, Nigeria. 

e
Department of Management Information Systems, Usmanu Danfodiyo University Sokoto, 

Sokoto, Nigeria. 
 
Received on: 03/02/2019;      Accepted on: 9/9/2019 

 
Abstract: Climatology of aerosols, their trends and classification based on the long-term 
Moderate Resolution Imaging Spectroradiometer (MODIS) measurements (from February 
2000 to July 2015) of aerosol optical depths at 550 nm (τ550) and Angstrom exponent   
(α470-660) using the wavelengths of 470 and 660nm in Nairobi, Skukuza and Ilorin 
AERONET stations were analyzed in this work. The level-2 collection-6 Deep Blue (L2 
C006 DB) of the parameters listed above from the aqua- (MYD04) and terra- (MOD04) 
MODIS of the study area were statistically analyzed using SPSS. To be able to understand 
the temporal variation in the characteristics of aerosols in the three stations and during each 
season separately, MODIS measurements of τ, retrieved for the study area, were compared 
with AERONET τ. Overall, aqua-MODIS τ corroborate the AERONET measurements well 
in Nairobi and Ilorin stations with underestimation of 29.80 % and overestimation of     
2.90 % respectively, whereas Skukuza station has terra-MODIS τ as the best representation 
of the AERONET measurements with underestimation of 1.90 %. On seasonal bases, 
MODIS τ agree well with AERONET measurements during rainy season in Nairobi and 
Skukuza, with underestimation ranging between 17.20 % and 29.70 % and Ilorin station 
had overestimation of 7.20 % during dry seasons. Coupled with the fact that the coefficient 
of determination (R2) > 0.50, the results suggest that both aqua- and terra-MODIS give a 
good estimate of τ. τ records presented a unique peak in Nairobi (June), Skukuza (October) 
and Ilorin (February), while the α monthly mean variability indicated a more complicated 
behavior with minimum values in Nairobi (June), Skukuza (June) and Ilorin (August). The 
maximum τ values occurred during dry seasons, while their minimum values occurred 
during rainy seasons or transition months. The α value showed an opposite behavior to that 
of τ such that the highest α values occurred during rainy seasons (or transition months) and 
the lowest values were observed during dry seasons. This behavior may be attributed to the 
domination of single-mode aerosol particles in each station. Lastly, τ and α values have 
been employed to identify several aerosol types seasonally and overall. 

Keywords: Aerosol optical depth, Angstrom exponent, Terra and Aqua MODIS, 
AERONET, Validation, Discrimination. 
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Introduction 

Aerosol particles influence climate by 
modifying both the global energy balance 
through absorption and scattering of radiation 
(direct effects) and the reflectance and 
persistence of clouds and the development and 
occurrence of precipitation (indirect effects). The 
term “aerosol” denotes a stable, sparse 
suspension of microscopic or sub-microscopic 
solid and/or liquid particles in air. Aerosol 
particles contribute to numerous other 
climatically important processes, including 
fertilization of land and oceans through the 
deposition of nitrates, iron and other nutrients, 
acidification of lakes and forests through the 
deposition of sulfates and nitrates and the 
reduction of snow and ice albedo through the 
deposition of black carbon [1]. Reduction in the 
intensity of a direct solar beam during its 
propagation through the atmosphere is 
determined by absorption and scattering 
processes. These two different mechanisms 
contribute to extinction of light in the 
atmosphere from a directly transmitted beam [2]. 

The Moderate-resolution Imaging 
Spectroradiometer (MODIS) level II aerosol 
product (MOD04/MYD04) is the best aerosol 
optical depth product suitable for near-real-time 
aerosol data assimilation [3]. MODIS currently 
provides the most extensive aerosol retrievals on 
a global basis, but validation is limited to a small 
number of ground stations [4]. To validate the 
aerosol retrieval parameters, ground-based 
measurement data is necessary. The aerosol 
optical properties retrieved using direct solar 
radiations from the sun-photometers of the 
Aerosol Robotic Network (AERONET) are free 
from surface reflectance error and cloud 
contamination. Therefore, AERONET dataset is 
widely used to evaluate the efficiency of satellite 
based aerosol retrieval algorithm as well as to 
develop a new algorithm [5]. Several approaches 
have been proposed for the validation of MODIS 
aerosol retrieval algorithm for the purpose of 
renovating and improvement [6,7,8,9]. Kaufman 
et al.[9] proposed the first algorithm which was 
later modified by Levy et al.[10] and Hsu et 
al.[11] by proposing two different methods for 
aerosol retrieval.  

To quantify the effect of atmospheric 
aerosols, it is necessary to increase our 
understanding of the subject by studying the 
spatial and temporal variability of its different 

properties [12]. Improvement in measurement 
capabilities of sensors has increased the amount 
of aerosol parameters retrieved from space-borne 
sensors. Several studies have demonstrated 
aerosol classification using various numbers of 
aerosol optical and physical parameters derived 
from passive satellite or ground-based 
measurements. For example, Kaufman et al.[13], 
Remer et al.[14] and Yu et al.[15,16] have used 
the aerosol size information contained in the 
wavelength dependence of τ retrieved from the 
space-borne MODIS to retrieve useful 
information on aerosol types and indeed to help 
distinguish natural from anthropogenic aerosols. 

Discrimination of aerosol types is essential, 
because several aerosol types originate from 
different sources having different atmospheric 
impacts [17]. Aerosol discrimination based on 
τ550 and α470-660 scatter plot is useful in 
classifying different aerosols for a particular 
location through identifying and interpreting the 
level of density of τ550 and α470-660 (cluster) in the 
scatter diagram. The use of τ550 reveals the 
information about the aerosol density in an 
atmospheric column, while α470-660 gives 
information about aerosol size distributions. The 
τ550 and α470-660 values from the scatter plots can 
be interpreted together to identify the aerosol 
types and their frequencies in a particular 
location quantitatively. These, therefore, make 
regional studies important, because very 
different patterns in τ550 against α470-660 scatter 
plots have been observed by different authors 
from different regions of the world [18,19,20]. It 
is important to note that the α470-660 is commonly 
used due to its nearness to the peak of the solar 
spectrum and is thus associated with large 
radiative effect [12,21]. Granados-Munoz et 
al.[12] and Xin et al.[21] have used this 
angstrom values (α470-660) against τ550 to 
characterize and classify aerosols in different 
regions, because the two are indicative of 
turbidity condition and aerosol types. 

The current study provides an attempt on the 
characterization of aerosols over AERONET 
stations in Nairobi (Kenya), Skukuza (South 
Africa) and Ilorin (Nigeria) using MODIS 
products for periods between the years 2000 and 
2015. The study is based on two main objectives. 
The first is the validation of both aqua- and terra-
MODIS τ550 with the same parameter from 
AERONET sensors, while the second is the 
utilization of τ550 and α470-660 climatology cluster 
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analysis to discriminate aerosol types found in 
the study area over the same period using 
satellite data. 

Data and Methodology 

Study Location and Data Acquisition 

The connection of two air masses, the impact 
of which varies during the year with the north–
south displacement of the intertropical 
convergence zone (ITCZ) controls the climate in 

West Africa. During November–February, hot 
and dry continental air masses departing from 
the high-pressure system over the Sahara Desert 
offer ascent to dusty harmattan twists over the 
majority of West Africa. Moist central air 
masses which originate over the Atlantic Ocean 
bring annual rainfalls during the months from 
April to October [22]. The selected study 
location in West Africa is Ilorin (see Fig.1). 

 
FIG. 1.The map of sub-Saharan Africa showing Skukuza, Nairobi and Ilorin. 

East Africa covers different land forms that 
include glaciated mountains, semi-arid plateaus 
and coastal regions. The region also consists of 
inland plains together with forest covers which 
have been under threat of extinct in the recent 
past due to wood locking and deforestation. 
Moreover, the region experiences a distinct 
bimodal rainfall pattern; i.e., March-April-May 
(MAM) and September-October-November 
(SON) (wet season) characterized by low τ 
values due to enhanced scavenging of aerosols 
[23]. The bimodal rainfall pattern is influenced 
by the Inter Tropical Convergence Zone (ITCZ), 
global oceans, tropical high pressure systems, 
tropical Monsoons and cyclones [24]. On the 
contrary, high τ values are noted during dry 
season; i.e., December-January-February (DJF) 
and June-July-August (JJA). These high τ values 
are associated with enhanced aerosol emission 
from desert and biomass burning events with 
reduced scavenging of aerosols from the 

atmosphere through dry deposition. The selected 
study location in East Africa is Nairobi (see 
Fig.1). 

The meteorological situation in South Africa 
is subject to a strong seasonal variability. Above 
the central Highveld, the atmospheric circulation 
pattern is dominated by anticyclonic circulation 
during winter and frequent easterly disturbances 
during summer. Westerly disturbances take place 
approximately 20% of the time throughout the 
year. The precipitation is characterized by strong 
seasonal variation with practically all 
precipitation falling during the wet season 
typically starting in October and ending in 
March. The precipitation cycle strongly affects 
local pollutant concentrations via primary 
emissions from wild fires during the dry season, 
as well as wet scavenging by precipitation and 
clouds during the wet season [25]. The selected 
study location in South Africa is Skukuza (see 
Fig.1). 
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The climate of the three stations under 
consideration is mainly characterized by two 
seasons; namely, dry and rainy. In addition, each 
station is influenced by various natural and 
anthropogenic aerosols due to the respective 

density of population and high pollution 
emission resulting in spatio-temporal variation 
[26]. The distribution of AERONET stations 
with level-2 data used for this work is shown in 
Table 1.  

TABLE 1.Aeronet stations in the sub-Saharan Africa and their coordinates. 
S/No. Country Aeronet station Longitude Latitude Altitude Rainy season Region 

1 Kenya Nairobi 36oE 1oS 1650 m 
March – May and 

Sept. – Nov. 
East Africa 

2 South Africa Skukuza 31oE 24oS 150 m October - April South Africa 
3 Nigeria Ilorin 4oE 8oN 350 m April - October West Africa 

 

MODIS 

The Moderate Resolution Imaging 
Spectroradiometer (MODIS) is an instrument 
onboard NASAs Terra and Aqua satellites, 
which were launched in December 1999 and 
May 2002 [27], respectively. They are part of 
NASA’s A-Train, a constellation of satellites 
that provide global daily coverage of the Earth’s 
surface. The coordinated group of satellites 
allows for near-simultaneous observations of a 
wide variety of parameters to aid in 
understanding the Earth’s climate. The A-Train 
is comprised of sun-synchronous near-polar 
orbiting satellites. Near-polar orbiting satellites 
pass nearly above the Earth’s poles on each 
revolution and are synchronized with the sun, 
meaning that each successive orbital pass over 
the equator occurs at the same local time of the 
day and at a different longitude. The Terra 
satellite is on the descending orbit, crossing the 
equator at 10:30 a.m. local time and the Aqua 
satellite is on the ascending orbit, crossing the 
equator at 1:30 p.m. local time. Aqua and Terra 
fly approximately 700km above the Earth’s 
surface and with MODIS having a scan angle of 
±55◦, MODIS views the Earth with an across-
track swath of 2330 km and 10 km along-track. 
This allows for near global coverage on a daily 
basis with repeat orbits occurring every 16 days. 
MODIS is a radiometer that measures the 
spectral radiance reflected from the Earth-
atmosphere system in 36 spectral bands or 
groups of wavelengths, from the solar to the 
thermal infrared (0.41µm -14.235µm).  

Of the 36 spectral bands, the aerosol retrieval 
makes use of 7 bands in the shortwave and 
several others for cloud screening. Processing of 
the spectral reflectance (Rλ) for use in aerosol 
retrieval requires several steps. In each MODIS 
scan (2330 km across-track and 10 km along-
track), there are approximately 1354 pixels with 

a 1 km channel resolution at nadir view. The 
number of pixels increases for higher resolution 
channels (250 m, 500 m). In order to process, the 
pixels are first averaged into 10 km2 boxes with 
approximately 135 boxes per swath. Once 
averaged, Rλ are corrected for water vapor, 
ozone and carbon dioxide using ancillary 
datasets (MODIS atmospheric profile product 
(Level 2), allowing isolation of the aerosol 
signal. Following the correction, observations 
must be identified as cloudy or clear-sky. If 
identified as clear, the surface type is determined 
in order to account for differences in radiance 
reflection at the Earth’s surface as well as 
differences in aerosol type. The boxes are 
screened for clouds using the MODIS cloud-
mask (Level-2, 10 km2 resolution) product. The 
cloud-mask product is also used for 
identification of the surface type. If any pixel 
within a 10 km2 box is identified as land, the box 
is identified as land surface. Otherwise, a box is 
identified as ocean. Separate retrieval algorithms 
are used for ocean and land surfaces. A detailed 
description of pixel selection can be found in 
Remer et al. [14].  

AERONET 

The Aerosol Robotic Network (AERONET) 
is a network of approximately two hundred 
ground-based sun-photometers, which provide 
globally distributed and continuous observations 
of atmospheric aerosol properties 
(http://aeronet.gsfc.nasa.gov/) [28]. Observations 
are cloud-screened and include spectral aerosol 
optical depth (τ) and Angstrom exponents (α) as 
well as inversion products relating to aerosol 
size, such as aerosol optical depth due to fine 
aerosol and mean and standard deviation of the 
size distribution.  

AERONET instruments measure the 
extinction of the direct solar beam in eight 
spectral bands; 340, 380, 440, 500, 670, 870, 940 
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and 1020 nm. Using the spectral extinction, the 
atmospheric optical depth is determined using 
the Beer-Lambert Law (Equation 1). Attenuation 
of the beam due to Rayleigh scattering and 
absorption by ozone and other gaseous pollutants 
is estimated and removed to isolate the aerosol 
optical depth. Measurements of aerosol optical 
depth by AERONET instruments are quite 
accurate because of the use of the direct solar 
beam. Possible offsets in solar channel 
calibration are expected to generate a 
wavelength-independent absolute uncertainty in 
AERONET τ at the level of ±0.01 [28]. This is 
more accurate than MODIS τ observations, 
which require information about surface 
reflectance properties that are not well 
quantified. As a result of low uncertainty, 
AERONET measurements are commonly used 
for validation of aerosol forecasts and satellite 
observations. In addition to τ, AERONET 
reports α, calculated using AERONET τ values 
for all available wavelengths (870,670, 500 and 
440 nm).  
𝐼ఒ = 𝐼ఒ଴𝑒ି௠ఛ೟೚೟,ఒ           (1) 

where 𝐼ఒ is the observed spectral direct beam 
irradiance at wavelength 𝜆, 𝐼ఒ଴ is the 
extraterrestrial solar spectrum corrected for the 
actual Sun-Earth distance, m is the optical air 
mass and 𝜏௧௢௧,𝜆 is the wavelength-dependent 
total optical depth (Kaskaoutis and Kambezidis, 
2006; Masoumi et al., 2010 (as seen in Al-Salihi 
[29]). 

Methodology 

Aerosol Robotic Network (AERONET) and 
Moderate Resolution Imaging Spectroradiometer 
(MODIS) data was used in this work. The data 
was downloaded from the website of Multi-
sensor Aerosol Products Sampling System 
(MAPSS) (http://giovanni.gsfc.nasa.gov/mapss/). 
It provides a consistent sampling approach that 
enables easy and direct inter-comparison and 
ground-based validation of the diverse aerosol 
products from different satellite sensors in a 
uniform and consistent way [30].  

To characterize inconsistencies and bridge the 
gap that exists between aerosol sensors, MAPSS 
was established. The platform has consistently 
been sampling and generating the spatial 
statistics (mean, standard deviation, direction 
and rate of spatial variation and spatial 
correlation coefficient) of aerosol products from 
multiple spaceborne sensors, including MODIS 
(on Terra and Aqua), Multi-angle Imaging 

Spectroradiometer (MISR), Ozone Monitoring 
Instrument (OMI), Polarization and 
Directionality of Earth Reflectances (POLDER), 
Cloud Aerosol Lidar with Orthogonal 
Polarization (CALIOP) and Sea-viewing Field-
of-view Sensor (SeaWiFS). Samples of satellite 
aerosol products are extracted over Aerosol 
Robotic Network (AERONET) locations as well 
as over other locations of interest, such as those 
with available ground-based aerosol 
observations. In this way, MAPSS enables a 
direct cross-characterization and data integration 
between Level-2 aerosol observations from 
multiple sensors. In addition, the available well-
characterized co-located ground-based data 
provides the basis for the integrated validation of 
these products [30].  

The simplest method to quantify the changes 
in spectral τ is to estimate Ångström parameters 
(α and β) using Eq. (2) [31,32,33], 

𝜏௘௫௧(𝜆) = 𝛽𝜆ିఈ೐ೣ೟           (2) 

τ is a measure of aerosol loading. Pure 
atmospheric conditions should be between 0.04 
and 0.06 [34]. Ångström exponent (α) provides 
information on the aerosol size distribution, 
while the Ångström turbidity coefficient (β) is 
linked to the columnar mass loading of coarse-
mode aerosols. 

High α and low β indicate higher quantity of 
fine mode aerosol concentration. The α value 
depends on aerosol size distribution and varies 
from 1 to 3 for fresh and aged smoke and for 
urban aerosol particles, while it is nearly zero for 
coarse-mode aerosols, such as dust and sea salt 
[35]. α can be calculated using Eq. (3) 
[33,36,37]: 

𝛼 = −
௟௡ቀ

ഓభ
ഓమ

ቁ

௟௡ቀ
ഊభ
ഊమ

ቁ
            (3) 

where 𝜏ଵ is the aerosol optical depth (AOD) at a 
reference wavelength 𝜆ଵ and 𝜏ଶ is the AOD at 
another wavelength 𝜆ଶ. 

Data Collection 

For the purpose of this long-term analysis, the 
stations were selected purely based on the 
availability of an extensive data record. 
Specifically, calculation of the monthly mean of 
the parameters (both from AERONET and 
MODIS) using all-point measurements was 
carried out. A monthly mean was considered 
valid only if there are more than five 
measurements for that month. To ensure a 
continuous time series, it was required that the 
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data record should have at least 3 years of 
AERONET data measurements, with not less 
than nine monthly data points for each year 
during the period from 2000 to 2016.  

The data collected was aerosol optical depth 
(τ). The Angstrom exponent (α) was calculated 
using Eq. (3). The study covers stations in 
Nairobi, Skukuza and Ilorin; these stations are 
ideally placed to study the spatio-temporal 
distribution of coarse (mineral dust) and fine 
(biomass burning) particles over the region.  

Data Analysis 

The level-02 collection-06 terra-MODIS 
aerosol data (MOD04_L2_C006) and level-02 
collection-06 aqua-MODIS aerosol data 
(MYD04_L2_C006) extracted from the Deep 
Blue (DB) algorithm in MAPSS website was 
used in this analysis, from which the long-term 
(2000 – 2015) daily data was obtained. The daily 
data was used to compute the monthly and 
seasonal averages over the entire period of study. 
The dataset was divided into two groups (rainy 
and dry seasons) based on the seasonal variations 
used by Anuforom et al.[38]. Validation exercise 
was then carried out using the monthly mean 
data of τ550 from aqua- and terra-MODIS against 
AERONET after setting the intercept to zero. In 
choosing the best MODIS sensor for each 
station, two parameters were observed. One is 
the slope (which may suggest an overestimation 
or underestimation) of the regression analysis, 

while the other is the coefficient of 
determination (R2) which determines the 
correlation between the two parameters being 
compared. The large data density for the period 
makes it easy for the monthly cycle and 
distribution trends of the parameters to be 
distinguished. The quantitative analysis of the 
scatter plots of the α470-660 vs. τ550 was used for 
classification. The distribution patterns of 
different aerosols over the stations were equally 
investigated seasonally. 

Using Table 2, the optical properties of 
aerosols found in the study area were 
quantitatively identified based on the scatter 
plots of the α470-660 vs. τ550. It should be noted 
that because of the overlap between the 
discrimination parameters of urban and industrial 
(UI) aerosol and biomass burning (BB), the 
combination of the two (UI + BB) will be 
denoted by urban/industrial and biomass burning 
(UB) in some classifications. Continental 
aerosols (CAs) are used to denote aerosols such 
as sea salts, while desert dust (DD) denotes 
aerosols emanating from arid or desert areas. 
The distribution patterns of the different aerosols 
over the study region for the overall and seasonal 
data were determined. This method was applied 
to determine the aerosol types for different 
months and consequently seasons throughout the 
years. 

TABLE 2. Threshold values of aerosol properties for different types of aerosol adopted in this study 
area. 

Type α  vs.  τ 
CA α < 0.9  τ < 0.30 
DD α < 0.7  τ > 0.40 
BB α > 1.0  τ > 0.35 
UI α > 1.0  τ > 0.35 

 

Results and Discussion 

Comparisons between τ from the AERONET 
and MODIS 

Figs. 2, 3 and 4 show the correlation plots of 
both aqua- and terra-MODIS AOD (τ) retrievals 
against AERONET τ during the years from 2000 
to 2015 at the AERONET stations in Nairobi, 
Skukuza and Ilorin. 

Table 3 summarizes the results of the 
validation of both aqua- and terra-MODIS τ with 
AERONET τ at the three AERONET stations. It 
can be observed that aqua-MODIS τ data at 

Nairobi station, being underestimated, is 
relatively better compared with AERONET τ 
than terra-MODIS τ. The station’s aqua-MODIS 
τ had a lower underestimation (29.80 %) than its 
terra-MODIS counterpart (35.80 %). On the 
other hand, in Ilorin station, aqua-MODIS τ was 
overestimated (by 2.90 %), but better compared 
with AERONET τ than terra-MODIS τ. 
Conversely, terra-MODIS τ (also being 
underestimated by 1.90 %) was closely related to 
its AERONET counterpart at Skukuza station 
than aqua-MODIS τ.  
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FIG. 2. Comparison of (a) aerosol optical depth (AOD) measured by AERONET and Terra-MODIS and (b) 

aerosol optical depth (AOD) measured by AERONET and Aqua-MODIS at Nairobi. 
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FIG. 3. Comparison of (a) aerosol optical depth (AOD) measured by AERONET and Terra-MODIS and (b) 

aerosol optical depth (AOD) measured by AERONET and Aqua-MODIS at Skukuza. 
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FIG. 4. Comparison of (a) aerosol optical depth (AOD) measured by AERONET and Terra-MODIS and (b) 

aerosol optical depth (AOD) measured by AERONET and Aqua-MODIS at Ilorin. 
 

TABLE 3. The results of regression analysis for MODIS (aqua and terra) τ vs. AERONET τ for the 
years (2000 – 2015). 

 Aqua-MODIS Terra-MODIS 
Case Slope R2 Slope R2 
Nairobi 0.702 0.690 0.642 0.755 
Skukuza 0.824 0.868 0.981 0.786 
Ilorin 1.029 0.930 1.083 0.935 

     
An R2 (between 0.690 and 0.935) observed 

for the two MODIS sensors indicates that there 
is good agreement between MODIS and 
AERONET data. It also provides confidence that 

aerosol optical and radiative properties over the 
study area can be analyzed using MODIS aerosol 
retrievals.  
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TABLE 4. The results of regression analysis for MODIS τ vs. AERONET τ during each season across 
the study area for the years (2000 – 2015). 

 Dry season Rainy season 
Case Slope R2 Slope R2 
Nairobi 0.499 0.878 0.703 0.751 
Skukuza 0.818 0.774 0.828 0.948 
Ilorin 1.072 0.951 1.134 0.876 

 

Similarly, Table 4 shows the seasonal 
validation of the best retrievals of MODIS τ vs. 
AERONET τ. It could be seen that MODIS τ had 
better agreement with AERONET τ during the 
dry season for only Ilorin station (with 
overestimation of 7.20 %). On the other hand, 
Nairobi and Skukuza stations’ MODIS τ had 
better agreement with their AERONET 
counterpart during the rainy season with an 
underestimation of 29.70 % and 17.20 %, 
respectively. 

Aerosol Climatology of the Study Area 

The monthly mean variations of τ550 in the 
atmosphere measured between February 2000 
and July 2015 for the study area are shown in 
Figure 5. It is evident that the mean monthly τ of 
Nairobi presents roughly intermediate values 
with the same trend pattern which are the traits 
of all low-aerosol loading regions. Nevertheless, 
the atmosphere in this region is a polluted one 

(i.e., τ > 0.05). τ values start decreasing in one of 
the rainy seasons (September to November) and 
increases significantly during the dry season 
(January – February). This cycle starts in April, 
when aerosol concentration begins to build up in 
the atmosphere; it increases continuously, 
depicting its peaks in June (a transition month). 
The month with the highest mean τ is June with 
a value of 0.17. The month with the lowest mean 
monthly τ is December (0.047) with a high     
α470 - 660 value (1.42), indicating the presence of 
anthropogenic aerosol type. It may be any of 
biomass burning, urban and industrial aerosols or 
their combinations. These patterns of monthly 
cycle of τ (increase after rainy season and 
decrease after dry season) remain consistent 
during the 16 years of study. The other rainy 
season brings about an increase in aerosol load. 
This may be due to episodes of bush burning at 
the beginning of the rainy season. 

 
FIG. 5.Monthly mean variations of τ for Nairobi, Skukuza and Ilorin AERONET stations during the study 

period. 

Fig. 5 also shows the variation of the monthly 
mean τ of Skukuza station and it presents higher 
values of pollution (though still intermediate). 
The atmosphere in this region is more polluted 
than that of Nairobi. The cleanest month is May 
(0.096). τ values start decreasing in the rainy 
season (October – May) and increase 
significantly during the dry season (June –
October). The aerosols begin to build up in the 

atmosphere in June; they increase substantially 
until reaching their peaks in September (a 
transition month). The month with the lowest 
mean monthly τ is May with a high α470 - 660 
value, indicating the presence of aerosol types 
other than dust. It may be any of biomass 
burning, urban or industrial aerosols or their 
combinations. These patterns of monthly cycle 
of τ (increase after rainy season and decrease 
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after dry season) remain prominent throughout 
the study period. 

Additionally, Fig. 5 indicates the monthly 
mean aerosol loading pattern in Ilorin station. 
This station is the most polluted among the three 
stations. Its cleanest month is September (0.30). 
τ values start decreasing in the rainy season 
(March – September) and increase significantly 
during the dry season (November – February). 
This cycle starts in October, when aerosol 
concentration begins to build up in the 
atmosphere; it increases continuously until 
reaching its peak in February. The month with 
the highest mean monthly τ is February with a 
low α470 - 660 value, indicating the presence of 
natural aerosol types. It may be any of maritime, 
biogenic, mineral dust or their combinations. 
This pattern of monthly cycle of τ (increase after 
rainy season and decrease after dry season) was 
observed throughout the study period. 

The τ values in Ilorin may be explained by 
the fact that it is located in a region where dust 
aerosol is a regular phenomenon. Only Nairobi 
station, out of the three stations under study, can 
be said to have a fairly good air quality all year 
round for having the minimum monthly τ550 of 
0.047. According to [39], the average τ values 
under clean background condition should be less 
than 0.05. 

The mean monthly variations of α470 – 660 in 
the atmosphere measured between February 
2000 and July 2015 for the study area are shown 
in Fig. 6. It is evident that the observed seasonal 
pattern in Nairobi can be associated with a high 
concentration of fine mode (anthropogenic) 
aerosols all through the seasons. The observed 
high α470-660 values, 1.36 (the least) in February 
to 1.51 (the highest) in June, are signatures of 
anthropogenic aerosols, which could be 
associated with biomass burning, urban and 
industrial aerosols, or a mixture of the 
aforementioned. The seasonal dependence of τ 
has resulted in the corresponding seasonal 
feature of α discussed below. The lowest value 
of mean α470-660 observed in February is a 
signature of fine-mode aerosols. It increases until 
its peak is reached in June. Due to frequent 
rainfall (September – November), a significant 
amount of the larger particles is washed down 
from the atmosphere. α470-660 remains 
considerably high in August and maintains a 
slight dip in values in September before another 
rise in October, followed by another dip in 
February. South-westerly trade wind comes with 
rain, a consequence of which a significant 
amount of aerosol is being removed from the 
atmosphere and deposited on the ground. This 
natural phenomenon causes the α470-660 to 
become large, even during rainy season.  

 
FIG. 6.Monthly mean variations of α for Nairobi, Skukuza and Ilorin AEERONET stations for the study period. 

 

In addition, Fig. 6 shows that the observed 
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in the amount of coarse-mode aerosols being 
removed from the atmosphere.  

The observed seasonal pattern for Ilorin 
station (see Fig. (6)) can be associated with fairly 
moderate concentrations of coarse-mode 
aerosols during dry season and fine-mode 
aerosols during rainy season. Similar conclusion 
was drawn by [19] and is supported by our 
observed low α470-660 values, 0.56 in March to 
1.72 in August. The transport of dust aerosol 
from the Sahara to the station by northeasterly 
dry wind during dry season has been reported by 
[40]. The lowest value of mean α470-660 observed 
in March is a signature of mineral dust [41]. It 
increases from June until the peak is reached in 
August due to large and frequent rainfall as a 
result of which a significant amount of larger 
particles is washed down from the atmosphere. 
α470-660 remains considerably high in September 
and maintains a slight dip in values in 
November, followed by an increment in April. A 
significant amount of coarse-mode aerosols is 
being removed from the atmosphere as a result 
of precipitation during rainy season.  

Discrimination of Aerosol Types  

This analytical discrimination of aerosol 
types usually requires knowledge about the 
optical and physical properties that depend on 
the wavelength. The parameters employed for 
this discrimination correspond to the descriptive 
properties of aerosol loading (τ550) and aerosol 
size (α470-660) and this is the most used aerosol 
discrimination method [20,29,34,42,43,44,45]. 
To effectively characterize and classify different 
aerosol types in the sub-Saharan Africa, the 
threshold criteria provided by Kannemadugu et 
al.[20] were adopted for this work. A lot of 
literature discussed different aerosol classes, like 
desert dust (DD), continental aerosol (CA), 
Urban and Biomass burning aerosol (UB) and 
Mixed-type aerosol (MT). According to 
Kannemadugu et al.[20], the size distributions 
are dominated by CA when τ550 < 0.3 and α470-660 

< 0.9. For UB, τ550 > 0.35 with α470-660 > 1.0, 
while DD is represented by a τ550 > 0.4 and α470-

660 < 0.7. It should be noted that because of the 
overlap between the discrimination parameters 
of urban and industrial (UI) aerosol and biomass 
burning (BB), the combination of the two (UI + 

BB) will be denoted by urban/industrial and 
biomass burning (UB) in some classifications.  

The scatter plots of Figs. 7 (a – c) were 
analyzed. It was established that different types 
of aerosols are present in this station. It is 
obvious from the plots that α shows increasing 
values with increasing τ, which indicates the 
presence of fine-mode particles. Also observed is 
the wide range of values of α (between 0.75 and 
1.70) at low τ (≤0.40) during rainy season, 
indicating the presence of different aerosol types 
under relatively clear atmospheric conditions. 
Also, the highest number of measurements in the 
scatter plots for this site is concentrated in the 
area corresponding to α470-660 (1.20 – 1.60) and τ 
between 0.00 and 0.15, indicating the presence 
of biomass burning, urban and industrial 
aerosols. Aerosols from CA and UB with large 
number of MT are observed in this cluster. Yet, 
the area corresponding to MT has a very large 
number of measurements compared to others. 
This is likely due to the mixing of CA and UB in 
the atmosphere [39], as well as the absorption of 
moisture by these aerosols. The CA noticed 
during rainy season could be as a result of sea 
salt transport from the Atlantic Ocean, while UB 
may be as a result of transport sector emissions, 
biomass burning or urban and industrial aerosol 
injection events. There are also large numbers of 
measurements concentrated at τ < 0.15, which 
are characterized by α470-660> 1.00. This is also a 
case of strong transport sector emission, biomass 
burning or urban and industrial aerosol injection 
events. The study further notes similar patterns 
of aerosol distribution during dry and rainy 
seasons (Figs. 7 (b) and 7 (c)). MT and UB were 
noticed during dry season, while CA and MT 
were present during rainy season. 

The relative frequencies of these aerosols are 
shown in Fig. 8. The MT class was determined 
as the highest frequency of occurrence (98.33%) 
in the overall data. This is likely due to the 
mixture of DD, CA and UB in the atmosphere. 
The next highest was the UB class (1.11%) and 
could be as a result of the injection of biomass 
burning aerosols and those from urban and 
industrial aerosol injection events. CA is the next 
most important in this region and it accounts for 
0.56% of its aerosol loading. This may be a 
result of aerosol transport from the Atlantic 
Ocean. DD aerosol is not present in this station.  
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FIG. 7. Scatter plot between τ550 and α470-660 for determining the diverse aerosol types generally and for each 

season over Nairobi ((a) Overall; (b) Rainy season; (c) Dry season). 
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FIG. 8. Percentage contributions of various aerosol types derived from α470-660 – τ550 scatter plots for Nairobi. 

 

The same Figure shows that the frequency of 
aerosol distribution in the station is not 
dependent on seasonal change. MT aerosols 
were dominant (100.00% and 97.14%) in both 
seasons (dry and rainy seasons). Just like in 
Mbita station, this could be related to a large 
amount of aerosols that cannot be determined. 
The results also show that no other type of 
aerosol was captured during dry season. This is 
clearly a case of mixing of aerosols of different 
types to change their identity. During rainy 
season, different aerosol species were found 
related to the multiple peaks, which can also be 
clearly seen in Fig. 7 (c), where MT is the most 
dominant aerosol type. UB (1.91%) is the second 
most dominant aerosol type in the station and 
this may be a result of the use of biomass as fuel 
around the station. CA (0.95%) is the third most 
important aerosol in the region. This may be 
attributed to the south-westerly trade wind which 
transports the marine aerosol from Atlantic 
Ocean as well as the impact of rainy season. 
Lastly, DD aerosol type is not present in this 
station.  

Figs. 9 (a – c) show the scatter plots of τ vs. α 
over Skukuza. It can be seen from the plots that 
α shows increasing values with increasing τ, 
which indicates the presence of fine-mode 
particles. Also observed is the wide range of 
values of α (between 1.00 and 1.70) at low τ 
(≤0.35) during rainy season, indicating the 

presence of a single type of aerosol under 
relatively clear atmospheric conditions. 
Furthermore, the highest number of 
measurements in the scatter plots for this site is 
concentrated in the area corresponding to α470-660 
(1.10 – 1.60) and τ between 0.05 and 0.25, 
indicating the presence of fine-mode particles. 
Aerosols from UB with large number of MT are 
observed in this cluster. However, the area 
corresponding to MT has a very large number of 
measurements compared to others. There are 
also large numbers of measurements 
concentrated at τ < 0.25 which are characterized 
by α470-660> 1.1. This case corresponds to the 
occurrence of heavy pollution events of the fine-
mode type. The study further notes similar 
patterns of aerosol distribution during dry and 
rainy seasons (Figs. 9 (b) and 9 (c)). Only MT 
was noticed during the rainy season, while UB 
and MT were present during the dry season. 

The relative frequencies of these aerosols are 
shown in Fig. 10. The MT class was determined 
as the highest frequency of occurrence (99.36%) 
in the overall data. This is likely due to the 
mixture of CA and UB in the atmosphere, as 
well as the absorption of moisture by these 
aerosols. The only other aerosol type noticed 
was the UB class (0.64%), which could be a 
result of automobile emissions, as well as 
industrial and biomass burning emissions in the 
station.  
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FIG. 9. Scatter plot between τ550 and α470-660 for determining the diverse aerosol types generally and for each 

season over Skukuza ((a) Overall; (b) Rainy season; (c) Dry season). 
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FIG. 10. Percentage contributions of various aerosol types derived from α470-660 – τ550 scatter plots for Skukuza. 

 

From the evidence in Figs. 9 (b) and 9 (c), the 
MT aerosol type is dominant (98.46% and 
100.00%) in both seasons (dry and rainy 
seasons). This could be related to a large amount 
of aerosols that cannot be determined; i.e., mixed 
type (MT) which signifies the occurrence of 
different aerosol species. During both dry and 
rainy seasons, UB (1.54% and 0.64%) was the 
second and the last aerosol type discovered at the 
station.  

Using the criteria, the scatter plots of Figs. 11 
(a – c) were analyzed. It is clear from the plots 
that α shows decreasing values with increasing τ, 
which indicates the presence of coarse-mode 
particles, mostly dust [46]. This may be 
connected with the transportation of dust from 
construction sites and the Sahara desert into the 
station. Also observed was the wide range of 
values of α at low τ (≤0.8) during rainy season, 
indicating the presence of different aerosol types 
under relatively clear atmospheric conditions. 
Furthermore, the highest number of 
measurements in the scatter plots for this site is 
concentrated in the area corresponding to α470-660 
(0.20 – 1.50) and τ between 0.20 and 1.00, 
indicating the presence of both anthropogenic 
and natural particles. Aerosols from CA, DD and 
UB with large number of MT are observed in 
this cluster. However, the area corresponding to 
MT has a slightly larger number of 
measurements compared to others. There are 
also large numbers of measurements 
concentrated at τ < 1.20, which are characterized 
by α470-660< 1.40. This case corresponds to the 
occurrence of strong dust activities and heavy 
pollution events of biomass burning and urban 

and industrial aerosols. The study further notes 
similar patterns of aerosol distribution during dry 
and rainy seasons (Figs. 11 (b) and 11 (c)). Only 
UB, DD and MT were noticed during the dry 
season, while CA, DD, UB and MT were present 
during the rainy season. 

The relative frequencies of these aerosols are 
shown in Fig. 12. The MT class was determined 
as the highest frequency of occurrence (38.61%) 
in the overall data. The next highest was the DD 
class (33.54%) and could be a result of the 
geographic location of the station. UB is the next 
most important in this region and it accounts for 
23.32% of its aerosol loading. The least 
important class of aerosol in terms of pollution 
in this station is UB (2.53%).  

With respect to the adopted classification, DD 
(48.68%) was dominant in the dry season. This 
is followed by MT and UB with relative 
frequency values of 32.90% and 18.42%, 
respectively.  

During rainy season, MT (44.44%) was the 
most dominant aerosol type. This may be 
attributed to a mix of all or some of the aerosol 
types in the station, as well as the absorption of 
water vapour by the aerosols. UB (32.10%) is 
the second most dominant aerosol type and this 
may be due to the increase in biomass burning 
for warming up homes and cooking during the 
coolness occasioned by the rainy season. DD 
(18.52%) is the third most important aerosol. 
This may be attributed to the washing away of 
dust by rain. Lastly, CA (4.94%) is the least 
dominant aerosol type. 
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FIG. 11. Scatter plot between τ550 and α470-660 for determining the diverse aerosol types generally and for each 

season over Ilorin ((a) Overall; (b) Rainy season; (c) Dry season). 
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FIG. 12. Percentage contributions of various aerosol types derived from α470-660 – τ550 scatter plots for Ilorin. 

 

The result of the analysis of monthly 
distribution of aerosol types is presented in Fig. 
13. The result obtained for Nairobi (Fig. 13 (a)) 
shows that the aerosols in the station are 
homogeneous (i.e., predominantly MT). The 
dominance of MT aerosols suggests that the 
atmospheric condition in Nairobi will be a blend 
of the characteristics of all the aggregate 
aerosols. There are 7.14% of CA in May and 
12.50% of UB in June, while the rest are MT. 
May is expected to be cool because of the 
presence of CA (scattering atmosphere), while 
June is expected to be warm because of the 
presence of UB (heated atmosphere).  

Yet again, the result obtained for Skukuza 
(Fig. 13 (b)) shows that the aerosol in the station 
is homogeneously MT aside 7.69% of UB in 
November. MT aerosols’ predominance in 
Skukuza suggests that the atmospheric condition 
will also be a blend of the characteristics of all 
the aggregate aerosols. November is expected to 

be warmer than other months because of the 
presence of UB.  

In conclusion, results obtained in Ilorin (Fig. 
13 (c)) shows that each month has a minimum of 
two aerosol types. The months of January 
through April are expected to be cool, because 
DD is the predominant type of the aerosols 
found in those months. May, July and November 
are expected to be warmer, while June, August, 
September, October and December are expected 
to be a blend of the characteristics of the 
predominant aerosols. It was noted that CA’s 
presence was only during some rainy season 
months, UB and MT’s presence cut across both 
seasons, while DD’s presence was noted during 
the dry season and the early part of the rainy 
season. UB aerosols are associated with bush 
and refuse burning as well as exhaust from 
automobiles and factories. CA can be associated 
with smaller number of observations as a result 
of cloud interactions. 
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FIG. 13. Percentage contributions of various aerosol types derived from monthly α470-660 – τ550 scatter plots over 

(a) Nairobi, (b) Skukuza and (c) Ilorin. 
 

Conclusion 
In this work, an attempt was made to analyze 

the temporal variation of aerosol optical depth 
(τ) and Angstrom exponent (α) for the period 
from February 2000 to July 2015 over Nairobi, 
Skukuza and Ilorin AERONET stations. 
Validation of aqua- and terra-MODIS τ with 
AERONET τ was carried out. The overall 
validation shows that terra-MODIS τ was better 
than the aqua-MODIS counterpart in Skukuza 
because of its lower underestimation when 
compared with aqua-MODIS. Similarly, aqua-
MODIS τ was better than its terra-counterpart at 
Nairobi and Ilorin stations. The coefficient of 
determination (R2) for both validations ranges 
from 0.690 to 0.935. On seasonal bases, the 
underestimation during rainy season was better 
at Nairobi and Skukuza stations, while Ilorin 
station shows a better overestimation during dry 
season. The R2 value for both seasons was found 
to be between 0.751 and 0.951.  

The τ vs. α method employed for the 
discrimination of aerosols showed an obvious 
domination of MT aerosols (98.33 %) overall in 
Nairobi station, while the next highest 

contributor comes from the UB aerosol type 
(1.11 %) and CA (0.56 %) in Nairobi station. 
The result was similar during dry and rainy 
seasons. At Skukuza station, the dominant 
aerosol overall and throughout the dry and rainy 
seasons was MT aerosols (99.36 %, 98.46 % and 
100.00 %, respectively), followed by an 
insignificant amount of UB aerosols (0.64 %). 
During dry season, UB aerosols (1.54 %) were 
the only other aerosol type present. At Ilorin 
station, MT aerosol type (38.61 %) was 
dominant overall and DD (33.54 %) was second 
highest followed by UB (25.32 %) and CA (2.53 
%). During the dry season, DD (48.68 %) was 
the dominant aerosol type, followed by MT 
(32.90 %) and UB (18.42 %), whereas MT 
(44.44 %), UB (32.10 %), DD (18.52 %) and CA 
(4.94 %) were present during the rainy season.  
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يتم اعتماد وتكتب المراجع في النص بين قوسين مربعين. وفي النص.  هاتسلسلمزدوجة ومرقمة حسب  بأسطرجب طباعة المراجع ي: المراجع

  .Wordlist of  Scientific Reviewersاختصارات الدوريات حسب نظام 

اعة كـل جـدول علـى صـفحة منفصـلة مـع عنـوان فـوق الجـدول. أمـا           جب طبيو .: تعطى الجداول أرقاما متسلسلة يشار إليها في النصالجداول

  فتكتب أسفل الجدول. ،التي يشار إليها بحرف فوقي ،الحواشي التفسيرية

  بصورة متسلسلة كما وردت في النص. ،الرسومات البيانية (المخططات) والصوروالرسومات و: يتم ترقيم الأشكال الرسوم التوضيحية

 ، علــى ان تكــون أصــيلةالأســودوالأبيض بــالمســتخرجة مــن الحاســوب والصــور الرقميــة ذات النوعيــة الجيــدة   تقبــل الرســوم التوضــيحية 
لا تحتـاج   بحيـث يجب تزويد المجلة بالرسـومات بحجمهـا الأصـلي    والمقابل. بوكل منها على ورقة منفصلة ومعرفة برقمها  ،وليست نسخة عنها

وبكثافـة متجانسـة.    0.5عـن   ، وألا تقـل سـماكة الخطـوط   Times New Romanمـن نـوع    8 الحجـم  حـروف عـن  وألا تقـل ال ، لاحقـة إلى معالجة 
يجـب أن تتوافـق مـع     ،فـي حالـة إرسـال الرسـومات بصـورة رقميـة      وتنشـر ملونـة.   سجب إزالـة جميـع الألـوان مـن الرسـومات مـا عـدا تلـك التـي          وي

للرسـومات بـاللون الرمـادي،     dpi 600 و الأسـود الخطيـة،  وض ) لرسـومات الأبـي  dpi Resolution 1200يز (امتطلبـات الحـد الأدنـى مـن التم ـ    
بـالحجم الفعلـي الـذي     الرسـوم التوضـيحية   أن ترسـل و، )jpgيجب تخزين جميع ملفات الرسومات علـى شـكل (  وللرسومات الملونة.  dpi 300و
ة ورقيــة أصــلية ذات نوعيــة جيــدة نســخ يجــب أرســال ،)Onlineالمخطــوط بالبريــد أو عــن طريــق الشــبكة (وســواء أرســل يظهر فــي المجلــة. ســ

  للرسومات التوضيحية.

 وتشمل المواد الإضافية أي .: تشجع المجلة الباحثين على إرفاق جميع المواد الإضافية التي يمكن أن تسهل عملية التحكيممواد إضافية

  .اشتقاقات رياضية مفصلة لا تظهر في المخطوط

علـى البـاحثين تقـديم نسـخة     فبعد قبـول البحـث للنشـر وإجـراء جميـع التعـديلات المطلوبـة،         :المدمجةقراص الأل) و(المعد المنقحالمخطوط 

تحتوي على المخطوط كاملا مكتوبا على  لكترونيةإنسخة مزدوجة، وكذلك تقديم  بأسطرأصلية ونسخة أخرى مطابقة للأصلية مطبوعة 
Microsoft Word for Windows 2000  الأشكال الأصلية مع المخطوط النهائي المعدل حتى لـو   يجب إرفاقو. منه استجدأو ما هو

م جميـع الرسـومات التوضـيحية بـالحجم الحقيقـي      د)، وتق ـjpgتخزن جميع ملفات الرسـومات علـى شـكل (   ولكترونيا. إتم تقديم الأشكال 
، مـدمج الملفـات علـى قـرص    يجب إرفاق قائمة ببرامج الحاسوب التي استعملت في كتابة الـنص، وأسـماء   وتظهر به في المجلة. سالذي 

  . مغلف واق ويحفظ فيعنوان المقالة، والتاريخ. و ، وبالرقم المرجعي للمخطوط للمراسلة،م القرص بالاسم الأخير للباحثحيث يعلَ

  حقوق الطبع

 أي جهـة أخـرى   لـدى لنشـر  يشكِّل تقديم مخطوط البحث للمجلة اعترافاً صريحاً من الباحثين بأن مخطوط البحـث لـم ينْشـر ولـم يقَـدم ل     
ملكـاً لجامعـة اليرمـوك    لتُصبح  نموذج ينُص على نقْل حقوق الطبعأ. ويشترط على الباحثين ملء كانت وبأي صيغة ورقية أو إلكترونية أو غيرها

ويمنـع  كمـا   .مرسـلَة للتنقـيح  نموذج نقل حقـوق الطبـع مـع النسـخة ال    إالتحرير بتزويد الباحثين برئيس  قبل الموافقة على نشر المخطوط. ويقوم
  دون إذن خَطِّيā مسبق من رئيس التحرير.من إعادة إنتاج أي جزء من الأعمال المنشورة في المجلّة 

  إخلاء المسؤولية

ليا للبحث العلمي أو إن ما ورد في هذه المجلة يعبر عن آراء المؤلفين، ولا يعكس بالضرورة آراء هيئة التحرير أو الجامعة أو سياسة اللجنة الع
وزارة التعلــيم العــالي والبحــث العلمــي. ولا يتحمــل ناشــر المجلــة أي تبعــات ماديــة أو معنويــة أو مســؤوليات عــن اســتعمال المعلومــات       

  المنشورة في المجلة أو سوء استعمالها.

  

  المجلة مفهرسة في:: الفهرسة

  

Emerging Sources Citation Index 

(ESCI) 

    

  
  

  



  معلومات عامة

، وزارة التعلـيم  بـدعم مـن صـندوق دعـم البحـث العلمـي      ة تصـدر  محكم ـمتخصصـة  ة عالميـة  هي مجلة بحـوث علمي ـ  للفيزياءالمجلة الأردنية 
وتنشـر   .ربـد، الأردن إحث العلمي، عمان، الأردن. وتقوم بنشر المجلة عمـادة البحـث العلمـي والدراسـات العليـا فـي جامعـة اليرمـوك،         العالي والب

، والمقــالات Technical Notesالفنيــة ، والملاحظــات Short Communications لمراســلات القصــيرةا إلــى ، إضــافةالأصــيلةالبحــوث العلميــة 
  نجليزية.، باللغتين العربية والإالنظرية والتجريبية الفيزياءفي مجالات  ،Review Articles، ومقالات المراجعة Feature Articlesالخاصة 

  تقديم مخطوط البحث
  jjp@yu.edu.joلكتروني : الإبريد تقدم البحوث عن طريق إرسالها إلى ال  

  

  اتبع التعليمات في موقع المجلة على الشبكة العنكبوتية.: نياإلكتروتقديم المخطوطات 

  

 .من ذوي الاختصاص والخبرة اثنين في الأقلمين حكِّم جانبمن  الفنيةويجري تحكيم البحوثِ الأصيلة والمراسلات القصيرة والملاحظات 
تم بــدعوة مــن هيئــة يــ، فالفيزيائيــة النَشِــطَةخاصــة فــي المجــالات المقــالات النشــر وتُشــجع المجلــة البــاحثين علــى اقتــراح أســماء المحكمــين. أمــا  

 تمهيـداً تقديم تقرير واضـح يتّسـم بالدقـة والإيجـاز عـن مجـال البحـث        من كاتب المقال الخاص  ويشار إليها كذلك عند النشر. ويطْلَب ،التحرير
 أو مسـتَكتبيها علـى   ، وتُشـجع كـاتبي مقـالات المراجعـة    نشطة سريعة التغيرالفيزيائية الللمقال. وتنشر المجلةُ أيضاً مقالات المراجعة في الحقول 

) باللغة Keywords( دالة ) وكلماتAbstract( المكتوب باللغة العربية ملخصإرسال مقترح من صفحتين إلى رئيس التحرير. ويرفَق مع البحث 
  الإنجليزية.

  ترتيب مخطوط البحث

 × A4 )21.6علـى وجـه واحـد مـن ورق      مـزدوج، بسـطر  و ،Times New Romanنوعـه   12ط نبب ـ ثيجب أن تـتم طباعـة مخطـوط البح ـ   
ويجـري تنظـيم أجـزاء المخطـوط      .منـه أو مـا اسـتَجد    2000روسـوفت وورد  سم ، باستخدام معـالج كلمـات ميك   3.71سم) مع حواشي  27.9

مقدمة، طرق البحث، النتائج، المناقشة، الخلاصة، الشكر والعرفـان،  ، ال)PACSرموز التصنيف (وفق الترتيب التالي: صفحة العنوان، الملخص، 

بينمـا   ،غـامق ثَم الأشكال والصور والإيضاحات. وتُكْتَب العنـاوين الرئيسـة بخـطā     ،المراجع، الجداول، قائمة بدليل الأشكال والصور والإيضاحات

 āمائلتُكْتَب العناوين الفرعية بخط.  

ويكتب الباحث المسـؤول عـن المراسـلات اسـمه مشـارا       كاملة. وان المقالة، أسماء الباحثين الكاملة وعناوين العملتشمل عنو: صفحة العنوان

 ،ويجـب أن يكـون عنـوان المقالـة مـوجزا وواضـحا ومعبـرا عـن فحـوى (محتـوى) المخطـوط            .إليه بنجمة، والبريد الإلكتروني الخـاص بـه  
  معلومات.وذلك لأهمية هذا العنوان لأغراض استرجاع ال

هـم مـا توصـل إليـه     أالنتـائج و وفيـه   والمـنهج المتبـع  موضـحة هـدف البحـث،     ،: المطلـوب كتابـة فقـرة واحـدة لا تزيـد علـى مـائتي كلمـة        الملخص

  الباحثون.

  تعبر عن المحتوى الدقيق للمخطوط لأغراض الفهرسة. دالةكلمات  6-4: يجب أن يلي الملخص قائمة من الدالةكلمات ال

PACS: فرة في الموقع اوهي متو ،فاق الرموز التصنيفيةيجب إرhttp://www.aip.org/pacs/pacs06/pacs06-toc.html.  

مراجعة مكثفة لما نشر (لا تزيد المقدمة عـن   ن تكونألا ح الهدف من الدراسة وعلاقتها بالأعمال السابقة في المجال، : يجب أن توضالمقدمة

  مطبوعة). الصفحة صفحة ونصف

ق موضــحة بتفصــيل كــاف لإتاحــة إعــادة إجرائهــا بكفــاءة، ولكــن باختصــار  ائــالطرهــذه : يجــب أن تكــون طرائــق البحــث (التجريبيــة / النظريــة)

  ق المنشورة سابقا. ائحتى لا تكون تكرارا للطر ،مناسب

  ون مناقشة تفصيلية.دمن مع شرح قليل في النص و ،: يستحسن عرض النتائج على صورة جداول وأشكال حيثما أمكنالنتائج

  : يجب أن تكون موجزة وتركز على تفسير النتائج.المناقشة

  : يجب أن يكون وصفا موجزا لأهم ما توصلت إليه الدراسة ولا يزيد عن صفحة مطبوعة واحدة.الاستنتاج

  ع مباشرة.في فقرة واحدة تسبق المراج ان: الشكر والإشارة إلى مصدر المنح والدعم المالي يكتبعرفانالشكر وال
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