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Abstract: Precursor powders of BaMg2-xCoxFe16O27 with (x = 0.0, 1.0, and 2.0) were 
prepared using high-energy ball milling and the effects of chemical composition and 
sintering temperature on the structural and magnetic properties were investigated using x-
ray diffractometer (XRD), scanning electron microscopy (SEM) and vibrating sample 
magnetometry (VSM). XRD patterns of the prepared samples indicated that crystallization 
of pure BaW hexaferrite phase was achieved at a sintering temperature of 1300° C, while 
BaM and cubic spinel intermediate phases were obtained at lower sintering temperatures of 
1100° C and 1200° C. SEM images revealed an improvement of crystallization of the 
structural phases and a growth of the particle size with increasing the sintering temperature. 
The magnetic data of the samples sintered at 1300° C revealed an increase of the saturation 
magnetization from 59.4 emu/g to 72.6 emu/g with increasing Co concentration (x) from 
0.0 to 2.0. The coercive field Hc decreased from 0.07 kOe at x = 0.0 to 0.03 kOe at x = 1.0 
and then increased to 0.09 kOe at x = 2.0. The thermomagnetic curves of the samples 
sintered at 1300° C confirmed the existence of the W-type phase and revealed spin 
reorientation transitions in Co-containing samples.  
Keywords: W-type hexaferrites, Magnetic properties, Structural properties, 

Thermomagnetic measurements, Spin reorientation transition. 
 

 
Introduction 

Hexagonal ferrites, also known as 
hexaferrites, were discovered in the 1950s at 
Philips Research Laboratories. Since then, the 
degree of interest in these ferrites has been 
increasing exponentially due to their cost 
effectiveness and suitability for a wide range of 
industrial and technological applications [1-8]. 
Different types of these ferrites, the most 
important of which are the M-, Y-, W-, Z-, X- 
and U-type, were successfully syntesized and 
found to exhibit large variations of magnetic 
properties due to differences in their magnetic 
structures and magnetocrystalline anisotropy [2, 

9-14]. Structurally, all these ferrites are 
hexagonal with almost the same lattice 
parameter a = 5.88 Å and significantly different 
lattice parameter c, depending on the sequence 
of stacking of the structural blocks (S, R, and T) 
in the unit cell [9, 15]. Specifically, the c-
parameter for M-type barium hexaferrite with 
the chemical formula of BaFe12O19 and unit cell 
composed of RSR*S* staking is typically 23.2 
Å. On the other hand, the c-parameter for W-
type hexaferrite with the chemical formula 
BaMe2Fe16O27, space group P63/mmc and 
RSSR*S*S* stacking is 32.8 Å [9, 16].  
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The W-type structure suggests that its unit 
cell can be represented by a combination of M-
type unit cell and two spinel (S) structural blocks 
(S = Me2Fe4O8), where the saturation 
magnetization can be derived from the 
superposition of the saturation magnetization of 
M + 2S. Accordingly, the saturation 
magnetization of W-type is expected to be higher 
than that of M-type hexaferrite of 20 μB per 
formual unit (corresponding to ~ 100 emu/g) at 0 
K [17]. In BaW ferrite, the additional S block 
has the composition [Me2Fe4O8]0, which is 
electrically neutral and has a net magnetization 
depending on the Me cation. For example, the 
experimental value of Fe2W is 27.4 μB 
(corresponding to 98 emu/g at 0 K and 78 emu/g 
at 293 K), which is in good agreement with the 
theoretical value of 28 μB. Also, the magnetic 
moment of Mg2W at 0 K is expected to be equal 

to that of BaM, since the magnetic moment of 
Mg2Fe4O8 is theoretically zero, while the 
moment of Cu2W is expected to be higher 
(22 μB). The observed deviations of the 
experimental values from the theoretical values 
could be due to Me2 ions occupying sites of the 
R block and performing measurements at fields 
lower than required for full magnetic saturation 
[9].  

The small metal cations (Fe and Me) in W-
type hexaferrite reside in seven different 
interstitial crystallographic sites known as 4fVI, 
2d, 12k, 6g, 4f, 4fIV and 4e [18, 19]. These 
crystallographic sites are normally grouped into 
five magnetic sublattices as shown in Table 1 
[16, 20, 21].  

TABLE 1. Crystallographic and magnetic sites and their coordinations, positions in the unit cell, net 
magnetic sublattice spin orientation and occupancy for BaW structure. 

Magnetic 
site 

Crystallographic 
site Coordination Block Spin Number 

of metal ions 
fVI 4fVI Octahedral R Down 2 

a 6g  
4f 

Octahedral 
Octahedral 

S-S 
S 

Up 
Up 

3 
2 

fIV 4e 
4fIV 

Tetrahedral 
Tetrahedral 

S 
S 

Down 
Down 

2 
2 

k 12k Octahedral R-S Up 6 
b 2d Bi-pyramidal R Up 1 

 

Extensive research work on W-type 
hexaferrites prepared by different synthesis 
routes with a variety of cationic substitutional 
scenarios was carried out due to their potential 
for applications in microwave absorption [22-
37], magnetic recording [20, 38-40] and other 
electrical devices [41-43]. All BaW hexaferrites, 
with the exception of Co2W, are characterized by 
a uniaxial anisotropy. W-type hexaferrites 
containing Co2+ ions exhibit a complex magnetic 
structure with the variation of temperature, 
where spin reorientation transitions from easy 
plane, to easy cone, to easy axis are expected, 
making these ferrites of potential importance for 
magnetic refrigiration [24, 44-47]. Co2W ferrite 
(BaCo2Fe16O27) has a cone of easy magnetization 
with a constant vertex angle of 70° to the c-axis 
in the temperature range from -273° C to 180° C. 
As the temperature increases, the easy 
magnetization direction rotates towards the c-
axis until the ferrite becomes uniaxial at 280°C 
[48]. 

Much of the research work on W-type 
hexaferrites available in the literature was 
concerned with Co- and Zn-based ferrites with a 
variety of cationic substitutions. Modification of 
the properties of the W-type ferrite based on 
Mg2+ as the divalent metal ion, however, was not 
addressed sufficiently in the literature [49], 
especially adequate structural and magnetic 
characterization. In this study, the effects of Co2+ 
cationic substitution for Mg2+ on the structural 
and magnetic properties of BaMg2W hexaferrites 
were investigated by XRD, SEM and VSM. The 
results of measurements made by various 
experimental techniques were compared to reach 
an understanding of the crystalline and magnetic 
structure of the compounds. The spin 
reorientation transitions in the Co2+-substituted 
compounds were investigated by means of 
thermomagnetic measurements. 
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Experimental 
Samples of BaMg2-xCoxFe16O27 (x = 0.0, 1.0 

and 2.0) were prepared by ball milling 
stoichiometric ratios of high purity (~ 99%) 
barium carbonate (BaCO3), Fe2O3, CoO and 
MgO precursor powders using a high-energy ball 
mill (Fritsch Pulverisette-7) equipped with 
zirconia bowls and balls. The milling was carried 
out in an acetone medium for a period of 16 h at 
an angular speed of 250 rpm. The product was 
then left to dry in air at room temperature. 
Cylindrical pellets of about 1.2 cm in diameter 
and ~2 mm in thickness were made by pressing 
~ 0.8 g of the powder under a 5-ton force in a 
stainless steel die. The discs were then sintered 
in an oven at 1100° C, 1200° C and 1300° C for 
2 h in air.  

X-ray diffraction (XRD) patterns of the 
sintered samples were collected using XRD 
7000-Shimadzu diffractometer with Cu-Kα 
radiation (λ1 = 1.540560Å, λ2 = 1.54439 Å), in 
the angular range 20° ≤ 2θ ≤ 70° with scanning 
step of 0.01. The patterns were analyzed using 
Expert High Score 2.0.1 software to identify the 
structural phases and Rietveld analysis was 
performed for structural refinement using 
FullProf software. 

SEM system (FEI-Inspect F50/FEG) 
equipped with energy dispersive spectrometer 

(EDS) was used to investigate the particle 
morphology and size distribution, as well as the 
homogeneity and local chemical composition of 
the prepared samples. The magnetic properties of 
the samples were examined using vibrating 
sample magnetometer (VSM Micro Mag 3900, 
Princeton Measurements Corporation), which 
operated at applied fields up to 10 kOe.  

Results and Discussion 
XRD Results  

The XRD patterns were collected in the 
angular range 0° ≤ ߠ2 ≤ 70° for all samples 
BaMg2-xCoxFe16O27 (x = 0.0, 1.0, 2.0) sintered at 
1100° C, 1200° C and 1300° C. XRD analysis 
using Expert High score software revealed that 
all samples sintered at 1300° C consisted of a 
single W-type phase, whereas the samples 
sintered at lower temperatures were all 
multicomponent, consisting of BaM and cubic 
spinel MeFe2O4 (Me = Mg, Co) structural phases 
as demonstrated by the representative patterns in 
Fig. 1 for the sample with x = 1.0. Similar results 
(not shown for brevity) were obtained for the 
samples with different x values. These results 
indicated that crystallization of the W-type phase 
at 1300° C was preceded by the crystallization of 
the intermediate BaM and cubic spinel phases at 
lower temperatures.  

 
FIG. 1. X-ray diffraction patterns of BaMgCoFe16O27 ferrites sintered at different temperatures. 

XRD pattern for the sample with x = 2 
sintered at 1300° C revealed the existence of a 
single Co2W (BaCo2Fe16O27) hexaferrite phase 
consistent with the standard pattern (JCPDS 01-
078-0135), while the patterns of the samples 
sintered at 1100° C and 1200° C indicated the 
coexistence of BaFe12O19 (BaM) hexaferrite 
phase consistent with the standard pattern 
(JCPDS 00-043-0002) together with CoFe2O4 

spinel phase matching the standard pattern 
(JCPDS 01-079-1744). Also, the diffraction 
pattern for the sample with x = 1.0 sintered at 
1300° C shows the existence of MgCo-W 
(BaMgCoFe16O27) hexaferrite phase consistent 
with the standard pattern (JCPDS 01-078-0135). 
The patterns for the samples sintered at 1100° C 
and 1200° C, however, indicated the existence of 
BaM hexaferrite phase consistent with the 
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standard pattern (JCPDS 00-043-0002), together 
with MgFe2O4 spinel phase consistent with the 
standard pattern (JCPDS 01-089-3084) and 
CoFe2O4 spinel consistent with the standard 
pattern (JCPDS 01-079-1744). Similarly, the 
XRD pattern for the sample with x = 0.0 sintered 
at 1300° C indicated the existence of a single 
Mg2W (BaMg2Fe16O27) hexaferrite phase 
consistent with the standard pattern (JCPDS 01-
078-1551), while the patterns for the samples 
sintered at 1100° C and 1200° C revealed the 
existence of BaM hexaferrite phase consistent 
with the standard pattern (JCPDS 00-043-0002), 
together with Mg-spinel (MgFe2O4) phase 
consistent with the standard (JCPDS 01-089-
3084). These results indicated that the M-phase 
and the spinel phase are intermediate phases that 
react to form the W-type phase at 1300° C. 

Rietveld refinement of the XRD patterns of 
the samples sintered at 1300° C was performed 
using FullProf fitting routine (Fig. 2) and the 
refined lattice parameters and cell volume of the 
W phases are tabulated in Table 2. In Rietveld 
refinement, the reliability of the fit and the 
validity of the crystal structure model used in the 
fit are measured by the Bragg reliability factor 

(RB) and that of the structure factor (RF), both of 
which are based on the discrepency between the 
observed and calculated integrated intensities of 
the individual Bragg reflections. Additionally, 
the χ2 parameter is a measure of the goodness of 
fit, which is based on the discrepancy between 
the observed and calculated intensities at the 
individual channels (angular positions). The 
relatively low values of these factors (Table 2) 
indicate reliable fit, where the structure model 
calculation is in good agreement with the 
observed diffraction data. The lattice parameters 
a and c for Co2W are slightly lower than those 
for Mg2W, in good agreement with previously 
reported results [18]. Also, the cell volume V of 
Co2W is slightly (< 0.1%) lower than that of 
Mg2W. These results cannot be associated with 
the differences between the ionic radii of Mg2+ 
and Co2+ ions, since Co2+ ions have a slightly 
higher ionic radius at octahedral site (0.745 Å) 
than Mg2+ (0.72 Å) and the two ions have almost 
the same ionic radius at tetrahedral sites (0.57-
0.58 Å) [50]. Accordingly, the variations of the 
structural parameters can be associated with 
lattice distortions [5].  

 
FIG. 2. Rietveld refinement of the X-ray diffraction patterns of the system BaMg2-xCoxFe16O27 (x = 0.0, 1.0, 2.0) 

sintered at 1300° C. 
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TABLE 2. Results of the refinement of the patterns for the samples BaMg2-xCoxFe16O27 (x = 0.0, 1.0, 
2.0) sintered at 1300° C. 

Phase formula Lattice parameters V (Å3) ρx (g/cm3) RF RB χ2 a = b (Å) c (Å) 
BaMg2Fe16O27 5.9076 32.9681 996.4 5.04 1.36 1.36 1.87 
BaMgCoFe16O27 5.9061 32.9565 995.6 5.15 0.67 0.89 1.97 
BaCo2Fe16O27 5.9069 32.9552 995.8 5.27 0.73 1.04 1.91 

        

The X-ray density (ߩ௫) increased linearly 
with increasing x, as shown in Table 2, recording 
an increase of 4.56% for the sample with x = 2.0. 
This increase is mainly due to the increase of the 
molecular weight of the W-type hexaferrite by 
4.58% when Co replaced Mg completely, since 
the effect of the decrease of the cell volume on 
the X-ray density is much smaller. 

The bulk density (ߩ௕) of the samples sintered 
at 1300° C was measured by Archimedes method 
and the porosity (P) of each sample was 
evaluated using the relation: 

ܲ = 1 − ఘ್
ఘೣ

  .            (1) 
The porosity of all samples (Table 3) is 

relatively low, indicating the possibility of 
producing highly densified (> 90% dense) 
magnets using the present synthesis route. 

TABLE 3. X-ray density (ߩ௫), bulk density (ߩ௕) 
and porosity (P) of BaMg2-xCoxFe16O27 (x = 
0.0, 1.0, and 2.0) sintered at 1300° C. 

x ρb (g/cm3) ρx (g/cm3) P (%) 
0.0 4.72 5.04 6.4 
1.0 4.75 5.15 7.7 
2.0 4.82 5.27 8.5 

Crystallite size (D), lattice strain and 
instrumental effects are the main factors that 
cause the broadening of the diffraction peaks 
[51]. The instrumental broadening must be 
subtracted from the observed peak broadening in 
order to determine the effect of the lattice strains 
and crystallite sizes on the peak broadening. The 
instrumental broadening was estimated from the 
broadening of the diffraction peaks of a standard 
silicon sample. In our study, the effect of the 
lattice strain was found to be very small and it 
could be neglected. Therefore, the only effect of 
the broadening of the diffraction peaks was the 
crystallite size. 

The crystallite size was determined using the 
Stokes and Wilson equation [5]: 
ܦ =  ఒ

ఉ ୡ୭ୱ ఏ
  ,            (2) 

where θ is the peak position, β is the integral 
breadth (= area under the peak divided by the 

maximum intensity) and λ is the wavelength of 
radiation (1.5406 Å). The integral breadth and 
peak position were determined by fitting a 
diffraction peak with a Lorentzian line shape and 
the crystallite size along the corresponding 
crystallographic direction was evaluated. 
Analysis of the (1 1 0) peak at 2θ = 30.4° was 
carried out to determine the crystallite size along 
the basal plane of the hexagonal lattice, while 
analysis of the (1 0 10) peak at 2θ = 32.4° was 
performed to explore the crystallite size along 
the c-direction. Furthermore, the peak at 2θ = 
34.6° was considered to explore the crystallite 
size in the more general direction perpendicular 
to the corresponding (116) crystallographic 
planes. The values of D for all samples along the 
different investigated directions revealed 
nanocrystalline nature for all samples with 
crystallite size between 32 nm and 58 nm (Table 
4). 

TABLE 4. The crystallite size for              
BaMg2-xCoxFe16O27 (x = 0.0, 1.0, 2.0) sintered 
at 1300° C evaluated along different 
crystallographic directions.  

 D (nm) 
x (1 1 0) (1 0 10) (1 1 6) 

0.00 36 34 35 
1.00 58 57 40 
2.00 30 44 32 

SEM Results 

SEM image of BaMg2-xCoxFe16O27 with x = 
0.0 sintered at 1100° C (shown in Fig. 3-a) 
indicated that the sample consisted mostly of 
cuboidal particles and hexagonal platelets with 
an average size of around 230 nm. The particles 
in this sample seem to agglomerate with 
relatively high inter-particle porosity. Also, SEM 
image of BaMg2-xCoxFe16O27 with x = 0.0 
sintered at 1200° C (Fig. 3-b) indicated that the 
sample consisted of cuboidal particles and 
hexagonal platelets with a relatively wide 
distribution of particle size mostly in the range 
between 0.2-1.0 μm. The particles in this sample 
stacked with low inter-particle porosity. 
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FIG. 3. SEM images of BaMg2-xCoxFe16O27 with x = 0.0 sintered at (a) 1100° C and (b) 1200° C. 

Representative SEM images of             
BaMg2-xCoxFe16O27 with x = 0.0 sintered at 
1300° C (Fig. 4) revealed granular structure 
mainly composed of regular hexagonal plates 
characterized by a wider distribution of particle 
size. The diameters of the hexagonal plates 
ranged between 0.7-5 μm with an average grain 

size of 2.2 μm. Since the critical single-domain 
size in hexaferrite was reported to be 0.46 
micron [52], we may conclude that the sample 
consists of multi-domain particles. The particles 
in this sample stacked closely with relatively low 
porosity. 

 
FIG. 4. SEM images of BaMg2-xCoxFe16O27 with x = 0.0 sintered at 1300° C. 

SEM image of BaMg2-xCoxFe16O27 with x = 
1.0 sintered at 1100° C (Fig. 5-a) also indicated 
that the sample consisted mainly of cuboidal 
particles and hexagonal platelets with diameters 
ranging between 100-500 nm. Improvement of 
the crystallization of hexagonal platelets and 

increase of the particle size to the range of 0.5-
1.7 μm was observed at a sintering temperature 
of 1200° C (Fig. 5-b). Most of the particles in 
this sample are below the critical single domain 
size of about 0.5 μm and a small fraction is > 1.0 
μm in size.  

  
FIG. 5. SEM images of BaMg2-xCoxFe16O27 with x = 1.0 sintered at (a) 1100° C and (b) 1200° C. 

500 nm 2µm 

5µm 2µm 

500 nm 1 µm 
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Fig. 6 shows representative SEM images of 
BaMg2-xCoxFe16O27 with x = 1.0 sintered at 
1300° C. The sample is generally composed of 

non-granular mass, with only a small fraction of 
hexagonal plates. The diameters of the 
hexagonal plates were between 1-3 μm.  

 
FIG. 6. SEM images of BaMg2-xCoxFe16O27 with x = 1.0 sintered at 1300° C. 

In addition, SEM images (Fig. 7) of BaMg2-

xCoxFe16O27 with x = 2.0 sintered at 1100° C 
indicated that the sample consisted mainly of 
cuboidal particles and hexagonal platelets with a 
relatively narrow distribution of particle size and 

an average size of around 240 nm. The sample 
sintered at 1200° C (Fig. 7-b) indicated 
improved crystallization of hexaginal particles 
and the existence of large non-particulate 
masses.  

  
FIG. 7. SEM images of BaMg2-xCoxFe16O27 with x = 2.0 sintered at (a) 1100° C and (b) 1200° C. 

Fig. 8 shows SEM images of the BaMg2-

xCoxFe16O27 with x = 2.0 sintered at 1300° C. 
The sample is generally composed of large non-
granular masses, with only a small fraction of 

perfect hexagonal plates, the diameters of which 
were in the range of 0.5-2 μm. The non-granular 
masses developed in layered, nonporous 
structures. 

  
FIG. 8. SEM images of BaMg2-xCoxFe16O27 with x = 2.0 sintered at 1300° C. 

10 µm 5 µm 

500 nm  4 µm 

10µm 5µm 
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Energy dispersive x-ray spectroscopy (EDS) 
was used to examine the chemical composition 
of the samples sintered at 1300° C. The spectra 
collected from two different spots of the sample 
with x = 0.0 revealed that the Fe:Ba ratio was 
14.9 and 16.3, while the Mg:Ba ratio was 1.26 
and 1.52. The Fe:Ba ratio is consistent with the 
theoretical stoichiometric ratio of 16.0 for Mg2W 
hexaferrite, while the difference between the 
observed Mg:Ba ratio and the theoretical ratio of 
2 cannot be accounted for by the calculated 
experimental uncertainty (of ~ 20%). This 
discrepancy could be associated with the low 
signal for Mg and the position of its emission 
line in a sloped and noisy region of the 
background, which makes the line intensity 
evaluated by the software unreliable.  

EDS spectra from two different spots of the 
sample with x = 1.0 indicated that the Fe:Ba ratio 
was 15.7 and 14.0, which is consistent with the 
theoretical value within the experimental 
uncertainty of ~ 17%. The Mg:Ba ratio at the 
two spots was 1.95 and 0.98. Although the ratio 
from the second spot was in good agreement 
with the theoretical value of 1.00, the 
significantly higher value from the first spot may 
indicate unreliability of the evaluated Mg:Ba 
ratio due to the weak signal of Mg occurring in a 
rather noisy and sloped background. On the 
other hand, the Co:Ba ratio at the two spots was 
2.58 and 2.06, which is more than double the 
theoretical value of 1.00. This difference cannot 

be accounted for by the experimental uncertainty 
of ~ 19% and the observed high Co:Ba ratio can 
be attributed to the overlapping between the Co-
Kα line (which was used for evaluation of the Co 
concentration) and the Fe-Kβ spectral line (the 
difference of the energies of these two lines is < 
2%).  

EDS spectrum collected from a representative 
point in the sample with x = 2.0 revealed that 
Fe:Ba = 15.6, which is in good agreement with 
the theoretical value of 16.0. On the other hand, 
Co:Ba ratio was found to be 3.86, which is 
significantly higher than the theoretical value of 
2.00. Again, this high value is associated with 
the apparent increase of the spectral intensity of 
the Co-Kα line due to overlapping with Fe-Kβ 
spectral line.  

VSM Results 

Room Temperature Hysteresis Loop 

In this section, the magnetic properties of the 
system BaMg2-xCoxFe16O27 (x = 0.0, 1.0, and 2.0) 
samples sintered at 1100° C, 1200° C and 1300° 
C were investigated using room temperature 
hysteresis loop (HL) measurements in an applied 
field up to 10 kOe. The hysteresis loops (HLs) 
for all the samples are shown in Figs. 9, 10 and 
11. The values of the saturation magnetization, 
Ms, remanence magnetization, Mr and coercive 
field, Hc were determined from the hysteresis 
loops. 
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FIG. 9. Hysteresis loops of BaMg2-xCoxFe16O27 with x = 0.0 sintered at 1100° C, 1200° C and1300° C. 
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FIG. 10. Hysteresis loops of BaMg2-xCoxFe16O27 with x = 1.0 sintered at 1100° C, 1200° C and1300° C. 

 
FIG. 11. Hysteresis loops of BaMg2-xCoxFe16O27 with x = 2.0 sintered at 1100° C, 1200° C and1300° C. 

The HLs for all samples indicated magnetic 
softening with the increase of the sintering 
temperature. The coercivity and remanence 
magnetization were determined directly from the 
hysteresis loops, while the saturation 
magnetization, Ms, was determined from the law 
of approach to saturation (LAS) [12, 53]:  

ܯ = ௦ܯ ቀ1 − ஺
ு

− ஻
ுమቁ +  (3)            ܪ߯

Here, M is the magnetization (in emu/cm3), 
Ms is the spontaneous saturation magnetization 
of the domains per unit volume, A is a constant 
associated with microstress and/or inclusions, B 

is a constant representing the magnetocrystalline 
anisotropy contribution and χH is the forced 
magnetization term. Plotting M versus 1/H2 in 
the high field range 8.5 – 10 kOe gave straight 
lines, indicating that the magnetization in this 
field range is determined completely by the 
magnetocrystalline term.  

The saturation magnetization was determined 
from the intercept of the straight line with the M-
axis. The magnetic parameters derived from the 
hysteresis loops are tabulated in Table 5.  
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TABLE 5. Saturation magnetization, remanence magnetization, squareness ratio and coercive field for 
BaMg2-xCoxFe16O27 sintered at different temperatures. 

x T(° C) Ms(emu/g) Mr(emu/g) Mrs Hc(kOe) 
0.0 1100 55.4 27.5 0.50 1.57 
0.0 1200 62.1 26.1 0.42 0.77 
0.0 1300 59.4 4.33 0.07 0.07 
1.0 1100 64.5 33.6 0.52 2.05 
1.0 1200 59.8 26.9 0.45 1.37 
1.0 1300 65.2 2.66 0.04 0.03 
2.0 1100 72.6 37.1 0.51 1.85 
2.0 1200 71.2 12.1 0.17 0.14 
2.0 1300 72.6 11.7 0.16 0.09 

 

Because the W-type hexaferrite structure is 
built up of M-type hexaferrite and S block, 
where S block contains two spinel molecules, the 
magnetic moment of the W-type hexaferrite can 
be described by the relations [9, 34, 54], 

ௐߤ = ெߤ  + ௌߤ 2  ,            (4) 

ߤ =  ெெೞ
ேಲ ఓಳ 

  ,            (5) 

where ߤெ is the magnetic moment of BaFe12O19 
and ߤௌ is the magnetic moment of spinel, M is 
molecular weight, Ms is the saturation 
magnetization, NA is Avogadro’s number 
(6.023×1023 molecules/mole), ߤ஻ is the Bohr 
magneton (9.27×10-21 erg/G) and µ is the 
magnetic moment of a given compound. 
Therefore, by combining Eq. (4) and Eq. (5), we 
obtain: 

ௐ(௦ܯ) = ቂ ெಾ
ெೈ

 ቃ ெ(௦ܯ)   +  2 ቂ ெೄ
ெೈ

 ቃ (ܯ௦)ௌ .  (6) 

This last equation predicts that the saturation 
magnetization of Mg2W is 58.6 emu/g, which is 
in good agreement with the observed value of 
59.4 emu/g for Mg2W sample sintered at 1300° 
C. On the other hand, the expected theoretical 
saturation magnetization of MgCoW is 66 
emu/g, which is also in good agreement with the 
observed value of 65.2 emu/g. Further, the 
expected saturation magnetization of Co2W is 
72.96 emu/g, which is also in good agreement 
with the observed value of 72.6 emu/g. These 
results indicate that the magnetization of the W-
type phase can be determined from the 
superposition of the magnetizations of the 
underlying magnetic phases. 

The saturation magnetization for the sample 
with x = 0 increased with sintering temperature 
from 55.4 emu/g for the sample sintered at 1100° 
C to 62.1 emu/g for the sample sintered at 1200° 
C. The sample sintered at 1100° C is a mixture 

of BaM phase and MgFe2O4 phase, as indicated 
by XRD analysis. Assuming that the 
magnetization of the sample results from a 
simple superposition of the BaM and Mg-spinel 
phases and using the values of the saturation 
magnetizations of polycrystalline BaM phase of 
70 emu/g [1] and of 27 emu/g for MgFe2O4 
phase [9], the saturation magnetization for the 
sample sintered at 1100° C (55.4 emu/g) 
suggests that this sample is composed of about 
66 wt. % BaM phase and 34 wt. % MgFe2O4 
phase. If all Mg were incorporated in the 
formation of MgFe2O4 spinel phase, the sample 
would consist of BaM and Mg-spinel phase with 
a molar ratio of 1:2, corresponding to 73.5 wt.% 
BaM and 26.5 wt.% Mg-spinel (molar mass of 
Mg-spinel = 200 g and of BaM = 1111.5 g). 
These fractions should give a theoretical value of 
58.6 emu/g, which is higher than the observed 
value. The lower observed value could then be 
attributed to BaM and Mg-spinel phases with 
saturation magnetizations lower than the 
theoretical values. The saturation magnetization 
results are therefore consistent with the picture 
of phase segregation into BaM and Mg-spinel at 
a sintering temperature of 1100° C. The 
saturation magnetization of the sample sintered 
at 1200° C (62.1 emu/g), on the other hand, 
suggests that the sample consists of about 81.6 
wt. % of BaM phase and 18.4 wt. % of MgFe2O4 
phase. This may indicate that a fraction of the 
Mg ions substitutes Fe ions in the hexaferrite 
phase, which results in a reduction of the mass 
fraction of the Mg-spinel in the sample and a 
consequent increase of the saturation 
magnetization.  

The coercivity of the samples with x = 0 
decreased from 1.57 kOe for the sample sintered 
at 1100° C, down to 0.77 kOe at a sintering 
temperature of 1200° C and to 0.07 kOe at a 
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sintering temperature of 1300° C. The decrease 
of the coercivity of the sample sintered at 1200° 
C can be attributed to the significant increase of 
the particle size as the temperature increases 
(SEM results). The significant drop in the 
coercivity of the sample sintered at 1300° C is 
associated with the crystallization of large 
hexagonal plates of Mg2W phase by solid state 
reaction of the intermediate BaM and MgFe2O4 
phases at high sintering temperatures. The 
decrease of the squareness ratio (Mrs) to values 
below 0.5 (which is characteristic of single-
domain, randomly oriented assembly of 
particles) is consistent with particle growth to the 
multidomain particle size regime. The 
multidomain nature of the particles is 
responsible for the significant decrease in 
coercivity, since in this case, the domain-wall 
motion is dominant in the magnetization 
processes. 

The saturation magnetization for the sample 
with x = 1 decreased from 64.5 emu/g for the 
sample sintered at 1100° C, down to 59.8 emu/g 
at a sintering temperature of 1200° C, then 
increased up to 65.2 emu/g at a sintering 
temperature of 1300° C. The sample sintered at 
1100° C is a mixture of BaM phase and 
MgFe2O4 and CoFe2O4 spinel phases. Again, 
assuming that the saturation magnetization of the 
sample sintered at 1100° C results from a simple 
superposition of the saturation magnetizations of 
the magnetic phases in the sample and using the 
saturation magnetization of 80 emu/g for 
CoFe2O4 phase [9], the saturation magnetization 
for this sample (64.5 emu/g) is consistent with 
62 wt. % of BaM phase, 17.5 wt. % of MgFe2O4 
phase and 20.5 wt. % of CoFe2O4 phase. In 
calculating the weight fractions, the ratio of the 
molar mass of Co-spinel to that of Mg-spinel 
(1.173) and equal molar ratios of the two spinel 
phases were assumed to determine the fractions 
of the two spinel phases. The relative weight 
fractions of the BaM and spinel phases (62 wt. % 
and 38 wt. %, respectively) are similar to those 
of the sample with x = 0 sintered at the same 
temperature. The saturation magnetization of the 
sample sintered at 1200° C decreased to 59.8 
emu/g), which is consistent with 30 wt.% BaM, 
32.2 wt.% Mg-spinel and 37.8 wt.% Co-spinel. 
The increase of the weight fraction of the spinel 
phases (the weighted average of saturation 
magnetization of which is 55.6 emu/g) cannot be 
justified on the basis of the starting materials in 
the sample and therefore, the reduction of the 

saturation magnetization could be attributed to 
the presence of BaM and spinel phases with 
saturation magnetizations lower than their 
theoretical values.  

The sample sintered at 1300° C is composed 
of MgCo-W hexaferrite. The increase in 
saturation magnetization with respect to the 
sample with x = 0.0 can be associated with the 
increase of the magnetic moment per molecular 
formula. Since Mg2+ is a non-magnetic ion and 
the magnetic moment of Co2+ ion is 3.7µB, the 
increase in the saturation magnetization of this 
sample suggests that Co2+ ions replace Mg2+ ions 
at spin-up sites.  

The coercivity decreased from 2.05 kOe for 
the sample sintered at 1100° C, down to 1.37 
kOe at a sintering temperature of 1200° C and to 
0.03 kOe at a sintering temperature of 1300° C. 
The decrease of the coercivity of the sample 
sintered at 1200° C could be associated with the 
increase of particle size of the BaM phase. The 
sharp drop in the coercivity of the sample 
sintered at 1300° C, however, is associated with 
phase transformation from hard BaM phase to 
soft BaW phase with large particle size. The 
small decrease of the squareness ratio, Mrs, from 
0.52 for the sample sintered at 1100° C to 0.45 
for the sample sintered at 1200° C is consistent 
with the small increase of the particle size 
beyond the critical single domain size as 
indicated by SEM images. The sharp drop in the 
squareness ratio down to 0.04 for the sample 
sintered at 1300° C, however, is due to 
transformation from hard BaM magnetic phase 
with almost single-domain particle size to soft, 
large non-granular masses of BaW phase.  

The saturation magnetization for the samples 
with x = 2 revealed similar values at the different 
sintering temperatures (72.6 emu/g for the 
sample sintered at 1100° C, 71.2 emu/g at a 
sintering temperature of 1200° C and 72.6 emu/g 
at a sintering temperature of 1300° C). The 
sample sintered at 1100° C is a mixture of BaM 
and CoFe2O4 as indicated by XRD analysis. The 
saturation magnetization of 72.6 emu/g is 
consistent with 74 wt. % BaM and 26 wt. % 
CoFe2O4. If we assume that Co2+ ions were fully 
consumed in the spinel phase, the fractions of the 
BaM and spinel phase would be 70.3 wt.% and 
29.7 wt.%, respectively, corresponding to an 
expected saturation magnetization of 72.96 
emu/g. This value is similar to the observed 
saturation magnetization, which is an indication 
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of that this sample consists of BaM and Co-
spinel phases with saturation magnetizations 
close to the theoretical values. On the other 
hand, the saturation magnetization of 71.2 emu/g 
for the sample sintered at 1200° C could indicate 
that Co partially substituted Fe in the hexaferrite 
lattice. The saturation magnetization of the 
sample sintered at 1300° C is 72.6 emu/g, which 
is in good agreement with the previously 
reported values of 71.18 emu/g for BaCo2Fe16O27 
[41] and 74.31 emu/g for SrCo2Fe16O27 [55]. 

The coercivity decreased from 1.85 kOe for 
the sample sintered at 1100° C, down to 0.14 
kOe at a sintering temperature of 1200° C and 
down to 0.09 kOe at a sintering temperature of 
1300° C. These dramatic changes were 
associated with magnetic softening as a result of 
particle growth at 1200° C sintering temperature 
and the transformation of BaM and Co-spinel 
phases to large, non-granular masses of W-type 
hexaferrite phase at 1300° C sintering 

temperature. The significant decreases of the 
squareness ratio Mrs from 0.51 to 0.17 and 0.16 
is an indication of that the samples sintered at 
1200° C and 1300° C consist of large 
multidomain volumes in these samples.  

The soft magnetic character and the low 
coercivity values of 70 Oe for Mg2W, 30 Oe for 
MgCo-W and 90 Oe for Co2W for the samples 
sintered at the highest temperature of 1300° C 
are in good agreement with the values reported 
for Co-substituted Zn2W ferrites [56]. The 
increase of the saturation magnetization from 
59.4 emu/g for Mg2W to 65.2 emu/g for CoMg-
W and then to 72.6 emu/g for Co2W is a result of 
the substitution of Mg2+ ions by Co2+ ions at 
spin-up sites. The saturation trends of the 
samples (Fig. 12) revealed that the magnetization 
of sample with x = 1.0 is almost saturated at an 
applied field of 10 kOe, indicating low 
magnetocrystalline anisotropy relative to the two 
end compounds (x = 0.0 and 2.0).  

-10000 -5000 0 5000 10000

-80

-60

-40

-20

0

20

40

60

80

M
 (e

m
u/

g)

H (Oe)

—  x = 0.0 
—  x = 1.0 
—  x = 2.0 
 

T = 1300C

 
FIG. 12. Hysteresis loops of BaMg2-xCoxFe16O27 (x = 0.0, 1.0 and 2.0) sintered at 1300° C. 

Thermomagnetic Measurements 

The thermomagnetic curves of the system 
BaMg2-xCoxFe16O27 (x = 0.0, 1.0 and 2.0) 
sintered at 1300° C (measured at an applied field 
of H = 100 Oe) are shown in Fig. 13, together 
with their derivatives with respect to 
temperature. The derivative curves of all samples 
exhibited strong negative peaks (dips) at 
temperatures > 450° C, which were associated 
with the Curie temperature of the corresponding 
W-type phase as shown in Table 6. The observed 
Curie temperature of 452° C for Mg2W is equal 
to the previously reported value of (452±3)° C 

[18] and that of 483° C for Co2W is in good 
agreement with the reported values of (490±3)° 
C [18] and (477±5)° C [46] for this compound, 
while the Curie temperature of 473° C for 
MgCo-W lies between the Curie temperatures of 
the end compounds. The results indicated that 
the Curie temperature increased with the 
increase of the Co content, as a consequence of 
the enhancement of the superexchange 
interactions resulting from the substitution of 
Mg2+ nonmagnetic ions by Co2+ magnetic ions. 
The occurrence of a single strong dip in the 
derivative curve suggests that each sample is 
composed of a single W-type phase.  
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Fig. 13: Thermomagnetic curves of BaMg2-xCoxFe16O27 (x = 0.0, 1.0 and 2.0) samples sintered at 1300° C. 

TABLE 6. Curie temperature of the different 
samples BaMg2-xCoxFe16O27 (x = 0.0, 1.0 and 
2.0). 

x 0.0 1.0 2.0 
Tc (°C) 452 473 483 

The derivative curve of the sample with x = 
1.0 shows two additional weak dips at 232° C 
and 522° C resulting from inflection points on 
the magnetization curve. The weak peak at 232° 
C could be associated with spin reorientation 
transition, where the magnetic anisotropy 
changes from easy-cone to easy-axis. This 
temperature is lower than the reported spin 
reorientation transition temperature for Co2W 
[46, 48], which is consistent with the reported 
increase of the spin reorientation transition 
temperature with the increase of Co content in 
Co-substituted Zn2W ferrite [46, 47]. Further, 
this result is an indication of that both Mg2+ and 
Co2+ ions are incorporated into a single W-type 
phase. The high-temperature dip at 522° C is 
close to the reported Curie temperature of 527° 
C for BaCoZn0.5Mg0.5Fe16O27 [57] and could be 
associated with traces of Co-rich magnetic 
impurities in our sample.  

The rise in the thermomagnetic curve of the 
sample with x = 2.0 into a peak at ~ 304° C is 
associated with the spin reorientation transition 
from conical to c-axis spin orientation. The 
shape of the derivative curve around this 

temperature suggests a singular-type behavior of 
the magnetization, indicating that the origin of 
the peak is not a smooth function. This behavior 
is associated with the competition between the 
rise in the magnetization due to spin 
reorientation transitions and the decline due to 
thermal agitation. The spin reorientation 
transition in this sample is clearly observed at a 
higher temperature compared with MgCo-W. 
Also, a weak negative peak is observed in the 
derivative curve at ~ 550° C, which can be 
associated with the enhancement of the 
superexchange interactions in Co-rich regions of 
the sample.  

Conclusions 
W-type hexaferrites were synthesized by high 

energy ball milling and sintering at 1300° C. The 
hexaferrite phase evolved from the reaction of 
BaM hexaferrite and cubic spinel intermediates 
which crystallize at lower temperatures. The 
saturation magnetization as well as the Curie 
temperature of the W-type hexaferrite increased 
with the increase of the Co concentration. This is 
a consequence of the increase of the net 
magnetic moment per molecule upon 
replacement of nonmagnetic Mg2+ ions by 
magnetic Co2+ ions and the consequent 
enhancement of the superexchange interactions 
between magnetic ions in spin-up and spin-down 
sublattices. The observed saturation 
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magnetization of the W-type phase in all samples 
was in good agreement with the calculated value 
using a model involving the superposition of 
cubic spinel and M-type ferrite phases, 
indicating that Mg2+ and Co2+ ions occupy 
octahedral sites corresponding to the (a) spin-up 
magnetic sublattice in the spinel (S) blocks of 

the W-type unit cell. The thermomagnetic curves 
of the W-hexaferrites revealed spin reorientation 
transition around room temperature in the 
sample with x = 2.0, which could be of potential 
importance for magnetic refrigeration 
applications.  
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Abstract: Harmattan dust haze in Nigeria is due to annual deposition of very fine dust 
particles as a result of both natural and human activities. There are scanty reports on the 
mineralogical, elemental and heavy metal composition in the Harmattan dust blowing 
across the country to support the presence of minerals and elements in the Harmattan dust. 
The aim of this study is to assess minerals and elemental compositions of Harmattan dust 
variations across Oyo (7032'N, 3025'E) and Minna (9035'N, 6032'E), Nigeria. Harmattan 
dust samples were collected using clean plastic bowls of 10 cm diameter and analysis was 
conducted on the samples collected at the two stations using Fourier Transform Infrared 
Spectroscopy (FTIR), X-ray Fluoresence (XRF), Particle Induced X-ray Emission (PIXE) 
and Atomic Absorption Spectroscopy (AAS). It was observed that elements, such as K, Ca, 
Ti, Mn, Fe, Ni, Cu, Zn, Mo, As, Zr, Pb, V, Sr, Cr and Ce, were present in different 
concentrations in the samples collected. Minerals, such as Quartz [SiO2], Rutile [TiO2], 
Periclase [MgO], Corundum [Al2O3], Hematite [Fe2O3], Cuprite [Cu2O], Baddeleyite 
[ZrO2], Litharge [PbO], Monazite [P2O5], Zincite [ZnO], Montroydite [HgO] and Lime 
[CaO], were present in the samples collected at each station in different proportions. The 
soil mass concentration of the elements was calculated and observed to be 3.5179μg m3 at 
Oyo and 3.4745μg m3 at Minna. It was observed that the Harmattan dusts moving across 
Nigeria have almost all the elements present in Harmattan dust varying from station to 
station as the dust is moving towards the south of the country. The study concluded that the 
elemental composition of the dust samples analyzed revealed that the percentage 
compositions of some elements are higher than the acceptable WHO standard values, 
which may affect human health. It is therefore recommended that adequate precautionary 
measures and policies should be made to help mitigate the effects of high elemental 
concentrations observed.  
Keywords: FTIR, PIXE, XRF, AAS, Mineralogy and element composition. 
 

 

Introduction 

The word Harmattan is a local term of dust 
storm gotten from the Twi language “haramata”, 
which perhaps is from Arabic “haram” forbidden 
thing. This is a dry dusty wind that emanated 
from the Sahara blowing towards the West 
Africa coast of the world continent, which 
precisely started from November to March of 
every year. More so, the Harmattan in America 
is also known as a dry dusty wind that blows 

from the Sahara in North Africa towards the 
Atlantic affecting both domestic and commercial 
activities during its period.  

Harmattan dust lifting, transportation and 
deposition occur naturally (Kalu [1], Falaiye et 
al. [2], Adimula [3], Falaiye et al. [4]). This 
could be a result of wind transportation that 
moves the dust from the source and deposits it 
along the trajectory path. The Harmattan period 
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is usually associated with low and poor visibility 
of the atmosphere, which is sometimes less than 
1000 m (Falaiye et al. [2], Adimula et al. [3], 
[4]). Falaiye et al. [5] reported that the more the 
Harmattan dust mass in the air, the less the 
visibility of both human and animal.  

The wind that blows Harmattan dust across 
Nigeria is the north east trade wind. This wind 
causes different types of ailments, such as dry 
skin, cough, catarrh and respiratory-related 
diseases, which are mostly reported in hospitals 
during the Harmattan period (Carlson and 
Prospero [6], Shutz [7]). Studies have shown that 
the Harmattan season occurs from the month of 
November to the month of March of the 
following year in Nigeria (Falaiye [4]).  

During this period, the atmosphere is laden 
with dust, thus reducing visibility and causing 
domestic as well as outdoor activities’ 
inconvenience (Aweda et al. [8]). During the 
period of this study (November – March), the 
West African region experiences the prevailing 
north-easterly wind regime known as Harmattan 
(Adimula et al. [3]). Junge [9] reported that on 
the average, it takes about twenty-four hours for 
the Harmattan to reach the Northern part of 
Nigeria from its source. Bertrand et al. [10] 
reported that dust particles are deposited over the 
region where dust plumes predominantly 
originate from the 𝐵𝑜́𝑑𝑒𝑙𝑒́ሖ  depression in the 
Chad Basin. This fact has been pointed out by 
various meteorological observers according to 
Samway [11]. 

Different authors have worked on the 
mechanisms of the path way of dust on the Cape 
Verde Islands as reported by (Glaccum and 
Prospero [12], Talbot et al. [13]). Since the 
majority of land-derived sediments in this part of 
the Atlantic Ocean are of Aeolian origin, often 
the erogenous sediment fraction was taken to be 
windblown (deMenocal et al. [14], Moreno et al. 
[15], Sarnthein [16]).  

In another vein, admixtures of fluvial-
transported or laterally adverted sediments were 
also found to play a role in Harmattan dust as 
well (Holz et al. [17], Koopmann [18], Ratmeyer 
et al. [19], Zabel et al. [20]). In Harmattan dust 
production, Chad Basin was estimated to be up 
to 6.3 × 108 and 7.1 × 108 t/yr in1981 and 1982, 
respectively (McTanish and Walker [21]).  

Studies have been conducted on the pollutant 
concentrations in the ambient air (Obiajunwa et 

al. [22]). This is powerful and widely used for 
the purpose of identifying the dominant sources 
of dust (Owoade et al. [23], Cohen et al. [24], 
Mooibroek et al. [25]). The emission rate that 
increases the range of air pollutants associated 
with iron smelter process (Brook et al. [26], 
Pope and Dockey [27], Zhang et al. [28], Tai et 
al. [29]) in the part of south west contributes to 
the increase of iron concentration. The light-
absorbing species in the atmosphere play a major 
role in the block carbon of the aerosol climatic 
forcing and visibility degradation (Malm et al. 
[30], Jacobson [31] and Bond et al. [32]). 

Heavy metals, such as As, Cd and Cr, are part 
of the constituents of particulate matter with iron 
and steel production (Cohen et al. [33]) in some 
parts of Nigeria. Hence, this study focuses on the 
assessment of trace elementals and minerals in 
Harmattan dust in the selected locations and their 
effects on the human health.  

Material and Methods 

(A) Sample Collection 

A dry standard plastic bowl of a diameter of 
10 cm and a height of 40 cm was used to collect 
each of the Harmattan samples across the two 
selected stations. This plastic bowl was kept in a 
wire gauge of (100x100x100 cm) firmed on the 
top of residential buildings, so as to prevent the 
dust from reptiles and wind disturbance. The 
choice of plastic bowl was taken, because the 
bowl has a heavy weight that can prevent wind 
from blowing it away and dust can settle in it 
successfully. In Nigeria, plastic bowl is one of 
the important materials used for domestic and 
commercial purposes. Different precautionary 
measures were put in place to avoid 
contamination by keeping the plastic in a 
polythylene box (60x60x60 cm) with a hole on 
its sides for aeration. See Fig. 1. Distilled water 
was also exposed on an elevated platform and in 
residential buildings at the two locations: Oyo 
(7032'N, 3025'E) and Minna (9035'N, 6032'E). 
The maps of sampling locations are shown in 
Figs. 2 and 3. Some of the bowls were exposed 
to collect dust particles from November for a 
period of one week or one month, while some 
were exposed to collect the dust samples for a 
period of five months (November to March), 
respectively. A total of ten (10) samples were 
collected and stored in desiccators prior to the 
analysis in order to avoid contamination which 
could influence the results. This experiment 
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follows the method adopted by Falaiye et al. [4] 
and Falaiye and Aweda [5], where Petri dishes 
were exposed on an elevated platform to collect 
Harmattan dust samples in order to conduct 
mineralogical and chemical analysis. During the 
collection process, as reported by Falaiye et al. 

[4], measures such as keeping the sample 
containers away from public roads and high-
ways were taken into consideration in order to 
minimize contamination by the local dust. 
However, the experimental setup for this 
research is shown in Fig. 1 below. 

 
FIG. 1. Schematic diagram of the experimental setup for sample collection. 

 
FIG. 2. Map of Oyo showing the sampling location. 
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FIG. 3. Map of Minna showing the sampling location. 

TABLE 1. Coordinates of different sampling locations across each station. 
Location  Longitude (N) Latitude (E) Elevation (m) 
Minna Area    
Bosso 9଴39ᇱ17. 13" 6଴31ᇱ39. 73" 909 
Maikunkele 9଴41ᇱ11. 48" 6଴28ᇱ24. 39" 1026 
Tunga 9଴35ᇱ40. 78" 6଴33ᇱ54. 80" 868 
Pa Kungu 9଴35. 849ᇱ 006଴31.487 597 
Chanchaga 09଴33ᇱ11. 16" 06଴34ᇱ58. 19" 744 
Oyo Area    
Federal School of Survey 7଴50ᇱ31. 86" 3଴56ᇱ57. 98" 1030 
Ajayi Crowther University  7଴50ᇱ13. 49" 3଴56ᇱ06. 19" 1030 
Isokun Area 7଴50ᇱ49. 22" 3଴54ᇱ57. 58" 937 
Ladigbolu Area 7଴49ᇱ11. 45" 3଴55ᇱ07. 68" 973 
Oja-Oba Area 7଴50ᇱ58. 33" 3଴55ᇱ47. 79" 951 

(B) Sample Preparation and Characterization 

The dry Harmattan dust samples were 
pelletized before being analyzed. Pelletization of 
the samples was done with steel mold pellets and 
a hydraulic press. Aluminum foil was used as the 
binder to hold the sample particles together after 
their removal from the molds. Thereafter, the 
samples were transferred into the accelerator for 
the XRF and PIXE employed in the research 
analysis.  

Mineralogical and elemental analyses were 
carried out on the Harmattan dust gathered 
across the two stations under consideration. The 
analyses were carried out using the following 
characterization techniques: PIXE, XRF, FTIR 
and AAS, to determine the minerals and 
elements present in the samples collected across 
the two stations.  
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(C) Machines Used and Their Description  

The elemental analysis of the Harmattan dust 
samples was carried out using the Energy 
Dispersive X-ray Fluorescence (EDXRF) 
spectrometry, Particle-Induced X-ray Emission, 
Fourier Transform Infrared Machine (FTIR) and 
Atomic Absorption Spectroscopy (AAS). The 
spectrometer brand name of EDXRF is 
ECLIPSE Ш, supplied by AMTEK INC. MA; 
USA. It is a self-contained miniature X-ray tube 
system. The detection system for all the 
measurements is of Model XR-100CR which is a 
high-performance X-ray detector with a 
preamplifier and a cooler system which uses a 
thermoelectrically cooled Si-PIN photodiode as 
an X-ray detector. The power to the XR-100CR 
is provided by a PX2CR power supply. The 
detector is coupled to the pocket MCA 8000A 
Multichannel Analyzer. The resolution of the 
detector for the 5.9 keV peak of 55Fe is 220 eV 
FWHM with 12μs shaping time constant for the 
standard setting and 186 eV FWHM with 20μs 
time constant for the optional setting. The 
optional setting was used for measurements with 
a resolution of 186 eV for the 5.9 peak of 55Fe. 
The Particle-Induced X-ray Emission machine 
with the name National Electrostatics 
Corporation Model 5SDH pelletron which is a 
1.7MV tandem electrostatic ion acceleration was 
used for the analysis. This system is designed to 
accelerate light ions for material science research 
using such techniques as Rutherford 
backscattering, PIXE, hydrogen profiling and 
implantation and nuclear physics experiments. 
However, it is also capable of producing low 
current of heavy ions. This technique can be 
applied to different sample materials which 
include geological, archaeological, biological, 
material science and environmental pollution in 
which Aerosol samples are classified. The 
detailed setup of the proton-induced X-ray 
emission technique (PIXE) setup used for this 
work was reported by Ezeh and Obiajunwa [34] 
and it was briefly described by Ezeh et al. [35]. 
The accelerator tank is linked with the charge 
exchange ion (beam) source which is equipped 
with hydrogen and helium. The Fourier 
Transform Infrared Machine (FTIR) 
manufactured by Agilent Technologies with the 
model number CARY 630FTIR was used for the 
analysis of the liquid samples. The Atomic 
Absorption Spectroscopy (AAS) with model 
number PG990 was used for the analysis of the 
liquid samples. 

(D) Sample Preparation Using EDXRF and 
PIXE 

The Harmattan dust samples analyzed were 
dried and pelletized. The pelletization of the 
samples is done with steel molds, pellets and a 
hydraulic press, by aluminum foil as the binder, 
to hold the sample particles together after their 
removal from the molds. 

(E) Sample Preparation Using AAS and FTIR 

The samples collected at each location were 
taken to the laboratory for analysis using Atomic 
Absorption Spectroscopy (AAS). The samples 
were digested before taking them for the 
elemental analysis using AAS. The digestion 
process was done in a fume cupboard for safety 
purposes, by measuring 50 ml of each waste 
water sample (4 samples) and adding 5 ml of 
hydrochloric acid, followed by boiling till 20 ml. 
They were all filtered and the filtrates were taken 
for chemical analysis using PG990 model buck 
scientific AAS. For FTIR, the samples collected 
at each location were taken to the laboratory for 
analysis using Fourier Transform Infrared 
Machine (FTIR) manufactured by Agilent 
Technologies with the model number CARY 
630FTIR. The sample liquid was shaked 
vigorously and then a little quantity of the 
sample was dropped on the sensor part of the 
machine where a software installed on a 
computer was used to determine the spectrum 

Results and Discussion 

A. Elemental Composition and 
Concentrations 

Elemental concentrations of Harmattan dust 
collected in Oyo and Minna include: Cu, Zn, Fe, 
Pb, Ca, Mn, Ni, As, K, Ti, Mo, V, Sr and Zr. 
Table 2 reveals the elements present in Oyo. Fig. 
4 shows the spectrum of the elements present in 
the samples as obtained from PIXE results for 
samples from Oyo. The order of magnitude of 
the concentration values is: 
Ca>Fe>K>Ti>Mn>Pb>Zn>V>Ni>Cu≥Sr>Mo>
As. 

Calcium (Ca) was discovered to be of highest 
concentration in the samples at Oyo and Minna. 
This was due to some activities taking place at 
Oyo during the sampling collection.  
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TABLE 2. Average concentrations of metals in different elemental forms as revealed by PIXE for 
solid sample collected across Oyo. 

 A (mg/L) B (mg/L) C (mg/L) D (mg/L) E (mg/L) Average (mg/L) 
K 32506 32453 32453 32453 32400 32453 
Ca 82898 82799 82799 82799 82700 82799 
Mn 4080 3000 3580 3540 3500 3540 
Fe 82364 82344 82358 82354 82350 82354 
Ni 504 450 474 484 474 474 
Cu 300 253 250 256 203 253 
Mo 100 96 97 98 99 98 
As 100 92 96 98 94 96 
Zr 300 256 200 250 253 253 
Pb 777 778 779 780 776 778 
V 550 450 400 560 490 490 
Sr 200 143 173 176 170 173 
Cr 143 200 170 173 176 173 

 

 
FIG. 4. PIXE spectrum of Harmattan dust sample from Oyo deposit. 

 
The sampling locations were labelled with 

different letters which are: A (Federal School of 
Survey), B (Ajayi Crowther University), C 
(Isokun), D (Ladigbolu) and E (Oja-Oba). These 
locations are in the ancient part of Oyo town in 
Oyo State, Nigeria, as shown in Fig. 2. They are 
also represented with different coordinates, as 
shown in Table 1. 

Table 3 reveals the elemental concentrations 
as observed in the Harmattan dust collected at 
Minna. The sampling locations were labelled 

with different letters which are: F (Bosso), G 
(Maikunkele), H (Tunga), I (Pakungu), J 
(Chanchaga). These locations are in Minna 
Township in Niger State, Nigeria as shown in 
Fig. 3. They are also represented with different 
coordinates, as shown in Table 3. These 
coordinates represent the point at which the 
samples were collected across each station 
during the process of the research. Fig. 5 shows 
the spectral result of the samples collected at 
Minna during the period of the study.  
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TABLE 3. Average concentrations of metals in different elemental forms as revealed by PIXE for 
solid sample collected across Minna. 

 F (mg/L) G (mg/L) H (mg/L) I (mg/L) J (mg/L) Average (mg/L) 
K 28384 28192 28192 28192 28000 28192 
Ca 112054 111054 111554 111554 111554 111554 
Mn 2416 1016 1716 1716 1716 1716 
Fe 65000 61662 63331 63331 63331 63331 
Ni 190 177 164 177 177 177 
Cu 93 73 83 80 86 83 
Mo 50 42 36 42 42 42 
As 58 20 38 18 20 28 
Zr 202 196 196 196 190 196 
Cr 
Ti 
Ce 
Pb 
Zn 

900 
6387 
866 
248 
291 

832 
6380 
860 
248 
291 

866 
6394 
860 
240 
291 

866 
6387 
878 
256 
291 

866 
6387 
878 
248 
291 

866 
6387 
866 
248 
291 

 
FIG. 5. PIXE spectrum of Harmattan dust sample from Minna deposit. 

The soil mass concentration of the elements 
present in the samples collected across the two 
stations under consideration was also calculated. 
It was observed that the soil mass concentration 
collected in Minna was determined to be 
3.4745𝜇𝑔 𝑚ଷ⁄  while the soil mass concentration 
for Oyo was observed to be 3.5179𝜇𝑔 𝑚ଷ⁄ . The 
value for Oyo was found to be higher than the 
value for Minna as a result of activities taking 
place during the collection of the samples, such 
as highway vehicular activities, road side 
kitchens and many more. 

B. Health Implications of Elemental Dust 
Composition  

From the liquid samples, it was observed that 
there is a presence of lead (Pb) particulate matter 
in the air. This may be a result of the activities 
taking place in the environment of the sample 
collection. These activities include fossil fuel 
combustion (including vehicles), metal 
processing industries and waste incineration 
around the sample collection area, as reported by 
Isozaki et al [36]. However, research has shown 
that the little amount of Pb can be harmful to 
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human beings, more especially little babies and 
young children, as their bodies are prone to the 
absorption of high elements (Chineke and 
Chiemeka [37]). As reported by Chineke and 
Chiemeka [37], if much of Pb is inhaled by a 
pregnant woman, it may affect the health of the 
unborn child. Since lead is one of the toxic 
elements, it will be considered that the presence 
of lead in Oyo may be as a result of the activities 
taking place in the Isokun area of Oyo town, 
where we have heavy vehicular movements, 
particularly of articulated vehicles. As reported 
by Chineke and Chiemeka [37], the Air Quality 
Archive [38] and WHO [39], the acceptable 
value of potassium in the air as recommended by 
WHO was observed to be 8.7 mg/m3. 
Meanwhile, the two stations Oyo and Minna 
have average values of potassium to be higher 
than the recommended value, which could be a 
result of accumulation of the dust for a long 
period of time during the sample collection. But, 
the presence of the high value of the element 
may be a result of the accumulation of the dust 
in the dust collector before taking it to laboratory 
for analysis. 

Table 4 shows the elemental concentrations 
as revealed by AAS machine using the liquid 

sample collected across each location. However, 
other elements, such as Zn, Fe, Mn, Ni, As, K, 
Mo, V, Sr and Zn, present in the dust samples 
collected at the two stations, revealed that dusts 
that blow across the country (Nigeria) have some 
of the toxic elements which may be harmful to 
human health. As reported by Chineke and 
Chiemeka [37], the presence of Zinc (Zn) in the 
air is essential in the elemental composition of 
Harmattan dust, because Zn is indispensable for 
human health and for all living organisms. 
However, research has shown that Zn, though 
useful and needed for good health, can be toxic 
to human health if the concentration is far higher 
than the WHO recommendations over an 
extended period of time (Chineke and Chiemeka 
[37], the Air Quality Archive [24], WHO [25]). 
However, for this study, it can be observed that 
the acceptable levels of Zn and iron in the air are 
the same. This is also reported by Chineke and 
Chiemeka [37]. This indicates that the level of 
Zn in Oyo and Minna shows a high value as 
compared with the WHO standard. This may be 
due to some activities taking place at the two 
stations, such as road construction, metal work 
(which makes use of zinc-based materials) and 
vehicular movement around the station.  

TABLE 4. Mean concentrations of metals in different elemental forms as revealed by AAS. 
Elements Na K Ca Mg Fe Cd Zn Mn Cu Cr Pb 
Oyo (ppm) 6.27 4.37 1.883 2.67 8.366 0.157 0.18 -0.054 -0.043 1.931 0.22 
Minna (ppm) 19.7 44.94 23.149 9.967 2.376 0.157 7.587 0.631 -0.043 -0.205 0.25 
WHO (ppm) 0.005 8.7 0.4 0.4 0.4 5.0 0.4 0.01 0.03 0.5 0.15 

 

This shows that the Harmattan dusts that 
blow across the two stations under consideration 
are far above the WHO recommended dosage of 
iron in the human body. This could be a result of 
the activities going on in all the environments 
such as vehicular movement and industrial 
activities that may be taking place in the area. 
The human health risk was assessed on the basis 
of observed mean concentration of the 
particulate matter of the trace elements and its 
location, based on the exposure. Human health is 
assumed to be exposed to significant amounts of 
the trace elements in the samples collected 
across the two stations considered. Naturally, 
inhalation is one of the primary sources of direct 
exposure to dust particles in every part of the 
country. More so, the non-carcinogenic risks of 
some of the trace metals (Cu, Zn, Fe, Pb, Mn, 
Ni, As, K, Mo, V, Sr and Zn) for children and 
adults were estimated for road site and urban 
background elevated from the site.  

C. Mineralogical Composition  
Mineralogical study of Harmattan dust 

samples collected at Oyo and Minna, carried out 
using PIXE analyzer, shows minerals such as 
Quartz [SiO2] (82.4%) with a specific gravity of 
2.65, which predominantly dominates the 
samples. Other minerals present in the samples 
are in lower quantity, (Check Table 5 for 
details). Studies have shown that the Harmattan 
dust mineralogies have major components, such 
as; quartz, haematite, illite, micas, feldspars, 
kaolinite, chlorite and other accessory minerals, 
as reported by Adedokun et al. [40], Jimoh [42] 
and Falaiye et al. [4]. Adedokun et al. [40] at Ile-
Ife and Falaiye et al. [4] at Ilorin reported higher 
mineral contents in Harmattan dust than for the 
present study. This discrepancy could be a result 
of different instruments used for analysis: 
Adedokun et al. [40] and Falaiye et al. [4] used 
X-ray Diffraction (XRD) machine while in the 
present study PIXE machine was used. 
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TABLE 5. Percentage proportions of minerals present in Harmattan dust at Oyo and Minna compared 
to those of Ile-Ife (Adedokun et al. [40]) and Ilorin (Falaiye, et al. [4]) using XRD machine.  

 (Source of Specific Gravity: Read [41]). 
 

(I) Mineralogical Composition of Harmattan 
Dust Using FTIR Spectrum  

Fig. 6 (A and B) shows the quantitative 
analysis carried out on the liquid samples 
collected at the stations considered for this 
research. Prominent FTIR absorption peaks were 

studied to determine functional groups present 
which correspond to the minerals present in the 
dust samples. These minerals were identified 
with the available instruments to determine the 
quantities present in the samples collected. 

FIG. 6. A typical FTIR spectrum for Oyo (A) and Minna (B). 
 

(II) Composition of Quartz Mineral 

From the FTIR spectrum in Fig. 6, the 
absorption band appearing at 1638.2 cm-1 and 
1015.7cm-1 suggests the presence of quartz in the 
samples. The bending vibration at 1971.9 cm-1 

and symmetrical stretching vibration at 1992.3 
cm-1 are assigned. The pattern of absorption in 
quartz can be explained by ascribing the 1971.9 
cm-1 band region (Si-O asymmetrical bending 
vibration), the band region 1994.1 cm-1 (Si-O 
symmetrical bending vibrations) and the bands 

Mineral Specific Gravity 
Ilorin 
(%) 

Ile-Ife 
(%) 

Oyo 
(%) 

Minna 
(%) 

Quartz [SiO2] 
Gibbsite [Al (OH)3] 
Rutile [TiO2] 
Goethite [Fe2O3.H2O] 
Halloysite [Al4Si4O10(OH)8·8H O] 
Kaolinite [Al4 Si4 O10 (OH)8] 
Microcline [KAlSi3 O8] 
Mica [Si4 O10 Sheet Structure] 
Periclase [MgO] 
Corundum [Al2O3]  
Zincite [ZnO] 
Hematite [Fe2O3] 
Cuprite [Cu2O] 
Baddeleyite [ZrO2] 
Litharge [PbO] 
Monazite [P2O5] 
Montroydite [HgO] 
Lime [CaO] 

2.65 
2.35 
4.2 

4-4.2 
2.6 
2.6 
2.56 

2.7-3.1 
3.56 

4.0-4.2 
5.66 
5.26 

6.13-6.15 
5.4-6.02 

9.14 
4.6-5.4 
11.23 
1.97 

76.47 
7.09 
5.78 
4.59 
3.93 
2.09 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

74.78 
- 
- 
- 

1.45 
10.29 
17.63 
2.54 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

82.4 
- 

0.45 
- 
- 
- 
- 
- 

0.61 
5.00 
5.66 
5.71 
0.03 
0.09 

- 
0.24 
0.001 

- 

75.6 
- 

0.44 
- 
- 
- 
- 
- 

0.39 
7.23 
0.06 
6.51 
0.02 
0.08 

- 
0.12 

- 
6.81 
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in the region 1966.2 cm-1 (Si-O symmetrical 
stretching vibrations). It was observed that there 
are about four to six peaks in the samples 
collected across each location. 

(III) Composition of Clay Minerals 

The presence of kaolinite, illite and 
montmorlinte indicated clay minerals in the 
samples collected across all these locations. 
Kaolinite is said to be a clay mineral in 
crystallization which occurs in the monoclinic 
system and forms the major constituent of 
Nigeria clay. It is also shown that Harmattan 
dust in the air reduces the visibility of air craft 
that may lead to air crash in some periods 
because of the dusts that are lifted high as far as 
the stratospheric region of the atmosphere before 
dropping into the lower atmosphere after 
travelling to a very long distance (Falaiye and 
Aweda [5], Aweda et al. [8], Falaiye and Aweda 
[43]). It can be observed from Fig. 6 (A and B) 
that the FTIR absorption peaks appearing at 
1015.7cm-1 in the sample indicate kaolinite. 

Conclusion 

This research concluded that quartz 
percentage of Oyo is higher than those observed 
at Minna, Ilorin and Ile-Ife as a result of some 
activities taking place in the city during sampling 
collection. In another vein, the presence of 
elements in the samples gathered across Oyo and 
Minna shows that the dusts in Nigeria may have 
almost all the elements present in Harmattan. 
Some of the elements are in lower quantity and 
some are in high quantity. However, these 
elements can affect light as they pass through the 
atmosphere by scattering and absorption. More 
so, the study revealed that the elemental 
composition of the dust samples analyzed has 
higher percentages compared with the acceptable 
standard values (as recommended by WHO) for 
human health. It is therefore recommended that 
adequate precautionary measures and policies 
should be made to help mitigate the effects of 
high elemental concentrations observed. For 
proper verification of Harmattan dust effect on 
human health, daily collection of the dust is 
recommended.  
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Abstract: We use the first-principles-based density functional theory with full potential 
linearized augmented plane wave method in order to investigate the structural, elastic, 
electronic, magnetic and thermoelectric properties of RhCrZ (Z= Si, Ge, P, As) Half-
Heusler compounds. The preferred configurations of the RhCrZ alloys are all type . The 
structural parameters are in good agreement with the available theoretical results. The 
Young’s and shear modulus, Poisson’s ratio, sound velocities, Debye temperature and 
melting temperature have been calculated. Furthermore, the elastic constants Cij and the 
related elastic moduli confirm their stability in the cubic phase and demonstrate their 
ductile nature. The compounds RhCrSi, RhCrGe, RhCrP and RhCrAs are found to be half-
metallic ferrimagnets (HMFs) with a half-metallic gap EHM of 0.37, 0.35, 0.25 and 0.02 eV, 
respectively. The half-metallicity of RhCrZ (Z= Si, Ge, P, As) compounds can be kept in a 
quite large hydrostatic strain and tetragonal distortion. The Curie temperatures of RhCrSi, 
RhCrGe, RhCrP and RhCrAs compounds are estimated to be 952, 1261, 82 and 297 K, 
respectively, in the mean field approximation (MFA). Thermoelectric properties of the 
RhCrZ (Z= Si, Ge, P, As) materials are additionally computed over an extensive variety of 
temperatures and it is discovered that RhCrAs demonstrates higher figure of merit than 
RhCrSi, RhCrGe and RhCrP. The properties of half-metallicity and higher Seebeck 
coefficient make this material a promising candidate for thermoelectric and spintronic 
device applications.  
Keywords: Heusler alloys, Electronic structures, Magnetic properties, Mechanical       
                   properties. 
 

 

Introduction 

The scientific community is engaged in 
finding a material candidate that has a 
conversion efficiency as high as possible [1]. 
The Heusler alloys have been immensely studied 
with respect to thermoelectric technology due to 
their unique properties, like half-metallic 
ferromagnetism, topological insulation and Weyl 
semimetalicity [2]. They also possess a special 
spin band behavior, where one of the spin 
densities shows typically a metallic behavior 

while the other is semiconducting. Heusler alloys 
with chemical formulae of XYZ, X2YZ and 
XX'YZ (where X, X', Y = transition metals, Z = 
s, p element) have been found to be potential 
candidates for spintronic applications [3]. 

The concept of half-metallic ferromagnets 
was first introduced by de Groot et al. [4], on the 
basis of band structure calculations in NiMnSb 
and PtMnSb semi-Heusler phases. Half-metallic 
materials have been found theoretically in many 
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materials; for example, ferromagnetic metallic 
oxides [5], dilute magnetic semiconductors [6], 
zincblende compounds [7], full-Heusler 
compounds [8], half-Heusler compounds [9] and 
quaternary Heusler alloys [10].  

Although numerous half-Heusler compounds 
have been predicted to be half-metallic by first-
principles calculations [11-13], a comprehensive 
study of the structural, electronic and magnetic 
properties of the half-Heusler family is useful, 
because it is not clear which of the many half-
metallic half-Heuslers that can be imagined are 
stable. Thus, a systematic study of the structural 
stability of the half-Heusler family should 
provide guidance for future experiments. Among 
these, the RhCrZ (Z= Si, Ge, P, As) compounds 
have not received much attention theoretically 
and experimental information on these 
compounds is also scarce.  

Until now, no half-metallic gap EHM, which is 
the minimum energy for the electron to change 
the spin, has been found in either theory or 
experiment investigations of these compounds. 
The characteristics of energy bands and origin of 
half-metallic gap were also not studied. In 
addition, the effect of volumetric and tetragonal 
strain on the half-metallicity character was not 
investigated. It is also interesting to estimate the 
Curie temperatures of the RhCrZ (Z= Si, Ge, P, 
As) half-Heusler compounds to see their 
potential application in spintronics. On the other 
hand, half-Heusler (HH) alloys are potential 
candidates for use in high-temperature 
thermoelectric materials [14-16]. HH compounds 
are also used for power generation, because they 
are cheaper, abundant in nature and 
environmentally friendly; i.e., free from toxic 
elements [17]. HH compounds have attracted 
attention, because they have high-power factors 
due to the combination of large Seebeck 
coefficients and moderately low electrical 
resistivity. 

For all these reasons, we perform these 
calculations by using the full-potential 
augmented plane wave (FP-LAPW) in order to 
provide reference data for experimentalists and 
to complete existing theoretical works on these 
compounds. Our paper is organized as follows: 
theoretical background, results and discussion 
and a summary of the results. 

 

Computational Method 

The calculations were performed within the 
density functional theory (DFT) [18]. We use the 
full potential linear-augmented-plane waves plus 
local orbital (FP-LAPW) method [19], as 
implemented in the Wien2k package [20]. The 
exchange-correlation potential was treated under 
the generalized gradient approximation (GGA) 
[21]. The core and valence states were treated 
with the relativistic and scalar relativistic 
approach, respectively. The partial waves used 
inside the atomic spheres are expanded up to lmax 

= 10 with a matrix size Rmt Kmax equal to 8, where 
Rmt represents the smallest atomic sphere radii 
and Kmax is the plane waves’ cut-off. A 20x20x20 
k-point mesh was used as base for which the first 
Brillouin zone was found to be sufficient in most 
cases. Within the (FP-LAPW) method, we 
impose a convergence criterion of 10-5 in the 
total energy and charge density to improve 
accuracy in the spin-polarized calculations. 

Results and Discussion 

Structural Properties 

In general, half-Heusler alloys, XYZ, have 
C1b structure [22], which is similar to the 
structure of a full-Heusler alloy (X2YZ), the L21 
structure, except missing one X. The elements of 
X and Y are alkali metals, transition metals or 
rare-earth metals and Z is a main group element. 
The Z atoms constitute the most electronegative 
part of the half-Heusler XYZ compounds, 
followed by the X atoms, leaving the Y atom as 
the electron donating constituent. The X2YZ full-
Heusler L21 type structure consists of four fcc 
sublattices. The unit cell contains four atomic 
positions, X at (0,0,0) and (1/2,1/2,1/2),Y at 
(1/4,1/4,1/4) and Z at (3/4,3/4,3/4). Due to 
missing one X atom, there are three atomic 
configurations for XYZ half-Heusler alloys, 
which are called ,  and  types; type : X 
(0.25, 0.25, 0.25), Y (0, 0, 0) and Z (0.5, 0.5, 
0.5); type : X (0.25, 0.25, 0.25), Y (0.5, 0.5, 
0.5) and Z (0, 0, 0); type : X (0.5, 0.5, 0.5), Y 
(0.25, 0.25, 0.25) and Z (0, 0, 0). In all three 
atomic configurations, the (0.75, 0.75, 0.75) site 
is empty.  

In the first step, in order to obtain the correct 
atomic arrangement and the magnetic ground 
state corresponding to the true ground state of 
the half-Heusler RhCrZ (Z= Si, Ge, P, As) 
compounds, we performed the energy 
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minimization as a function of lattice constant 
with respect to the three different possible site 
occupations for every non-magnetic (NM), 
ferromagnetic (FM) and antiferromagnetic 
(AFM) configurations and the obtained curves 

are shown in Fig. 1 and Fig. 2. The calculated 
total energies within GGA as a function of 
volume are fitted to Murnaghan’s equation of 
state to obtain the ground-state properties [23]. 

 
FIG. 1. Total energy as a function of volume per formula unit (f.u.) in the three atomic arrangements: type , 

type  and type  for the RhCrZ (Z= Si, Ge, P, As) compounds. The curves correspond to the FM state. 



Article  Amrani et al. 

 32

 
FIG. 2. Total energy as a function of volume per formula unit (f.u.) in the three magnetic states: FM, AFM and 

NM for the RhCrZ (Z= Si, Ge, P, As) compounds. The curves correspond to the type  structure.  

As seen in Figs. (1,2), the optimization of the 
cubic lattice parameters for all three possible 
configurations in their respective three different 
magnetic configurations revealed the lowest 
energy for type  structure with a ferromagnetic 

ground state for all compounds (type  + FM). 
The obtained equilibrium lattice constants, bulk 
modulus and the corresponding total energies are 
presented in Table 1.  
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TABLE 1. Calculated total energies Etot (in Ry) per formula unit, equilibrium lattice constant a0 (in Å), 
the bulk modulus B (in GPa) and formation energy Ef (in Ry) for RhCrZ (Z= Si, Ge, P, As) half-
Heusler compounds in their different structure types and magnetic configurations. 

Compound Structure  Etot (Ry)  a0 (Å) B (GPa)  Ef (Ry)  
  NM FM AFM FM FM  FM  

RhCrSi Type  -12252.424612 -12252.432589  -12252.428423 5.6742 185.0286 -1.71 

 Type   -12252.424521 -12252.432396 -12252.430944 
5.6745 
5.65 a 
5.65 b 

184.4734 
408.1b 

-1.697 
-2.486a 

 Type  -12252.384913 -12252.423623 -12252.407615 5.6279 154.8741 -1.669 
RhCrGe Type  -15870.509219 -15870.516193 -15870.513548 5.7776 168.7817 -1.585 

 Type   -15870.504840 -15870.513131 -15870.492267 
5.7795 
5.75a 

5.76b 

144.9142 
173.04b 

-1.573 
-0.761a 

 

 Type  -15870.479146 -15870.485676 -15870.481536 5.8613 140.2142 -1.511 
RhCrP Type  -12356.554924 -12356.562472 -12356.558487 5.686 171.0891 -1.707 

 Type   
-12356.530538 

 
-12356.560651 -12356.553949 

5.6842 
5.65a 

5.67c 

171.5793 
224.6c 

-1.696 
-3.981a 

 Type  -12356.473652 -12356.551856 -12356.548623 5.7363 135.4124 -1.672 
RhCrAs Type  -16194.494862 -16194.534822 -16194.507464 5.8312 145.2174 -1.608 

 Type   -16194.494837 -16194.532635 -16194.507476 
5.8294 
5.81a 

5.80c 

144.7208 
206.00c 

-1.550 
-1.644a 

 Type  -16194.502575 -16194.508025 -16194.506468 5.7363 135.4124 -1.558 
a [24], b [25], c [26] 

Until now, there are no other experimental or 
theoretical results in the structure type  and 
only very few theoretical results have been 
reported for these compounds in the structure 
type β [24-26], which is not the most stable state, 
as shown in Figs. (1,2). However, this structure 
type  is closer to the structure type  than the 
structure type , as shown in Fig. 1 and Table 1. 
Our optimized lattice constants for our 
compounds show very good agreement with the 
recent available theoretical results [24-26] listed 
in Table 1. We believe that our calculated results 
are reliable and we propose a future 
experimental work to verify our calculated 
results. The highest calculated bulk moduli for 
RhCrZ (Z= Si, Ge, P, As) in type  + FM 
configuration confirm the stability of this 
structure. 

The formation energy Ef determines whether 
a compound can be experimentally synthesized 
or not. Ef is the change in energy when a material 
is formed from its constituent elements in their 
bulk states and can be calculated for RhCrZ (Z= 
Si, Ge, P, As) compounds as:  

𝐸௙
ோ௛஼௥௓ =  𝐸௧௢௧

ோ௛஼௥௓

− ൫ 𝐸ோ௛
஻௨௟௞  + 𝐸஼௥

஻௨௟௞ +  𝐸௓
஻௨௟௞൯;  

Z = Si Ge, P As               (1) 

where 𝐸௧௢௧
ோ௛஼௥௓ represents the first-principles 

calculated equilibrium total energy of the studied 
compounds per formula unit, 𝐸ோ௛

௕௨௟௞, 𝐸஼௥
௕௨௟௞ and 

𝐸௓
௕௨௟௞ are the equilibrium total energies per atom 

of the pure constituent elements Rh, Cr, Si, Ge, P 
and As in their individual stable bulk structures. 
In Table 1, we give the values of formation 
energy for all types of structures and all 
magnetic configurations. The negative sign of 
formation energy values for the four alloys 
reported in this study implies that they can be 
experimentally fabricated. Also, according to 
Table 1, the calculated Ef values confirm the 
structural stability of type  +FM structure for 
all RhCrZ (Z= Si, Ge, P, As) compounds (high 
negative formation energy). Among them, 
RhCrSi is most easily synthesized because of its 
lowest formation energy. Based on this, all the 
further calculations on elastic, thermal, 
electronic, magnetic and thermoelectric 
properties of RhCrZ (Z= Si, Ge, P, As) were 
performed on this structure only; i.e in the type  
+FM structure. 
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Elastic Properties 

To confirm the stability of the studied 
compounds, the elastic properties have been 
studied. Since RhCrZ (Z= Si, Ge, P, As) 
compounds have cubic symmetry, we have 
calculated only three independent elastic 
parameters; C11, C12 and C44. The obtained 
elastic constant values for RhCrZ (Z= Si, Ge, P, 
As) compounds are given in Table 2. The bulk 
modulus values calculated from the theoretical 
values of the elastic constants B = (1/3) (C11 + 
2C12) is also listed in Table 2. The traditional 
mechanical stability conditions of the elastic 
constants in cubic crystal [27] are: 

( 𝐶ଵଵ + 2 𝐶ଵଶ ) > 0;     
1

2
( 𝐶ଵଵ − 𝐶ଵଶ ) > 0; 

 𝐶ଵଵ  > 0; 𝐶ସସ  > 0; 𝐶ଵଶ < 𝐵 < 𝐶ଵଵ  > 0      (2) 

Thus, these compounds are elastically stable 
as satisfying these restrictions indicating that the 
-type +FM structure is a mechanically stable 
phase. It may be noted that the value of B (bulk 
modulus) calculated from the elastic constants 
has nearly the same value as the one obtained 
from energy minimization. This gives a good 
estimate of the precision and accuracy of the 
elastic constants’ calculations performed in this 
article of our compounds.  

TABLE 2. Calculated elastic constants Cij (in GPa), Calculated Voigt shear modulus GV (in GPa), 
Reuss shear modulus GR (in GPa), shear modulus G (in GPa), bulk modulus B (in GPa), Young’s 
modulus Y (in GPa), Poisson’s ratio ν, anisotropy factor A and B/G ratio for RhCrZ (Z= Si, Ge, P, 
As) compounds. 

Compound C11 C12 C44 GV GR G B Y  A B/G 

RhCrSi 
223.7255 
247.32 b 

168.951 
165.46 b 

123.7067 
137.66 b 

85.178 51.399 
68.288 
87.48 

187.208 
182.654 
227.84 b 

0.337 
0.30 b 

4,517 
3.35 b 

2.7414 
2.20 b 

RhCrGe 
222.348 
277.50b 

142.4235 
125.14 b 

123.2154 
117.48 b 

89.913 67.208 
78.56 
98.7 b 

169.064 
204.071 
249.4 b 

0.298 
0.26 b 

3.084 
1.53 b 

2.152 
1.78 b 

RhCrP 
192.8669 
261.08 c 

166.2601 
206.53 c 

96.0693 
108.85 c 

62.962 
108.50 c 

27.538 
49.50 c 

45.25 175.128 
124.985 
35.50 c 

0.381 
0.38 c 

7.221 
3.99 c 

3.87 
2.38 c 

RhCrAs 
161.0483 
249.82 c 

121.2655 
184.60 c 

104.2189 
115.80 c 

70.487 
82.00 c 

38.66 
57.00 c 

54.573 134.526 
144.217 
187.00 c 

0.321 
0.34 c 

5.24 
3.50 c 

2.465 
2.90 c 

a [24]  , b [25] , c [26]. 
 

From Table 2, it was observed that the C11 
constant for the four half-Heusler compounds is 
larger than the C44 constant, which implies that 
the investigated compounds present a weaker 
resistance to pure shear deformation compared to 
the resistance to unidirectional compression. The 
elastic anisotropy parameter A plays an 
important role in engineering sciences to detect 
the micro-cracks in materials. The deviation 
from 1 shows the degree of elastic anisotropy 
possessed by a crystal. The obtained elastic 
constants are used to compute the anisotropy 
constant A [27], which is given by A = 2 
C44/(C11– C12). According to the values of A 
listed in Table 2, all our RhCrZ (Z= Si, Ge, P, 
As) compounds show anisotropic behaviour and 
possess a low probability to develop micro-
cracks or structural defects during their growing 
process. Also, we can clearly observe that the 
anisotropy decreases on insertion of the anion 
with large atomic size for each IV and V column, 
respectively. RhCrP is characterized by a strong 
anisotropy compared to the other three 
compounds. The main isotropic mechanical 
parameters; namely, bulk modulus B, shear 

modulus G, Young’s modulus Y and Poisson’s 
ratio , which are the important elastic moduli 
for applications, are calculated from the elastic 
constants Cij of the single crystal using the 
Voigt–Reuss–Hill approximation [28] by the 
following relations: 

𝐺௏ =
ଵ

ହ
 (𝐶ଵଵ −  𝐶ଵଶ  +  3𝐶ସସ)           (3) 

𝐺ோ =  
 ହ஼రర( ஼భభି஼భమ )

ସ஼రరା( ஼భభି஼భమ ) 
            (4) 

𝐵௏ =  𝐵ோ =  
ଵ

ଷ 
( 𝐶ଵଵ + 2𝐶ଵଶ )            (5) 

𝐺 =  
ଵ

ଶ 
( 𝐺௏ + 𝐺ோ  )             (6) 

The Young’s modulus Y and Poisson’s ratio  
were calculated, which are related to the bulk 
modulus B and the shear modulus G by the 
following equations:  

𝑌 =  
 ଽ஻ீ

( ଷ஻ାீ ) 
              (7) 

 =  
 (ଷ஻ିଶீ)

ଶ ( ଷ஻ାீ ) 
             (8) 

Our results on Young’s modulus (Y), shear 
modulus (G) and Poisson’s ratio () of the four 
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compounds using GGA are listed in Table 2. 
Shear modulus (G) and Young modulus (Y) can 
be considered as stiffness indicators. Our 
calculations of G and Y show clearly that 
RhCrGe is stiffer than RhCrSi → RhCrAs → 
RhCrP.  

Having acquired the necessary data, three 
parameters are used to estimate the ductile or 
brittle nature of these compounds. The Cauchy 
pressure (C12 - C44), Pugh’s index of ductility 
(B/G) and Poisson’s ratio (). Present values of 
Cauchy pressure (C12 - C44) for all our 
compounds RhCrZ (Z= Si, Ge, P, As) are 
positive; therefore, these compounds are ductile 
in nature. According to Pugh criterion [29], the 
critical value (B/G) which separates the ductile 
and brittle was found to be 1.75. As mentioned 
in Table 2, this ratio is greater than 1.75 for all 
our compounds RhCrZ (Z= Si, Ge, P, As), which 
are classified as ductile materials. For brittle 
materials, the Poisson’s ratio is less than 0.26; 
otherwise the material behaves in a ductile 
manner. The results displayed in Table 2 show 
that all our compounds RhCrZ (Z= Si, Ge, P, As) 
are also classified as ductile alloys. These 
different results are in overall agreement with the 
other theoretical results found for type  [25, 26] 
and reported in Table 2.  

Thermal Properties  

Study of thermal properties provides 
information about phase stability, melting point, 
strength and bonding nature, among other 
properties. We estimated that the Debye 
temperature D performs a central role in 
determining thermal characteristics of materials 
as well as in the development and manufacturing 
of electronic devices. Also, Debye temperature is 
used to distinguish between high- and low- 
temperature regions in solids. As a rule of 
thumb, a higher D implies a higher melting 
temperature and thermal conductivity. The 

Debye temperature (D) can be estimated from 
the average sound velocity, vm, by the following 
classical relation [30]: 

஽ =
௛

௞
ቂ

ଷ௡

ସ
ቀ
ேಲ

ெ
ቁቃ

ଵ/ଷ
v௠            (9) 

where h and k are the Plank’s and Boltzmann’s 
constants, respectively, n is the number of atoms 
per formula unit, NA is the Avogadro’s number, 
 is the density of the compound, M is the 
molecular mass per formula unit and vm is the 
average wave velocity [30] which is given by: 

v௠ = ൤
ଵ

ଷ
൬

ଶ

୴೟
య +

ଵ

୴೗
య൰൨

ିଵ/ଷ

          (10) 

where vl and vt, are the longitudinal and 
transverse elastic wave velocities, respectively, 
which are obtained from Navier’s equations 
[30]: 

v௟ =  ቀ
ଷ஻ାସீ

ଷ
ቁ

ଵ/ଶ
          (11) 

v௧ =  ቀ
ீ


ቁ

ଵ/ଶ
            (12) 

The melting temperature (Tmelt) is calculated 
from C11 using the following expression [30]:  

𝑇௠௘௟௧ = ቂ553𝐾 + (
ହ.ଽଵ௄

ீ௉௔
)𝐶ଵଵቃ          (13) 

The calculated Debye temperature, 
longitudinal, transverse and average elastic wave 
velocities and melting temperature at zero 
pressure for the present compounds are given in 
Table 3. In light of these results, the Debye 
temperature and the melting temperature are 
directly related to elastic constants and decrease 
from RhCrSi to RhCrGe and from RhCrP to 
RhCrAs, respectively. To the best of our 
knowledge, there is no other theoretical and 
experimental data existent for comparison. 
Anyway, further experimental works are 
desirable.  

TABLE 3. The calculated sound velocity longitudinal vl (in m.s-1), sound velocity transverse 
vt (in m.s-1), average sound velocity vm (in m.s-1), Debye temperature D (in K) and melting 
temperature  Tmelt  (in K) for RhCrZ (Z= Si, Ge, P, As) compounds. 

Compound vl  vt  vm  D  Tmelt  
RhCrSi 6467.07 3203.73 3595.92 431.965 1875.2177 
RhCrGe 5910.97 3166.17 3536.01 417.163 1867.0766 
RhCrP 5921.09 2595.68 2930.73 351.324 1692.8433 
RhCrAs 5189.29 2662.61 2982.24 348.578 1504.7954 
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Electronic Properties  

The electronic band structure calculations are 
done to predict the electronic nature of RhCrZ 
(Z= Si, Ge, P, As) compounds. The majority and 
minority spins (spin-up and spin-down) band 
structure along the high symmetry direction of 
the first Brillouin zone are depicted in Fig. 3 (a-
d) for RhCrSi, RhCrGe, RhCrP and RhCrAs, 
respectively. As can be seen in Fig. 3, all RhCrZ 
(Z= Si, Ge, P, As) compounds have shown half-
metallicity, because the spin-up (majority) band 
structure has metallic intersections at the Fermi 
level, indicating clearly strong metallic nature, 
whereas the spin-down (minority) band structure 
exhibits a semiconductor behavior. Fig. 3 shows 
that in minority spin channel, all four 
compounds have an indirect band gap Eg (Γ- X). 
The half-metallic gap EHM is defined as the 
minimum energy required to flip a minority-spin 
electron from the valance band maximum to the 
majority-spin Fermi level, as listed in Table 4. 
The calculated band gap values for the 
investigated compounds are listed in Table 4, 
along with the other previous theoretical 
calculations. The half-metallic gap EHM is 
strongly influenced by group IV elements 
(Si,Ge) and group V ones (P,As) and decrease 
from RhCrSi to RhCrGe and from RhCrP to 
RhCrAs, respectively. It is clearly seen that the 
calculated indirect band gaps (Γ-X) are slightly 
larger than those obtained by M. Jianhua et al. 
[24] and are usually closes than those obtained 
by N. Mehmood et al. [25] and R. Ahmad et al. 
[26]. Unfortunately, so far, no experimental 
measurements for band gap Eg and no 
experimental or theoretical data for the half-
metallic gap EHM for the investigated compounds 
have been carried out to compare with. Our total 
magnetic moment per formula unit values 
calculated are found to be integer values (see 
Table 4); 1.00µB and 2.00µB for RhCrZ 
(Z=Si,Ge) and RhCrZ (Z=P,As), respectively, 
and obey the Slater-Pauling behavior of HM 
ferromagnets [31], Mtot = (Ztot -18); here, Mtot 
and Ztot are the total magnetic moment and the 
number of total valence electrons. Ztot is 19 and 
20 for RhCrZ (Z=Si,Ge) and RhCrZ (Z=P,As), 
respectively. In order to analyze the magnetic 
configurations of the half-metallic half-Heusler 
compounds, we also list in Table 4 the local 
magnetic moments at Rh, Cr and Z (Z=Si, Ge, P, 

As) sites. As seen in Table 4, for all four half-
metal compounds, the main contribution to the 
total magnetic moment is due to the relatively 
large moment on the Cr sub-lattice with much 
smaller antiferromagnetically aligned moments 
on the Rh sub-lattice. The increase in atomic 
number of Z elements causes weak 
hybridization, yielding the enhancement of the 
local magnetic moment at the Cr site. The small 
moments on Rh are due to the difficulty in 
magnetically polarizing Rh atoms and the 
magnetic moment on the Z (Z= Si, Ge, P, As) 
atoms are quite small. A small amount of 
magnetic moment is found in the interstitial 
region too. To explain the magnetic properties in 
these compounds, we calculate the spin-
polarized total densities of states (spin-TDOS) 
and partial density of states (spin–PDOS) of the 
RhCrZ (Z= Si, Ge, P, As) compounds at their 
optimized lattice constant presented in Fig. 4 and 
Fig. 5. As it can be seen, the general structure 
total TDOS is similar in shape for our 
compounds. At the first glance, it can easily be 
visualized that total DOS is mainly contributed 
by the 3d states of Cr and 4d states of Rh, while 
p state of Z (Z= Si, Ge, P, As) near the EF makes 
no significant contribution to the total DOS. For 
example, in RhCrGe compound, the large 
exchange splitting of the Cr-3d states leads to a 
large magnetic moment of 1.251B at the Cr site. 
The exchange splitting of the Rh-4d states is 
relatively small and induces a magnetic moment 
of -0.163B. The DOS of Ge atom is almost 
symmetrical, yielding a very small magnetic 
moment of -0.075B. 

The total DOS (spin-TDOS) of the RhCrZ 
(Z= Si, Ge, P, As) compound has a gap in the 
minority spin states at the Fermi level. The 
origin of the band gap may be attributed to the 
strong hybridization between the Cr-3d and Rh-
4d electrons. In addition, since the total DOS of 
our compounds is generally similar in shape, we 
can conclude that the Z element is not 
responsible for the band gap. However, the 
substitutions of Z element result in a shift in the 
Fermi levels. On the other hand, the reason of 
the absence of a semiconducting gap in the 
majority spin is due to the dominance of the Cr-
3d and Rh-4d electrons with little contribution of 
Z-p around the EF for all the RhCrZ materials. 
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FIG. 3. Spin polarized band structure for the RhCrZ (Z= Si, Ge, P, As) compounds at their equilibrium lattice 

constants. 
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FIG. 4. Spin-polarized total and partial densities of states  (DOS and P-DOS) of RhCrZ (Z= Si, Ge). 
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FIG. 5. Spin-polarized total and partial densities of states (DOS and P-DOS) of RhCrZ (Z= P, As). 
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TABLE 4. The semiconducting gap Eg
-X (in eV), the half-metallic gap EHM (in eV), total magnetic 

moment tot (in B), magnetic moment per atom (Rh, Cr, Si, Ge, P, As), magnetic moment in the 
interstitial region int and Curie temperature Tc (in K) in compounds RhCrZ (Z= Si, Ge, P, As). 

Compound Eg EHM µtot µRh µCr µZ µint Tc (°K) 

RhCrSi 
0.95 
0.57a 

0.26 b 
0.37 

1 
1a 

0.94b 

-0.113 
-0.148a 

-0.22 b 

1.182 
1.23a 

1.28 b 

-0.051 
-0.093a 

-0.05 b 

-0.018 
 

-0.06 
951.163 

RhCrGe 
0.71 
0.67a 

0.82 b 
0.35 

1 
1a 

0.97 b 

-0.163 
-0.191a 

-0.11 b 

1.251 
1.293a 

1.17 b 

-0.075 
-0.098a 

-0.05 b 

-0.013 
 

-0.03 
1261 

RhCrP 
1.01 
0.91a 

1.49 c 
0.25 

2 
2a 

2c 

-0.204 
-0.234a 

-0.13 c 

2.214 
2.297a 

2.13 c 

-0.085 
-0.121a 

-0.07 c 

0.075 
 

0.08 c 
81.436 

RhCrAs 
1.06 
0.95a 

1.07 c 
0.02 

2 
2a 

2c 

-0.249 
-0.291a 

-0.15 c 

2.299 
2.384a 

2.35 c 

-0.111 
-0.135a 

-0.04 c 

0.061 
 

0.06 c 
296.4 

            a [24]  , b [25] , c [26] 
 

Because half-metallic materials are usually 
prepared as thin films for spintronic applications, 
where the lattice constant of the half-metallic 
material strongly depends on the substrate lattice 
parameter and correspondingly the half-
metallicity may be destroyed. The effect of the 
change of lattice constant (uniform strain) on the 
electronic and magnetic properties was 
preformed to test the robustness of the half-
metallic properties in RhCrZ (Z= Si, Ge, P, As) 
alloys. The half-metallicity represented by the 
variations of the valence band maximum (VBM) 
and the conduction band minimum (CBM) in the 
spin-down direction as a function of lattice 
constant is exhibited in Fig.6(a). From Fig. 6(a), 
we can see that the RhCrSi, RhCrGe, RhCrP and 
RhCrAs Heusler alloys will maintain their half-
metallic nature with the lattice constants in the 
wide range of 5.483 – 6.06 Å, 5.56 – 6.07 Å, 
5.37 – 5.85 Å and 5.32 – 5.85 Å corresponding 
to -3.37% – 6.8%, -3.77% – 5.06%, -5.56% – 
5.69% and -8.77% – 0.37%, respectively. As it 
can be seen, the half-metallicity of RhCrGe and 
RhCrP is more robust against lattice constant 
change than that of RhCrSi and RhCrAs 
equilibrium lattice constant. On the other hand, 
in the RhCrAs (RhCrSi) compounds, although 
their half-metallic gap EHM is small, the half-
metallicity is found to be more robust with 
respect to the lattice compression (expansion) 
and is maintained up to the lattice constant 
contraction of 8.77% (expansion of +6.8%), 
compared with both other compounds RhCrGe 
and RhCrP. 

Compared to the uniform strain, the 
tetragonal distortion (in-plane strain) is more 
practical in potential spintronic applications. In 
fact, in the growth of thin films, the tetragonal 
distortion with fixed volume is most likely to 
occur and is one of the most undesired troubles 
for the growing process. To study the effect of a 
tetragonal distortion with the c/a ratio, the 
variations of valence band maximum (VBM) and 
conduction band minimum (CBM) as a function 
of the c/a ratio for the RhCrZ (Z= Si, Ge, P, As) 
compounds are shown in Fig. 6(b). We keep the 
unit-cell volume the same as the equilibrium 
bulk volume (a×a×a = a3). It can be seen that 
the half-metallic character appears to exhibit a 
low sensitivity to a tetragonal distortion of lattice 
structure mainly for both RhCrGe and RhCrP 
compounds. In detail, the RhCrSi, RhCrGe, 
RhCrP and RhCrAs compounds can maintain 
their half-metallicity when the c/a ratio changes 
within the range 0.893 - 1.156, 0.85 - 1.19, 0.83 - 
1.26 and 0.99 - 1.03, respectively. The CBM, 
VBM and band gap of minority spin channel are 
approximately maximum at the equilibrium 
lattice constant and the absolute values of them 
decrease monotonically with both positive and 
negative tetragonal strain.  

Since the equilibrium lattice constants of 
RhCrSi (5.6742 Å), RhCrP (5.686 Å), RhCrGe 
(5.7776 Å) and RhCrAs (5.8312 Å) compounds 
are close to those of zinc blende semiconductors, 
such as GaAs (5.65 Å) and CdS (5.818 Å) [32], 
it is suggested to grow new HM Heusler alloys 
in the form of thin films on suitable substrates to 
get new candidates for spintronic applications. 
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FIG. 6. Dependence of the HM state on the lattice constant (uniform strain) (a) at the c/a ratio (tetragonal 

distortion) (b) of RhCrZ (Z= Si, Ge, P, As) compounds. The blue lines correspond to the valence band 
maxima and the red lines correspond to the conduction band minima in the minority spin states (spin-down 
states). 

The Curie temperature is another important 
aspect of application for spintronic materials. 
Using the mean field approximation (MFA) [33], 
the Curie temperature (TC) can be calculated as: 

𝑇௖ =
ଶ∆ா

ଷ௞ಳ
            (14) 

where  is the total energy difference between 
the antiferromagnetic and ferromagnetic states 

(E = EAFM −EFM) and kB is the Boltzmann 
constant. The results are given in Table 4. The 
Curie temperature has been calculated to be 
81.436 K, 296.4 K, 951.163 K and 1261 K for 
RhCrP, RhCrAs, RhCrSi and RhCrGe, 
respectively. The Curie temperature Tc is 
strongly influenced by group IV elements 
(Si,Ge) and group V ones (P,As) and increases 
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from RhCrSi to RhCrGe and from RhCrP to 
RhCrAs compounds, respectively. Among the 
four studied compounds, RhCrSi and RhCrGe 
seem to be the most suitable for applications, 
since they show the largest TC. The Curie 
temperature of the half-metallic Mn2VAl 
compound, estimated by using the mean field 
approximation, is 638 K and its value is in good 
agreement with the experimental value of the 
Curie temperature of 760 K [33]. 

Thermoelectric Properties  

Thermoelectric (TE) materials transform the 
waste heat energy into usable electric energy, 
thereby offering a possible solution to the 
present‐day energy crisis. This category of 
materials is currently being investigated at faster 
rates than other technologically important 
materials because of their ecofriendly and 
efficient energy management [34]. The 
thermoelectric properties of RhCrX (X = Si, Ge, 
P, As) compounds are calculated by the 
BoltzTrap code [35], which is related to the 
semiclassical Boltzmann theory and rigid band 
approach. In this study, we calculated the 
electrical conductivity , thermal conductivity , 
Seebeck coefficient S, thermopower factor PF 
and figure of merit ZT and the results are plotted 
in Fig. 7 and Fig. 8. An efficient thermoelectric 
material is required to have high electrical 
conductivity, a low thermal conductivity and a 
large Seebeck coefficient. To our information, 
the thermoelectric efficiency for the considered 
compounds has not been surveyed till now. The 
combined results of both spin channels to 
estimate overall thermal conductivity 𝜅, 
electrical conductivity , Seebeck coefficient S, 
power factor PF and figure of merit ZT, can be 
expressed [36] respectively by: 

 =  (↑) +  (↓)          (15) 

𝜅 =  𝜅(↑) +  𝜅(↓)          (16) 

S = [𝑆(↑).(↑) + S((↓).(↓)]/[(↑) + (↓)]    
      (17) 

𝑃𝐹 = 𝑆ଶ = 𝑆(↑)ଶ.(↑) + S((↓)ଶ.(↓)      (18) 

𝑍𝑇 = T. 𝑆ଶ./𝜅          (19) 

 

 

The variation of the electrical conductivity  
as a function of temperature is plotted in Fig. 
7(a). We see that the electrical conductivity 
increases mostly linearly with temperature for all 
compounds. This could be justified by the fact 
that increasing temperature enhances thermal 
energy of the electrons to freely form a high-
conducting state.  

Fig. 7(b) displays the temperature 
dependence of thermal conductivity κ. The κ 
plots follow a similar trend as those of electrical 
conductivity . The κ value increases gradually 
from nearly zero for all four materials in the 
range of temperature between 100K and 600K. 
Beyond these temperatures, there is almost a 
linear increase in the range studied. The rise of 
thermal conductivity with increasing temperature 
is mainly due to the higher charge carrier 
concentration. Note in passing that the nearly 
indistinguishable plots (Fig. 7(a,b)) suggest that 
RhCrP and RhCrAs should have approximately 
the same band gaps (1.01 and 1.06 eV, 
respectively). We also computed the total 
Seebeck coefficient S variation calculated by 
two-current model [36] to designate its nature as 
shown in Fig. 8 (a,b). As one can see, the 
Seebeck coefficient of both RhCrSi and RhCrGe 
Heusler compounds is negative for the entire 
temperature range and negative in both RhCrP 
and RhCrAs Heusler compounds. The negative 
sign of S explains that electrons are the dominant 
charge carriers and the positive sign of S 
explains that the holes are dominant charge 
carriers. Therefore, the RhCrSi and RhCrGe 
compounds are n-type materials and the RhCrP 
and RhCrAs compounds are p-type materials. 
The power factor (PF) was evaluated in order to 
determine the performance of RhCrX (X = Si, 
Ge, P, As) compounds as thermoelectric 
materials, where a large PF denotes that large 
voltages and currents are generated. The PF is 
shown as a function of temperature in Fig. 8(c), 
which clearly demonstrates that PF increases 
gradually with temperature, suggesting its 
potential stand for commercial thermoelectric 
applications. Finally, the calculated transport 
coefficients are now used to estimate the 
thermoelectric efficiency through the figure of 
merit ZT measurement. The materials are 
considered as good elements for thermoelectric 
devices if their ZT is about or greater than unity 
[37]. 
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FIG. 7. Calculated transport coefficients of RhCrZ (Z= Si, Ge, P, As) (a) electrical conductivity σ/τ and (b) 

electronic thermal conductivity κe/τ (where τ is the relaxation time) as a function of temperature. 

 
FIG. 8. Calculated transport coefficients of RhCrZ (Z= Si, Ge, P, As)  (a,b) Seebeck coefficient (S), (c) power 

factor (PF)  and (d) figure of merit (ZT), as a function of temperature. 
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The variation of ZT is shown in Fig. 8(d), 

which shows a linearly increasing trend with 
temperature in the three RhCrSi, RhCrGe and 
RhCrP compounds and a decrease in the RhCrAs 
compound. The highest value of 0.86 is reached 
for RhCrAs at 100K, where the Seebeck 
coefficient reaches its maximum (Fig. 8(a)). This 
value is the same compared to that of 
thermoelectric materials, such as Sb2Te3 
(ZT0.9) found at 273K [38] and zintl 
compounds Ba3AlAs3 (ZT = 0.74) and Sr3AlAs3 

(ZT = 0.85) found at 100K and 150K, 
respectively [39]. In return, the value for RhCrP 
at 100K is smaller due to the lower Seebeck 
coefficient at the same temperature. At room 
temperature, the computed thermoelectric 
efficiency of RhCrAs (ZT = 0.568) is nearly 
greater than the range of the few half-Heusler 
alloys studied experimentally as 0.45 [40, 41] 
and may trigger its stand as potential candidate 
for a thermoelectric material.  

Although the observed ZT values are small 
for the three RhCrSi, RhCrGe and RhCrP 
compounds compared to available thermoelectric 
materials, the thermoelectric performance of the 
present materials could be improved by doping 
with suitable sp-elements or miniaturizing the 
size; i.e., shifting to nano-dimensions [42,43]. 
Therefore, the present materials are likely to find 
their application as high temperature 
thermoelectric materials. The values of electrical 
conductivity, thermal conductivity and Seebeck 
coefficient at room temperature are summarized 
in Table 5. Based on these types of results, 
RhCrAs can be considered to be probably the 
most noticeable material for thermoelectric 
applications. Unfortunately, a comparison of our 
results is not achieved due to lack of any 
experimental data regarding these materials. 
Exactness and contrast are not possible, but these 
calculations may act as reference data and 
expand the valuable information to forthcoming 
theoretical or experimental investigations. 

Table 5. Values of electrical conductivity  (in 1019 Ω-1.m-1.s-1), thermal conductivity κ (in 1014     
W.m-1.K-1.s-1), Seebeck coefficient S (in μV.K-1), power factor (PF)  (in 1023 W.m-1.K-2.s-1) and 
figure of merit ZT at 300 K for RhCrZ (Z= Si, Ge, P, As) compounds. 

Compound  κ S PF  ZT 
RhCrSi 2,770 4,016 -123,850 4,249 0,317 
RhCrGe 12,060 11,082 -67,001 5,414 0,146 
RhCrP 3,120 3,603 94,418 2,782 0,232 
RhCrAs 0,441 1,623 265,738 3,115 0,575 

 

Conclusion 

In conclusion, the electronic structure, 
magnetic and thermoelectric properties of the 
half-Heusler alloys RhCrZ (Z= Si, Ge, P, As) 
have been calculated using the first-principles 
full-potential linearized augmented plane waves 
(FPLAPW+lo) method within the generalized 
gradient approximation (GGA). In all 
compounds, the stable type  + FM 
configuration structure was energetically more 
favorable than type  and type  structures. 
Elastic properties show that all our compounds 
have good mechanical strength and good thermal 
stability with ductile nature, especially if they 
are used in a thermoelectric generator. At the 
equilibrium lattice constant, our GGA 
calculations have shown that RhCrZ (Z= Si, Ge, 
P, As) are half-metallic ferromagnets (HMFs) 
with a half-metallic gap EHM of 0.37, 0.35, 0.25 
and 0.02 eV for RhCrSi, RhCrGe, RhCrP and 
RhCrAs, respectively. The total spin magnetic 

moment per formula unit in µB follows the rule 
tot = Zt -18. The half-metallicity is found to be 
robust with respect to the lattice compression 
and is maintained up to the lattice-constant 
contraction of -3.37%, -3.77%, -5.56% and         
-8.77% for RhCrSi, RhCrGe, RhCrP and 
RhCrAs, respectively. Further, the transport 
properties of the materials reveal some fruitful 
results. These materials exhibit high values of 
Seebeck coefficient and power factor with room 
temperature values. The computed figure of 
merit showed an extensive variety of 
temperatures demonstrating that HH RhCrAs 
exhibits a preferred thermoelectric conduct over 
other HH RhCrSi, RhCrGe and RhCrP materials. 
Since these materials offer high spin-
polarization, robust half-metallicity and high 
Seebeck coefficient, this makes them credible 
applicants for spintronic and thermoelectric 
applications. To the best of our knowledge, most 
of the investigated properties are reported for the 
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first time and provide a reference for future 
experimental work. 
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Abstract: We test a hypothesis that stars located away from the center of the galaxy, 
moving under the effect of an emergent viscous drag force perpendicular to their velocities, 
might exhibit the behavior observed in the rotation curves of the spiral galaxies. We 
construct a simple model for such an assumption, then by using simple fitting technique, 
we are able to produce the rotation curves for a sample of 18 spiral galaxies. Results show 
good agreement with the observed rotation curves. The applicability of our hypothesis 
suggests that an emergent drag force perpendicular to the velocity of the stars might be the 
cause of the apparent dark matter effect.  
Keywords: Rotation curves, Quantum vacuum, Dark matter. 
PACS: 95.30.Sf, 95.35.+d 
 

 

Introduction 

The problem of the rotation curves of spiral 
galaxies is well- known since a long time. 
Classical reviews, which explain the origin of 
the problem since the work of Zwicky [1], are 
available [2]. While one would expect the stars 
and gases in the far parts of the galaxy to behave 
like being under the effect of the central field of 
force of the galaxy, thus following Kepler's third 
law, it is observed that the velocity of these parts 
of the galaxy is nearly constant and nearly does 
not change with the distance except for small 
variations in most cases [3], [4] and [5]. 
Recently, new studies have extended the range 
of observation to go up to 200 kpc for our galaxy 
[6]. Other very recent studies are giving more 
accurate results for the velocity profile [7] and 
[8] confirming the nearly constant velocity 
profile for the stars far from the galactic bulge. 
This means that the velocities of the stars and 
gases in this part of the galaxy are lower than 
what would be expected for a solid disk and are 
higher than what would be expected from 

Kepler's third law. This might indicate that the 
mass of the galaxy is much more than the mass 
calculated from the observed matter. 

The dominant explanation, which was given 
to this problem, was the assumption of the 
presence of invisible matter within the galaxies 
and clusters of galaxies. This excess mass was 
called dark matter and was thought to be within 
the galactic halo. Dark matter is thought to 
interact only through its gravitational effect. 
However, for this assumption to work, most of 
the dark matter has to be located in the galactic 
halo. If dark matter is to be clumped in the form 
of dense planet-sized objects, then one might 
assume that such objects are in stable orbits 
around the galaxy, but recent observations of 
gravitational lensing show that this is not the 
case [9]. According to observations from the 
gravitational lensing, dark matter is almost 
homogeneously distributed within the galactic 
halo. Several suggestions for other possible 
candidates of dark matter were presented during 
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the past decades, but the preferred one was the 
so-called weakly interacting massive particles 
(WIMPs) [10]. For this reason, several projects 
were launched in an endeavor to detect such 
WIMPs (for detailed presentations, see [11] and 
[12]). The last and the most sensitive detector of 
these was the project of Large Underground 
Xenon (LUX) detector [13]. Despite all efforts, 
the LUX project failed to detect any signal, 
which can be taken confidently to be due to 
WIMP [14]. The presence of dark matter got 
support from the analysis of cosmic microwave 
background radiation, where it was found that 
the mass density of the universe is larger than the 
mass density of the observed baryonic matter 
[15] and [16] (see also the measurements of the 
Planck project [17] and the results of earlier 
projects, e.g. [18]). 

Another attempt to resolve the problem of the 
motion of galaxies suggested a modified 
Newtonian dynamics (MOND) proposal which is 
claimed to apply in cases of very low 
acceleration [19]. This is a well-studied proposal 
[20-23], even though it lacks rigorous theoretical 
foundations. 

The emergent gravity proposal by Erik 
Verlinde suggests the presence of entropic force 
showing an elastic effect that causes higher 
gravity than expected on the basis of standard 
general relativity [24]. Hence, the higher 
velocity of the outer parts of the galaxy is not 
necessarily caused by the presence of larger 
mass, but by other effects in Verlinde's proposal. 
However, a recent study has shown that the 
calculations based on emergent gravity do not 
explain the rotation curves of the galaxies [25]. 

Studies concerning the possible interaction of 
quantum field with baryonic matter are available. 
Away from any theoretical formulation in this 
respect, we assume the existence of an emergent 
viscous force that might result from the 
interaction of baryonic matter of the moving 
stars with the virtual quantum states surrounding 
such stars during their motion. Such emergent 
force will cause a drag that will cause the stars to 
have ultimate constant radial velocity. 

Interaction of Baryonic Matter with 
Vacuum 

Introducing the vacuum fluctuations into the 
spacetime induces many effects; the most 
famous of them in the curved spacetime might 

be the Casimir effect and the Hawking effect, 
where particles get created in the vicinity of the 
event horizon of a black hole. But, in the 
simplest case, one can assume that vacuum will 
experience some sort of polarization, which is 
due to the presence of the massive object, no 
matter whether it enjoys a horizon or not. 
Several phenomena where the quantum vacuum 
interacts with geometry and with baryonic matter 
and light are thoroughly explained in ref. [26]. It 
is expected that such a vacuum polarization will 
certainly induce a concentration of virtual states 
with density that could be proportional to the 
distance from the center of the object. 
Accordingly, a viscous drag is expected to 
emerge in this case. However, it remains a 
challenge to show the existence of such a force 
and show that such an emergent viscosity is 
inversely proportional to the distance from the 
center of the massive body. Incidentally, in the 
Casimir effect, the drag force is proportional to 
1/d, where d is the distance from the massive 
object. 

The Model 

In this article, we are going to test a proposal 
that may suggest a new model to explain the 
rotation curves of spiral galaxies. We assume 
that the individual stars which are located at the 
peripheral parts of the galaxy are experiencing a 
drag force acting upon them radially. Such a 
force might be produced by some sort of 
dynamically generated viscous medium and 
would balance the centripetal acceleration of the 
star, thus resulting in a terminal velocity. We 
will not make any attempt here to explain the 
origin of the assumed drag force or show how it 
could be generated, but will only try to test such 
an assumption by fitting the calculated velocity 
curves of some galaxies to actual observations 
and see whether they comply with the assumed 
dynamics. If the fitting results are satisfactory, 
then the idea might become worthwhile to be 
considered for further studies in a more profound 
theoretical context. 

As the galaxy rotates, its central part will 
certainly behave like a disk because of the high 
density of celestial objects in that region. The 
outer parts of the galaxy are in motion like any 
planetary system. This motion can be 
approximated to be in the state of free fall, as it 
is taking place under the acceleration of the 
gravity. As such is the motion of the stars, then 
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once a viscous medium of any sort is assumed to 
exist, a radial drag force will be generated which 
will have the mechanical status similar to what 
happens when a metal ball is dropped into a 
vessel filled with oil. The viscous drag force will 
eventually balance the gravitational force and 
consequently the falling body will attain a 
terminal velocity. In this model, stars falling 
under the act of gravity will also attain such a 
terminal velocity and move with constant speed 
throughout their path. This proposal may solve 
the problem of dark matter on the cosmological 
scale too, since the expansion of the space 
between large structures in the universe would 
generate similar effect to that taking place by 
motion of individual stars of the galaxy. 

We assume the presence of a drag force 
acting radially perpendicular to the velocity 
vector of the star and balancing the gravitational 
force acting on it. Therefore, we may equate the 
emergent viscous force taken here to be 
described by Stokes’ formula with the 
gravitational force causing the motion of the star. 
Therefore, we have: 

.d gF F             (1)  

This means that:  

2
6 ,

G m M
a v

r
              (2) 

where m is the mass of the star, M is the mass of 
the inner part of the galaxy,  is the coefficient 
of the emergent vacuum viscosity, a is the radius 
of the star, r is the distance of the star measured 
from the galactic center and v is its observed 
velocity. 

Eq. (2) may be written as:  

2
6 .

a G M
v

m r

    
 

  

Assuming a circular orbit, the velocity of the 
star is given by: 

2 .
G M

v
r

             (3) 

Thus, substituting Eq. (3) into Eq. (2), the 
velocity of the star under this mechanism of the 
drag force will be given by:  

6 .
a

v r
m

    
 

           (4) 

Phenomenologically, since v is nearly 
constant, the viscosity coefficient  should be 
proportional to 1/r. Let us, for the sake of 
argument, assume a more generalized form of 
the variation of   with the distance r and set: 

,
C

B r
 


            (5) 

where B andC are constants that would be 
determined in this model by fitting the 
observational data. Accordingly, the velocity of 
a star located at a distance r from the center of 
the galaxy will be given by:  

6
a C r

v
m B r

     
.           (6) 

We will try to test this formula by correlating 
it with actual observations from our galaxy, the 
Milky Way. In the next step, we will check 
whether this formula fits well with observational 
results obtained for the rotation curves of other 
spiral galaxies. 

Calculations and Results 

Primarily, we have no idea about the value of 
the viscosity coefficient . Let us first evaluate 
this coefficient empirically using Eq. (4) and the 
available data about the sun's kinematics given in 
[26]. The aim is to know the order of magnitude 
of  in order to obtain an estimation for the 
viscosity of the medium near the sun. 
Consequently, we will be able to find the 
viscosity function along the whole galaxy. To do 
this, we plot the observed circular velocities vc of 
the stars belonging to our galaxy versus their 
distance from the galactic center. The basic data 
for the sun used in our calculations is the same 
as that used by ref. [27], with: the mass

301.9889 10M   kg, the radius 86.953 10a  
m, the distance from galactic center 

202.57 10r   m, 52.5 10v    m/s. From this 
basic data, we can have a rough estimate of the 
order of magnitude of the viscosity coefficient ; 
using Eq. (4) we get:  

51.47 10 kg/m.s   .           (7) 

Now, in order to find an estimate of the 
viscosity function along the whole galaxy, we 
plot the observed circular velocities of the stars 
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versus their distances. For this, we use the 
observational data given in [6] shown in Table 1. 

 

TABLE 1.  observational data [6]. 

r (kpc) vc (km/s) 

1.61 217.83 

2.57 229.58 

3.59 223.11 

4.51 247.88 

5.53 253.14 

6.50 270.95 

7.56 267.80 

8.34 270.52 

9.45 235.58 

10.50 249.72 

11.44 261.96 

12.51 284.30 

13.53 271.54 

14.59 251.43 

16.05 320.70 

18.64 286.46 

 

 

The results for the rotation curve of our 
galaxy are shown in Fig. 1. This distribution of 
velocities can be taken as a base for a simple 
fitting out of which we obtain a functional 
description of the velocity profile. Once we 
obtain this functional profile, we will have an 
estimate for a trial function that might be used to 
check the adherence of the velocity profile of 
other galaxies to our model. 

From the fitting of the rotation curve of our 
galaxy shown in Fig. 1, we obtain the circular 
velocity as a function of the radial distance from 
the galactic center. This is given by: 

286.41148
.

0.68598cv
r




           (8) 

 Then, using Eq. (6), the dependence of the 
viscosity coefficient on the radial distance will 
be given by: 

286.41148
( ) .

6 0.68598

m
r

a r
 

 
          (9) 

To simplify the model, we will take the ratio 
a/m for the stars to be equal to that of the sun, 

which is 212.86 10 kg/m. Accordingly, we get: 

25

16
4.346 10

( ) ,
2.116 10

r
r


 

 
        (10) 

where now r is in kilometers and  is in kg/km.s. 

 
FIG. 1. Fitting of the rotation curve of Milky Way. 
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Fitting the Rotation Curves of Other 
Galaxies 

Lelli et al. [8] employ the new Spitzer 
Photometry and Accurate Rotation Curves 
(SPARC) database. SPARC is a sample of 175 
disk galaxies representing all rotationally 
supported morphological types. It includes near-
infrared observations that trace the distribution 
of stellar mass and 21-cm observations that trace 
the atomic gas. The 21-cm data also provides 
velocity fields from which the rotation curves are 
derived. In some cases, these are supplemented 
by high spatial resolution observations of ionized 
interstellar gas. SPARC is the largest galaxy 
sample to date with spatially resolved data on the 
distribution of both stars and gas as well as 
rotation curves for every galaxy. 

We have chosen data for 18 spiral galaxies 
from the SPARC with different distances, as 
shown in Table 2. These galaxies are chosen 
from the available set with radii near that of our 
galaxy. We calculate the viscosity function )(r
and then calculate the velocity function for these 
galaxies. For this purpose, we find that the best 
fitting function can be expressed in terms of an 
exponential function as: 

),1()(v / crebr           (11) 

where b and c are constants that vary from one 
galaxy to another. Accordingly, the viscosity 
coefficient function will be given by: 

/1 (1 )
( ) .

6

r cm b e
r

a r

      
        (12) 

The constants b and c for the 18 galaxies 
under consideration are given in the last two 
columns of Table 2. It is noticeable that the 
constants b and c in Eq. (11) and Eq. (12) 
correspond to the terminal velocity at the far rim 
and the galactic bulge, respectively. This has 
been found as we compare the values given in 
Table 2 with the data known about the galaxies. 
However, this correspondence will be better 
explained in a model establishing the detailed 
vacuum fluctuation interaction effect. 

We plot the calculated fitting curves against 
the observational data for the 18 galaxies listed 

in Table 2, where the square dots stand for the 
observational data and the fitting is represented 
by the solid line. It is interesting to note that 
some curves show excellent fit even better than 
that obtained for our galaxy shown in Fig. 1. The 
novelty of our work is the ability to adopt the 
fitting of the rotation curves of so many galaxies 
with the identification of two parameters only, 
the radius of the galactic bulge and the terminal 
velocity of their far rims. 

TABLE 2. data for the 18 spiral galaxies from 
SPARC. 

Galaxy Name Distance (Mpc) b (km/s) c (kpc) 

ESO 563 60.8 312.7  4.85  

F-568-3 82.4 122.4  4.86  

F-583-1 35.4 86.3  3.37  

IC 4202 100.4 247.1  3.02  

NGC 1090 37.0 160.0  2.05  

NGC 2903 6.60 180.6  0.73  

NGC 2998 68.1 203.0  1.20  

NGC 3198 13.8 149.0  2.58  

NGC 4559 9.00 119.1  2.07  

NGC 6015 17.0 152.0  1.27  

NGC 6503 6.26 115.0  0.70  

UGC 00128 64.5 125.2  4.19  

UGC 01230 53.7 103.3  2.22 

UGC 03205 50.0 220.0  0.91  

UGC 03580 20.7 124.4  1.69  

UGC 06786 29.3 211.5  0.23  

UGC 11455 78.6 266.0  4.03  

UGC 12506 100.6 225.0  2.10  

Milky Way 0 266.9  1. 9  

Figures 

Below are the fitting figures that we obtained 
for the 18 spiral galaxies we have considered in 
this work.  
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FIG. 2. Fitting results for ESO 563. FIG.3. Fitting results for F 568-3. 

 
 

 

  
FIG. 4. Fitting results for F 583-1. FIG. 5. Fitting results for IC 4202. 

 
 

 

  
FIG. 6. Fitting results for NGC 1090. FIG. 7. Fitting results for NGC 2903. 
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FIG. 8. Fitting results for NGC 2998. FIG. 9. Fitting results for NGC 3198. 

 
 

 

  
FIG. 10. Fitting results for NGC 6015. FIG. 11. Fitting results for NGC 4559. 

 
 

 

  
FIG. 12. Fitting results for NGC 6503. FIG. 13. Fitting results for UGC 00128. 
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FIG. 14. Fitting results for UGC 01230. FIG. 15. Fitting results for UGC 03205. 

 
 

 

  
FIG. 16. Fitting results for UGC 03580. FIG. 17. Fitting results for UGC 06789. 

 
 

 

  
FIG. 18. Fitting results for UGC 11455. FIG. 19. Fitting results for UGC 12506. 
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Discussion and Conclusions 

In this paper, we have tried to test the idea 
that the rotation curves of spiral galaxies could 
be resulting from the motion of their parts in a 
viscous medium, where a drag force 
perpendicular to the direction of motion is 
applied. No attempt in this work is made to show 
how such force is generated. The aim is only to 
test the assumption that once the stars are 
assumed to be moving under the effect of such a 
force, the rotation curves of the galaxies can be 
explained accordingly as a dynamic effect rather 
than being due to the existence of some sort of 
dark matter. 

As for the viscosity function and since the 
viscosity of the medium is thought to be 
emerging through the interaction of baryonic 
matter with virtual states of the vacuum, it is 
quite reasonable to expect that the viscosity of 
the medium will not be constant all through, but 
will be some function of position. Accordingly, 
we have assumed certain position dependence 
that satisfies the very general boundary 
conditions in such a case. The fitting results we 
have obtained show that such an assumption is 
quite plausible.  

Taking into consideration the approximations 
adopted by our model and the inevitable 
observational error bars shown in the figures, the 
results depicted in Figs. 2-19 show good 
agreement with observational data, at 95% 
confidence level. There, are some discrepancies 
in some cases; for example, the predicted 
rotation curve of galaxy NGC 2903 in Fig. 7 
shows poor agreement with observations, where 
the velocity profile is peaking at the rim of the 
galactic bulge. This might be due to the internal 
structural circumstances inside this galaxy, as it 
is known that the central region of this galaxy 
has a very high rate of star formation [28], a 
factor indicating the existence of a strong 
gravitational potential within the galactic bulge. 
The high slope of velocity profile within the 
bulge is also in support of this explanation. A 
similar discrepancy is noticed in Fig. 15 for 
UGC 3205 depicting a cusp-core-like shape in 
the bulge region. Such a discrepancy was also 
obtained in MOND rotation curve for this galaxy 
[29]. Here, we agree with the explanation that 
this may be a result of streaming motions in the 
weak bar in this galaxy which cause the 
observed velocities to deviate significantly from 

the local circular velocity and lead to 
asymmetries in the observed H I velocity 
field. We also notice that our fitting of the 
rotation curve for UGC 03580 in Fig. 16 is poor. 
Our results are similar to those obtained for the 
MOND curve [29]. Generally, the morphology 
of the galaxies seems to play an important role in 
forming the velocity profile and such role can be 
accounted for within the detailed theory. It 
should be noted that in our simplified model 
proposed here, we have considered the ratio of 
the radius of the stars to their mass a/m to be 
unity. Obviously, this will be a crude 
approximation when it comes to consider the 
detailed morphology of the galaxies.  

If the hypothesis proposed in this work is 
accepted, then an urgent need appears to develop 
a theory that should rigorously demonstrate how 
vacuum viscosity emerges out of the interaction 
of moving baryonic matter with the vacuum 
states. However, it should be noted that such a 
medium does not need to have its viscosity as an 
independent intrinsic property; rather, the 
proposed viscosity is an emergent dynamic 
property, which becomes available as masses 
move through the quantum vacuum. Evidently, 
here at this point, the theory is not yet 
established and some serious theoretical work is 
needed. 

It is worth mentioning here that the drag force 
will cause the parts of the galaxy at the far rim to 
move with very low acceleration as these parts 
reach their terminal velocity. Here, our model 
meets with the MOND proposal [19], though the 
reasoning provided here is more profound and 
may have better physical explanation. 

It would be worth mentioning that the 
emergent gravity proposal by Erik Verlinde [24] 
suggests the presence of an entropic force 
showing an elastic effect that causes higher 
gravity than expected on the basis of standard 
general relativity. This might be compared with 
the viscous force we are suggesting here, which 
causes a drag that effectively might be compared 
with the extra emergent gravity. However, recent 
investigations show that there are some 
reservations on the emergent gravity proposal in 
relation to that the radial acceleration relation 
does not explain rotation curves of spiral 
galaxies except on applying certain constrains on 
the mass-to-light ratio [25]. 
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McGaugh, Lelli and Schombert [30] studied 
the radial acceleration traced by rotation curves 
and that predicted by the observed distribution of 
baryons in galaxies with different morphologies. 
They found a strong correlation clearly 
indicating that the dark matter contribution is 
fully specified by that of the baryons. Now, if we 
take the dark matter effect to be replaced by the 
emergent viscosity effect proposed in this work, 
we can fairly consider this finding as a 
supporting evidence for the case of emergent 
viscosity suggested here; such a viscosity is 
thought to be generated out of an interaction 
between quantum vacuum states and the 
baryonic matter. 

If the notion of emergent viscosity is to be 
adopted, then the proposal of dark matter could 
be applied entirely on a cosmic scale too; the 

motion of the galaxies in space is hampered by 
the emergent viscosity. This makes the universe 
expand slower than expected. A slower 
expansion might indicate that the universe 
contains more matter; as such, the average 
density of the universe will appear higher than 
expected and consequently a dark matter 
assumption may be invoked. Therefore, if the 
drag force due to the emergent viscosity is 
adopted, then there is no need for dark matter. 
Certainly, some detailed calculations are needed 
once the theory for such an emergent viscosity is 
established to calculate the actual value of 
Hubble's parameter and compare it with 
observations. This will be another test of the 
theory besides what has been suggested for the 
rotation curves of the galaxies. 

References 

[1] Zwicky, F., The Astrophysical Journal, 86 
(1937) 217. 

[2] Einasto, J., Brazilian Journal of Physics, 43 
(2013) 369 and “Dark Matter and Cosmic 
Web Story”, (World Scientific, Singapore, 
2014). 

[3] Rubin, V.C. and Ford, W.K., Jr., The 
Astrophysical Journal, 159 (1970) 379. 

[4] Roberts, M.S. and Rots, A.H., Astronomy 
and Astrophysics, 26 (1973) 483. 

[5] Rubin, V.C., Burstein, D., Ford, W.K., Jr. 
and Thonnard, N., The Astrophysical Journal, 
289 (1985) 81. 

[6] Bhattacharjee, P., Chaudhury S. and Kundu, 
S., The Astrophysical Journal, 785 (2014) 63. 

[7] Lelli, F., McGaugh S.S. and Schombert J.M., 
The Astronomical Journal, 152 (2016) 157. 

[8] Lelli, F. et al., The Astrophysical Journal, 
836 (2) (2017) 152 and: 

http://astroweb.case.edu/SPARC/MassMode
ls_Lelli2016c.mrt. Last access on Sep. 01, 
2019. 

[9] Massey, R., Kitching T. and Richard H., 
Reports on Progress in Physics, 73 (2010) 
086901. 

[10] Feng, J.L., Annual Review of Astronomy 
and Astrophysics, 48 (2010) 495. 

[11] O'Hare, C.A.J., Ph.D. Thesis, University of 
Nottingham, (2017), UK. 

[12] Roszkowski L., Sessolo E.M. and 
Trojanowski S., Rep. Prog. Phys., 814 (2018) 
066201. 

[13] Aprile, E., "The XENON1T dark matter 
search experiment", in: “Sources and 
Detection of Dark Matter and Dark Energy in 
the Universe". Cline, D. (Springer, 2013) 
Chapter 14, pp. 93-96. 

[14] Akerib, D.S. et al., Phys. Rev. Lett., 118 
(2017) 021303. 

[15] Schramm, D.N., Nuclear Physics B-
Proceedings Supplements, 28A (1992) 243. 

[16] Luković, V., Cabella, P. and Vittorio, N., 
Int. J. Mod. Phys. A, 29 (2014) 1443001. 

[17] Ade, P.A.R. et al., Astronomy & 
Astrophysics, 594 (2016) A13. 

[18] Hinshaw, G. et al., The Astrophysical 
Journal Supplement Series, 208 (2013) 19. 

[19] Milgrom, M., ApJ, 270 (1983) 365. 

[20] Sanders, R.H. and McGaugh, S.S., Annual 
Review of Astronomy and Astrophysics, 40 
(2002) 263-317. 

[21] Famaey, B. and McGaugh S.S., Living 
Reviews in Relativity, 15 (2012) 10. 

 



Dark Matter: Could It Be Vacuum Viscosity? 

 57

[22] Famaey, B. and Binney, J., Mon. Not. R. 
Astron. Soc., 363 (2005) 603. 

[23] Sanders, R.H., Mon. Not. R. Astron. Soc., 
342 (2003) 901. 

[24] Verlinde, E., JHEP, 4 (2011) 029. 

[25] Lelli F., McGaugh S.S. and Schombert, 
J.M., Mon. Not. R. Astron. Soc. Lett., 468 
(2017) L68.  

[26] Milonni, P.W., “The Quantum Vacuum: An 
Introduction to Quantum Electrodynamics”, 
(The Academic Press, New York, 1994). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[27] NASA, "Solar System Exploration: Planets: 
Sun: Facts & Figures". Archived from the 
original on 2 January 2008.  

[28] Alonso-Herrero, A., Ryder, S.D. and 
Knapen, J.H., Mon. Not. R. Astron. Soc., 322 
(2001) 757. 

[29] Sanders, R.H. and Noordermeer, E., Mon. 
Not. R. Astron. Soc., 379 (2007) 702. 

[30] McGaugh, S.S., Lelli, F. and Schombert, 
J.M., Phys. Rev. Lett. 117 (2016) 201101. 

 





 
Volume 13, Number 1, 2020. pp. 59-65 

Corresponding Author:  J. Khalifeh                        Email: jkalifa@ju.edu.jo 

Jordan Journal of Physics 
 

ARTICLE 
  

Solution of the Hamilton – Jacobi Equations in an Electromagnetic 
Field Using Separation of Variables Method –  

Staeckel Boundary Conditions 
 
 

B. M. Al-Khamiseha, R. S. Hijjawib and J. M. Khalifeha 
 

a
 Department of Physics, The University of Jordan, 11942-Amman, Jordan. 

b
 Department of Physics, Mutah University, Al-Karak, Jordan. 

 
Received on: 07/07/2019;        Accepted on: 25/11/2019 
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with Staeckel boundary conditions, whereas the second uses the Newtonian formalism to 
solve the same example. Our results demonstrate that the Hamilton-Jacobi variables can be 
completely detached by using separation of variables technique with Staeckel boundary 
conditions that correspond to other results using Newtonian formalism. 
Keywords: Lagrangian mechanics, Electromagnetic field, Hamilton-Jacobi, Staeckel 

boundary conditions, Newtonian mechanics. 
 

 

Introduction 

The Hamilton's classic Jacobi theory played a 
huge role in the development of theoretical and 
mathematical physics. On the one hand, it builds 
a bridge between classical mechanics and other 
branches of physics, in particular optics. On the 
other hand, it generates a link between classical 
theory and quantum theory [1].  

Separation of variables is one of the oldest 
techniques in mathematical physics, which still 
remains one of the most effective and powerful 
tools in the theory of integrable systems. An 
important method of determining the full 
integration of the Hamilton-Jacobi equation of 
the system is the way in which the variables are 
separated. This method can be generalized to 
systems with "n" degrees of freedom that allow 
the separation of variables. It was not known 
what the most comprehensive separation system 
was with "n" degrees of freedom. However, it is 
now known how an orthogonal system with "n" 
degrees of freedom is separated. This was 
discovered by Staeckel in his habilitation thesis 

[2]. These systems are now called Staeckel 
systems. Staeckel systems theory can be found in 
many publications, such as references [3-22].  

A standard construction of the action-angle 
variables from the poles of the Baker-Akhiezer 
function has been interpreted as a variant [23]. 
The fundamental elements of the separation 
variables theory, including the Eisenhart and 
Robertson theorems, Kalnins –Miller theory and 
the intrinsic characterization of the separation of 
the Hamilton – Jacobi equation, are developed in 
a unitary and geometrical perspective [24].  

This work aims to solve the Hamilton-Jacobi 
equation using the method of separation 
variables and solve the same equation using 
Newtonian formalism. Our results demonstrate 
that the Hamilton-Jacobi variables can be 
completely detached by using separation of 
variables technique with Staeckel boundary 
conditions that correspond to other results using 
Newtonian formalism.  
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This paper is organized as follows: the 
following sections (A, B and C) present some 
basic definition of the Hamilton-Jacobi equation 
of a Staeckel system. Section two presents how 
to solve the Hamilton-Jacobi equation by the 
method of Staeckel boundary conditions. Section 
three presents how to solve the problem by 
Newtonian formalism. Finally, section four is 
dedicated to our conclusions.  

1- Basic Definitions  

In this part of the manuscript, we briefly 
introduce some of the fundamental definitions 
used in this work [25]. 

A- Staeckel Matrix 𝚽 and Staeckel Vector Ψ  

In a Staeckel system with n degrees of 
freedom, we will assume an (𝑛 × 𝑛) matrix Φ 
and a vector Ψ with n components Ψ௥. Actually, 
𝑛ଶ + 𝑛 components of Φ and Ψ solve 
completely the Staeckel system and that’s why 
we will call it the Staeckel matrix and Staeckel 
vector. The elements are all functions of the 
coordinate 𝑞௥, but in the upcoming way: 

Φ௥௟ = Φ௥௟(𝑞௥), Ψ௥ = Ψ௥(𝑞௥) .          (1) 

In short, one coordinate consists of a row 𝑟 of 
both Φ and Ψ. We will say that the rows of Φ 
are with separated variables; that is, the rows of 
Φ are separated. It indicates that this separation 
property controls the whole theory of Staeckel 
system. 

First, we will need the cofactors 𝐶௜௝ of the 
matrix elements Φ௜௝ of the matrix Φ, in addition 
to the determinant ∆ and the inverse 𝜐 of matrix 
Φ. We will set the elements of the inverse 
𝜐 = Φିଵ of the matrix Φ by (Φିଵ)௜௝ or call 
them 𝜐௜௝. 

We may need some well–known properties of 
determinants and matrices such as: 

∑ Φ௜௝𝜐௝௞ = ∑ 𝜐௜௝Φ௝௞ = 𝛿௜௞௝௝            (2) 

𝜐௜௝ =
஼೔ೕ

∆
             (3) 

∑ Φ௝௜𝐶௜௞ =௜ ∆ ∑ Φ௝௜𝜐௜௞௜ = ∆𝛿௝௞           (4) 

A direct consequence of the separation 
property (1) is that the cofactor 𝐶௜௝ will depend 
on (n-1) coordinates only: 𝐶௜௝ does not contain 
the variable 𝑞௜. This will simplify several partial 
derivatives; for instance, 
డ∆

డ௤ೖ
= ∑ 𝐶௞௜

డ஍೔ೖ

డ௤ೖ
௜             (5) 

B- The Hamiltonian of a Staeckel System  

In terms of the notations and initial 
developments (given in section A), we can now 
easily define a Staeckel system. The Staeckel 
system can be defined as: 

Η = ∑ ൤
௤̇ೖ

మ

ଶజభೖ
+ 𝜐ଵ௞Ψ௞൨ = ∑ 𝜐ଵ௞ ൤

௤̇ೖ
మ

ଶజభೖ
మ +௠

௞ୀଵ
௠
௞ୀଵ

Ψ௞൨              (6) 

where the kinetic energy is given by: 𝑇 =

∑
௤̇ೖ

మ

ଶజభೖ

௡
௞ୀଵ  and the potential energy is: 𝑉 =

∑ 𝜐ଵ௞Ψ௞
௡
௞ୀଵ  . 

We can see that all the ingredients are the 
Staeckel vector Ψ and the first row of the inverse 
of the Staeckel matrix Φ. The second form of the 
Hamiltonian shown in Eq. (6) is the product of a 
row vector, 𝜐ଵ௞ , by a column vector,  Ψ௞. The 
elements 𝑔௞௞ of the diagonal metric tensor are 
thus given by:  

𝑔௞ ௞ =
ଵ

జభೖ
=

ଵ

(஍షభ)భೖ
=

∆

஼ೖభ
 (𝑤𝑖𝑡ℎ ∑

஍ೖೞ

௚ೖೖ
=௞

𝛿ଵ௞)             (7) 

As a result of the notes of section A, we have:  

డ௚ೖೖ

డ௤ೖ
=

ଵ

஼ೖభ

డ∆

డ௤ೖ
= ∑

஼ೖ೔

஼ೖభ

డ஍ೖ೔

డ௤ೖ
௜ .           (8)  

In the following part, we simply derive the 

Hamiltonian equations of motion, 𝑃௟̇ = −
డு

డ௤೗ 

from Eq. (6), thus:  

ௗ

ௗ௧
ቂ

௤ଵ̇೗

జభ೗
ቃ = − ∑ ൤

௤̇ೖ
మ

ଶజభೖ
మ − Ψ௞൨

డజభೖ

డ௤೗
+ 𝜐ଵ௟

డஏ೗

డ௤೗

௡
௞ୀଵ  . (9) 

The Staeckel Hamiltonian does not depend 
explicitly on time; that is, we have a 
conservative system with the classical energy 
integral given as follows: 

∑ 𝜐ଵ௞
௡
௞ୀଵ ൤

௤̇ೖ
మ

ଶజభೖ
మ + Ψ௞൨ = 𝛼ଵ = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡.      (10) 

It will be useful to write this first integral also 
in a different form. Let us take benefit of the 
relation in Eq. (2); adding to Eq. (10) some terms 
which are zeros or ones: 

∑ 𝜐ଵ௞
௡
௞ୀଵ ൤

௤̇ೖ
మ

ଶజభೖ
మ + Ψ௞൨ = 𝛼ଵ ∑ 𝜐ଵ௞Φ௞ଵ௞ +

𝛼ଶ ∑ 𝜐ଵ௞Φ௞ଶ௞ + ⋯ + 𝛼௡ ∑ 𝜐ଵ௞Φ௞௡௞  ,      (11)  

where the 𝛼 ,𝑠 are all arbitrary constants. 
Compiling the terms differently leads to: 

∑ 𝜐ଵ௞
௡
௞ୀଵ ൤

௤̇ೖ
మ

ଶజభೖ
మ + Ψ௞ − ∑ Φ௞௥𝛼௥

௡
௥ୀଵ ൨ = 0,    (12) 
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where the constants 𝛼 ,𝑠 are sometimes called 
separation constants. The interest of the above 
form of energy integral is actually that the two 
last terms in the brackets are now with separated 
variables. The second and third terms are 
function of 𝑘; i.e., n separable equations. 

The most important property of Staeckel 
systems exists in the following theorem:  

"Not only the expression given in Eq. (12) is 
zero, but also each bracket separately", Pars [8]: 

௤̇ೖ
మ

ଶజభೖ
మ + Ψ௞ = ∑ Φ௞௥𝛼௥

௡
௥ୀଵ  .        (13) 

C- Completion of the Solution of the Staeckel 
System 

The first integral in Eq. (12) can be written in 
another form as:  

௤̇ೖ
మ

జభೖ
మ = 2(∑ Φ௞௥𝛼௥

௡
௥ୀଵ − Ψ௞) = 𝑓௞(𝑞௞).        (14) 

We have also: 

௤̇ೖ

ඥ௙ೖ(௤ೖ)
= 𝜐ଵ௞ .          (15) 

Multiplying by Φ௞௥ and summing over 𝑘 
prouduce: 

∑
௤̇ೖ஍ೖೝ

ඥ௙ೖ(௤ೖ)
= ∑ 𝜐ଵ௞Φ௞௥

௡
௞ୀଵ = 𝛿ଵ௥

௡
௞ୀଵ  .       (16) 

We see that each term in the sum on the left-
hand side is a function of one variable 𝑞௞ only: 

∑ ∫
ఝೖೝௗ௤ೖ

ඥ௙ೖ(௤ೖ)
= 𝛽௥ = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡௡

௞ୀଵ  𝑟 =

2,3,4, … , 𝑛        (17.A) 

∑ ∫
஍ೖభௗ௤ೖ

ඥ௙ೖ(௤ೖ)
= 𝑡 − 𝑡଴

௡
௞ୀଵ  𝑟 = 1.                  (17.B) 

This inserts 𝑛 new constants of integration; 
altogether 2 𝑛 constants of integration are 
inserted. Finally, 𝑛 equations can be solved and 
give the n coordinates 𝑞௞  as a function of time t 
and the constants, 𝛽௥. The velocities are then 
given by Eq. (13). We have to use Eqs. (17.A) 
and (17.B) to calculate the values of the 
constants of integrations with the initial 
conditions. 

2- Separation of Variables of 
Hamilton-Jacobi by Using Staeckel 
Boundary Conditions 

The separation of Hamilton-Jacobi equations 
is a characteristic of the dynamic system as well 
as the coordinates that are described. A simple 

criterion cannot be given to refer to a coordinate 
system that results in a separate Hamilton-Jacobi 
equation for a particular system [26]. However, 
if: 

 the Hamiltonian is conserved and takes the 
form: 

𝐻 =
ଵ

ଶ
(𝑷 − 𝒂)𝑻ି𝟏(𝑷 − 𝒂) + 𝑽(𝒒) .         (A) 

Here, 𝒂 is 𝑎 column matrix, 𝑻 is a square n x 
n matrix and 𝒑 is a row matrix. 

 The set of generalized coordinates 𝑞௜ forms 
an orthogonal system of coordinates, so that 
the matrix T is diagonal. It follows that the 
inverse matrix 𝑇ିଵ is also diagonal with non-
vanishing elements:  

(𝑇ିଵ)௜௜ =
ଵ

்೔೔
 .           (B) 

 For problems and coordinates satisfying this 
description, the Staeckel conditions state that 
the Hamilton-Jacobi equation will be 
completely separable if the vector 𝒂 has 
elements 𝒂௜ that are functions only of the 
corresponding coordinate; that is, 𝒂௜ =
𝒂௜(𝑞௜) and the potential function V(q) can be 
written as a sum of the form: 

𝑉(𝑞) =
௏೔(௤೔)

்೔೔
 .           (C) 

 There exists an n x n matrix Φ with elements 
 Φ௜௝ =  Φ௜௝(𝑞௜) such that: 

(Φିଵ)ଵ௝ =
ଵ

்ೕೕ
 .           (D) 

Consider the motion of a particle of mass 𝑚 
and charge e that moves in uniform crossed 
electric and magnetic fields, E is in the x- 
direction and B is in the z-direction. The 
Hamilton–Jacobi is given as: 

H =
ଵ

ଶ௠
൤𝑃௫

ଶ + ቀ𝑃௬ −
௘஻

௖
𝑥ቁ

ଶ
+ 𝑃௭

ଶ൨ − 𝑒𝐸𝑥.    (18)  

Comparing Eq. (18) with the equation: 

𝐻 =
ଵ

ଶ
(𝑷 − 𝒂)𝑻ି𝟏(𝑷 − 𝒂) + 𝑽(𝒒), we get: 

𝑇ିଵ =

⎝

⎜
⎛

ଵ

௠
0 0

0
ଵ

௠
0

0 0
ଵ

௠⎠

⎟
⎞

.          (19)  

Appling Staeckel boundary conditions, we 
satisfy: 
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(𝑇ିଵ)௜௜ =
ଵ

்೔೔
=

⎝

⎜
⎛

ଵ

௠
0 0

0
ଵ

௠
0

0 0
ଵ

௠⎠

⎟
⎞

.        (20) 

In addition to the following two conditions:  

(Φିଵ)ଵ௝ =
ଵ

்ೕೕ
=

⎝

⎜
⎛

ଵ

௠

ଵ

௠

ଵ

௠

0
ଵ

௠
0

0
ଵ

௠

ଵ

௠⎠

⎟
⎞

.        (21)  

And we get:  

𝑉(𝑞) =
௏೔(௤೔)

்೔೔
= ቀ

టభ(௫)

௠
ቁ.         (22) 

If the Staeckel conditions are satisfied, then 
Hamilton's characteristic function is completely 
separable: 

𝑊(𝑞) = ∑ 𝑊௜(𝑞௜) 
௜ .          (23) 

Inserting H from Eq. (18) into equation 

𝐻 ቀ𝑞,
డௐ

డ௤
ቁ +

డௌబ

డ௧
= 0 and using the definition of 

momentum 𝑝 =
డௐ

డ௤
, we obtain:  

ଵ

ଶ௠
൤ቂ

డௐೣ

డ௫
ቃ

ଶ
+ ቂ

డௐ೤

డ௬
−

௘஻

௖
𝑥ቃ

ଶ

+ ቂ
డௐ೥

డ௭
ቃ

ଶ
൨ − 𝑒𝐸𝑥 =

𝛼.            (24)  

Here, 𝑧 is a cyclic coordinate and y is a cyclic 
coordinate; we get: 

ቂ
డௐ೤

డ௬
ቃ

ଶ

= 𝛼௬ᇲ
ଶ         (25) 

ቂ
డௐ೥

డ௭
ቃ

ଶ
= 𝛼௭ᇲ

ଶ  .       (26) 

Integrating Eq. (25) and Eq. (26), we find:  

𝑊௬ᇲ = ∫ 𝛼௬ᇲ𝑑𝑦
௬ᇲ

଴
= 𝛼௬ᇲ𝑦ᇱ        (27) 

𝑊௭ᇲ = ∫ 𝛼௭ᇲ𝑑𝑧
௭ᇲ

଴
= 𝛼௭ᇲ𝑧ᇱ .       (28) 

Substituting Eqs. (27) and (28) in Eq. (24), 
we get: 

ଵ

ଶ௠
൤ቂ

డௐೣ

డ௫
ቃ

ଶ
+ ቂ𝛼௬ᇲ −

௘஻

௖
𝑥ቃ

ଶ
+ 𝛼௭ᇲ

ଶ ൨ − 𝑒𝐸𝑥 = 𝛼.  

        (29) 

Rewriting Eq. (29), we obtain:  

ቂ
డௐೣ

డ௫
ቃ

ଶ
= 2𝑚𝛼 + 2𝑚𝑒𝐸𝑥 − ቀ𝛼௬ᇲ −

௘஻௫

௖
ቁ

ଶ
− 𝛼௭ᇲ

ଶ .  

        (30) 

Integrating Eq. (30), we get:  

𝑊௫ = න ඨቆ2𝑚𝛼 + 2𝑚𝑒𝐸𝑥 − ൬𝛼௬ᇲ −
𝑒𝐵𝑥

𝑐
൰

ଶ

− 𝛼௭ᇲ
ଶ ቇ 𝑑𝑥

 

 

.  

        (31) 

The Hamilton's characteristic function 
becomes: 

𝑊 = 𝑊௫ᇲ + 𝑊௬ᇲ + 𝑊௭ᇲ 

𝑊 =

∫ ට൬2𝑚𝛼 + 2𝑚𝑒𝐸𝑥 − ቀ𝛼௬ᇲ −
௘஻௫

௖
ቁ

ଶ

− 𝛼௭ᇲ
ଶ ൰ 𝑑𝑥

௫ᇲ

଴
+

𝛼௬ᇲ𝑦ᇱ + 𝛼௭ᇲ𝑧ᇱ.                             (32) 

Substituting Eq. (32) in equation (𝑆(𝑞, 𝛼, 𝑡) =
𝑊(𝑞, 𝛼) − 𝛼𝑡), we obtain: 

𝑆(𝑞, 𝛼, 𝑡) =

∫ ට൬2𝑚𝛼 + 2𝑚𝑒𝐸𝑥 − ቀ𝛼௬ᇲ −
௘஻௫

௖
ቁ

ଶ

− 𝛼௭ᇲ
ଶ ൰ 𝑑𝑥

௫ᇲ

଴
+

𝛼௬ᇲ𝑦ᇱ + 𝛼௭ᇲ𝑧ᇱ − 𝛼𝑡 .       (33) 

Differentiating Eq. (33) with respect to 𝛼௜, we 
obtain: 

𝛽௫ᇲ + 𝑡 = ∫
௠

ටଶ௠ఈାଶ௠௘ா௫ିቀఈ೤ᇲି
೐ಳೣ

೎
ቁ

మ
ିఈ

೥ᇲ
మ

௫ᇲ

଴
𝑑𝑥   (34) 

𝑦ᇱ − 𝛽௬ᇲ = ∫
ቀఈ

೤ᇲି
೐ಳೣ

೎
ቁ

ඨ൬ଶ௠ఈାଶ௠௘ா௫ିቀఈ೤ᇲି
೐ಳೣ

೎
ቁ

మ
ିఈ

೥ᇲ
మ ൰

௫ᇲ

଴
𝑑𝑥  (35) 

𝑧ᇱ − 𝛽௭ᇲ = ∫
ఈ

೥ᇲ

ඨ൬ଶ௠ఈାଶ௠௘ா௫ିቀఈ೤ᇲି
೐ಳೣ

೎
ቁ

మ
ିఈ

೥ᇲ
మ ൰

௫ᇲ

଴
𝑑𝑥.  (36) 

Substituting 𝜔 =
௘஻

௠௖
, (𝑚𝜔𝑎)ଶ = 2𝑚𝛼 +

2𝑚𝑒𝐸𝑥 −
ଶ௘ா

ఠ
𝛼௬ᇲ + ቀ

௘ா

ఠ
ቁ

ଶ
− 𝛼௭ᇲ

ଶ  and replacing 

2𝑚𝛼 + 2𝑚𝑒𝐸𝑥 − ൫𝛼௬ᇲ − 𝑚𝜔𝑥൯
ଶ

− 𝛼௭ᇲ
ଶ =

 (𝑚𝜔𝑎)ଶ − (𝑚𝜔)ଶ ൬𝑥 −
ଵ

௠ఠ
ቀ𝛼௬ᇲ +

௘ா

ఠ
ቁ൰

ଶ

, Eq. 

(35) becomes:  

𝑦ᇱ − 𝛽௬ᇲ = ∫
ି൬௫ି

ഀ
೤ᇲ

೘ഘ
൰

ඨቆ௔మି൬௫ି
భ

೘ഘ
ቀఈ೤ᇲା

೐ಶ

ഘ
ቁ൰

మ

ቇ

௫ᇲ

଴
𝑑𝑥.    (37) 

Let 𝑥 =
ଵ

௠ఠ
ቀ𝛼௬ᇲ +

௘ா

ఠ
ቁ − 𝑎𝑐𝑜𝑠 Ω, where Ω is 

a function of 𝑡; substituting in Eq. (37) after 
integration, Eq. (37) becomes: 

𝑦ᇱ − 𝛽௬ᇲ =
ି௘ா

௠ఠమ Ω + 𝑎𝑠𝑖𝑛 Ω.         (38)  

Multiplying Eq. (34) by 𝜔, substituting 

𝜔 =
௘஻

௠௖
, (𝑚𝜔𝑎)ଶ = 2𝑚𝛼 + 2𝑚𝑒𝐸𝑥 −

ଶ௘ா

ఠ
𝛼௬ᇲ +

ቀ
௘ா

ఠ
ቁ

ଶ
− 𝛼௭ᇲ

ଶ  and replacing 2𝑚𝛼 + 2𝑚𝑒𝐸𝑥 −
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൫𝛼௬ᇲ − 𝑚𝜔𝑥൯
ଶ

− 𝛼௭ᇲ
ଶ =  (𝑚𝜔𝑎)ଶ −

(𝑚𝜔)ଶ ൬𝑥 −
ଵ

௠ఠ
ቀ𝛼௬ᇲ +

௘ா

ఠ
ቁ൰

ଶ

 R.H.S., Eq. (34) 

becomes: 

𝜔(𝛽௫ᇲ + 𝑡) = ∫
ௗ௫

ඨቆ௔మି൬௫ି
భ

೘ഘ
ቀఈ೤ᇲା

೐ಶ

ഘ
ቁ൰

మ

ቇ

௫ᇲ

଴
 .    (39) 

Let 𝑥 =
ଵ

௠ఠ
ቀ𝛼௬ᇲ +

௘ா

ఠ
ቁ − 𝑎𝑐𝑜𝑠 Ω; 

substituting in Eq. (39) after integration, Eq. (39) 
becomes: 

𝜔(𝛽௫ᇲ + 𝑡) = Ω .         (40) 

Multiplying Eq. (36) by 𝑚, the equation 
becomes: 

𝑧ᇱ − 𝛽௭ᇲ =
ఈ

೥ᇲ

௠
∫

௠

ඨ൬ଶ௠ఈାଶ௠௘ா௫ ቀఈ೤ᇲି
೐ಳೣ

೎
ቁ

మ
ିఈ

೥ᇲ
మ ൰

௫ᇲ

଴
𝑑𝑥  (41) 

In Eq. (41), similar to Eq. (34), we can 

replace ∫
௠

ඨ൬ଶ௠ఈାଶ௠௘ா௫ ቀఈ೤ᇲି
೐ಳೣ

೎
ቁ

మ
ିఈ

೥ᇲ
మ ൰

௫ᇲ

଴
𝑑𝑥 =

(𝛽௫ᇲ + 𝑡). Eq. (41) becomes: 

𝑧ᇱ − 𝛽௭ᇲ =
ఈ೥

௠
 (𝛽௫ᇲ + 𝑡).         (42) 

Rewriting Eqs. (40), (38) and (42) and 
substituting the value of Ω, the equations 
become:  

𝑥ᇱ(𝑡) =
ଵ

௠ఠ
ቀ𝛼௬ᇲ +

௘ா

ఠ
ቁ − 𝑎 𝑐𝑜𝑠𝜔(𝛽௫ᇲ + 𝑡)   (43) 

𝑦ᇱ(𝑡) = 𝛽௬ᇲ −
௘ா

௠ఠ
(𝛽௫ᇲ + 𝑡) + 𝑎𝑠𝑖𝑛𝜔(𝛽௫ᇲ + 𝑡)  

      (44) 

𝑧ᇱ(𝑡) = 𝛽௭ᇲ +
ఈ೥

௠
 (𝛽௫ᇲ + 𝑡) .        (45) 

The above equations, (43) and (44), express x 
and y in terms of the parameter Ω = 𝜔(𝛽௫ᇲ + 𝑡), 
giving the projection of the trajectory onto the 
xy-plane. We recognize the curve as a cycloid. 
The particle moves along the trajectory in the z-
direction at constant velocity  

ఈ೥

௠
. 

3- Solving the Problem within 
Newtonian Formalism 

Consider the motion of a particle of mass 𝑚 
and charge e moving in uniform crossed electric 
and magnetic fields, where E is in the x- 
direction and B is in the z-direction. 

Initially, the particle is at rest; thus, the 
magnetic force is zero, while the electric field 
accelerates the charge in the x-direction. In the 
absence of force in the z-direction, the position 
of this particle at any time 𝑡 can be described by 
the vector (𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡)). Therefore, the 
velocity is calculated as follows:  

𝒗 = (𝑥̇, 𝑦̇, 𝑧̇) .          (46) 

Hence, applying Newton's second law dots 
indicates time derivatives. Thus, 

𝒗 × 𝑩 = อ
𝒙ෝ 𝒚ෝ 𝒛ො
𝑥̇ 𝑦̇ 𝑧̇
0 0 𝐵

อ = 𝐵𝑦̇𝒙ෝ − 𝐵𝑥̇𝒚ෝ .       (47) 

And therefore, applying Newton's second 
law, 

𝑭 = 𝑒(𝑬 + 𝒗 × 𝑩) = 𝑚𝒂 .        (48) 

Substituting Eq. (47) and 𝒂 = 𝑥̈𝒙ෝ + 𝑦̈𝒚ෝ + 𝑧̈𝒛ො 
in Eq. (48), we get: 

𝑒(𝐸𝒙ෝ + 𝐵𝑦̇𝒙ෝ − 𝐵𝑥̇𝒚ෝ) = 𝑚(𝑥̈𝒙ෝ + 𝑦̈𝒚ෝ + 𝑧̈𝒛ො).  (49) 

Or, treating the 𝒙ෝ, 𝒚ෝ and 𝒛ො components 
separately, 

𝑚𝑥̈ = 𝑒(𝐸 + 𝐵𝑦̇)          (50) 

𝑚𝑦̈ = −𝑒𝐵𝑥̇           (51) 

𝑚𝑧̈ = 0 .                  (52) 

For the sake of convenience, let: 

𝜔 =
௘஻

௠
  .          (53) 

(This is referred to as the cyclotron 
frequency; at this frequency, the particle would 
revolve in the absence of any electric field). 
Thereafter, the equations of motion take the 
forms: 

𝑥̈ = 𝜔 ቀ
ா

஻
+ 𝑦̇ቁ           (54) 

𝑦̈ = −𝜔𝑥̇           (55) 

𝑚𝑧̈ = 0 .          (56) 

Derivation of Eqs. (54) and (55) and 
substitution of Eqs. (54) and (55) in Eqs. (54) 
and (55) after derivation, we get: 

𝑦 = −𝜔𝑥̈ = −𝜔ଶ ቀ
ா

஻
+ 𝑦̇ቁ         (57)  

𝑥 = 𝜔𝑦̈ = −𝜔ଶ𝑥̇ .         (58) 

Substituting 𝑦̇(𝑡) = 𝑞(𝑡) in Eq. (57), we get: 

𝑞̈ + 𝜔ଶ𝑞 =
ିఠమா

஻
 .         (59) 
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The general solution of the second-order 
nonhomogeneous linear Eq. (59) can be 
expressed as follows: 

𝑞 = 𝑞௖ + 𝑄 ,          (60) 

where 𝑄 denotes any specific function that 
satisfies the nonhomogeneous equation and 𝑞௖ is 
the complementary solution; 𝑞௖ = 𝑐ଵ𝑞ଵ + 𝑐ଶ𝑞ଶ 
refers to a general solution of the corresponding 
homogeneous equation 𝑞̈ + 𝜔ଶ𝑞 = 0. (In other 
words, 𝑞ଵ and 𝑞ଶ are a pair of fundamental 
solutions of the corresponding homogeneous 
equation; 𝑐ଵ and 𝑐ଶ are arbitrary constants). 

The complementary solution in Eq. (59) is: 

𝑞௖ = 𝐵𝑐𝑜𝑠𝜔𝑡 − 𝐴𝑠𝑖𝑛𝜔𝑡.         (61) 

Let 𝑄 = 𝑓 for some unknown coefficient 𝑓; 
thereafter, substitute them back into the original 
differential Eq. (59). 

Hence, = −
ா

஻
 . 

Therefore, 𝑞 = 𝑞௖ + 𝑄 = 𝐵𝑐𝑜𝑠𝜔𝑡 −

𝐴𝑠𝑖𝑛𝜔𝑡 −
ா

஻
 . 

The solution of Eq. (57) is: 

𝑦̇(𝑡) = 𝑞(𝑡) = 𝐵𝑐𝑜𝑠𝜔𝑡 − 𝐴𝑠𝑖𝑛𝜔𝑡 −
ா

஻
 .       (62) 

Integrating Eq. (62), we get: 

𝑦(𝑡) =  𝑐ଵ𝑠𝑖𝑛𝜔𝑡 + 𝑐ଶ𝑐𝑜𝑠𝜔𝑡 −
ா

஻
𝑡 + 𝑐ଷ .       (63) 

Let 𝑥̇ = 𝑞 and substitute in Eq. (58); 
thereafter, we get: 

𝑞̈ + 𝜔ଶ𝑞 = 0 .          (64) 

The general solution in Eq. (64) is: 

𝑞(𝑡) = 𝐴𝑐𝑜𝑠𝜔𝑡 + 𝐵𝑠𝑖𝑛𝜔𝑡 .        (65) 

The general solution in Eq. (58) is: 

𝑥̇ = 𝑞 = 𝐴𝑐𝑜𝑠𝜔𝑡 + 𝐵𝑠𝑖𝑛𝜔𝑡 .        (66) 

Upon integrating Eq. (66), we obtain: 

𝑥(𝑡) = 𝑐ଶ𝑠𝑖𝑛𝜔𝑡 − 𝑐ଵ𝑐𝑜𝑠𝜔𝑡 + 𝑐ସ .       (67) 

The solution in Eq. (56) is:  

𝑧(𝑡) = 𝑐ହ𝑡 + 𝑐଺ .         (68) 

However, the particle started from the origin 
(𝑥(0) = 𝑦(0) = 𝑧(0) = 0) and (𝑥̇(0) =

0, 𝑦̇(0) =
ఈ೤

௠
, 𝑧̇(0) =

ఈ೥

௠
),  where  𝛼௬, 𝛼௭  are 

constants; these six conditions determine the 
constants 𝑐ଵ, 𝑐ଶ, 𝑐ଷ, 𝑐ସ, 𝑐ହ and 𝑐଺: 

𝑐ଵ = 𝑐ସ =
ଵ

ఠ
ቀ

ఈ೤

௠
+

ா

஻
ቁ  

𝑐ଶ = 𝑐ଷ = 𝑐଺ = 0  

𝑐ହ =
ఈ೥

௠
 . 

After applying six boundary conditions, the 
equations of motion are: 

𝑥(𝑡) =
ଵ

ఠ
ቀ

ఈ೤

௠
+

ா

஻
ቁ (1 − 𝑐𝑜𝑠𝜔𝑡)         (69) 

𝑦(𝑡) =
ଵ

ఠ
ቀ

ఈ೤

௠
+

ா

஻
ቁ 𝑠𝑖𝑛𝜔𝑡 −

ா

஻
𝑡         (70) 

𝑧(𝑡) =
ఈ೥

௠
𝑡 .          (71) 

Let 𝑅 =
ଵ

ఠ
ቀ

ఈ೤

௠
+

ா

஻
ቁ and then rewrite Eq. (69) 

and Eq. (70) in such a way to exploit  

(𝑐𝑜𝑠𝜔𝑡)ଶ + (𝑠𝑖𝑛𝜔𝑡)ଶ = 1. Here is what you 
get: 

(𝑥 − 𝑅)ଶ + ቀ𝑦 +
ா

஻
𝑡ቁ

ଶ
= 𝑅ଶ .       (72) 

This is the equation of a circle of radius R in 
the xy plane; it gives the projection of the 
trajectory onto the xy-plane. Here again, the 
trajectory is a cycloid. The particle moves along 
the trajectory in the z-direction at constant 
velocity  

ఈ೥

௠
. 

In the second and third sections of the 
manuscript, we found the equations of motion 
(Hamilton – Jacobi equations) in an 
electromagnetic field in two ways; Staeckel 
boundary conditions and Newton's laws, where 

when substituting 𝜔 =
௘஻

௠
, 𝛽௫ᇲ = 𝛽௬ᇲ = 𝛽௭ᇲ = 0 

and 𝑎 =
ଵ

௠ఠ
ቀ𝛼௬ +

௘ா

ఠ
ቁ, Equations (43), (44) and 

(45) will be the same Equations as (69), (70) and 
(71). 

4- Conclusion 

We considered the appropriate Hamilton-
Jacobi equation in the electromagnetic field 
example and separated the variables using 
Staeckel boundary conditions. This method 
applies to some Hamiltonians in which certain 
conditions are satisfied, such as: conservative 
Hamiltonian and orthogonal coordinates. When 
applying this method on the Hamilton –Jacobi in 
the electromagnetic field, we found Hamilton's 
characteristic function and Hamilton's principal 
function, then we separated completely the 
variables of the Hamilton – Jacobi equation in 
the electromagnetic field and solved the same 
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example using Newtonian formalism to find 
equations of motion. Our results are in 
agreement with those of Newtonian formalism 
[27]. 

There are two very important reasons for 
working with Lagrange equations instead of 
Newton's equations: 

(i) the Lagrange equations adhere to any 
coordinate system, while Newton is confined 
to an inertial frame. 

(ii) the second reason is the ease with which we 
can deal with constraints in the Lagrange 
system. 

References 

[1] Rudolph, G. and Schmidt, M., "Differential 
Geometry and Mathematical Physics", 
Theoretical and Mathematical Physics, 
(Springer Science and Business Media, 
Dordrecht, 2013), 

[2] Staeckel, P., "Über die Integration der 
Hamilton-Jacobischen Differentialgleichung 
mittels Separation der Variabeln". 
(Habilitationschrift, Halle, 1891). 

[3] Stackel, P., Math. Ann., (35) (1890) 91. 

[4] Staeckel, P., Journal für reine und 
angewandte Mathematik, 111 (1893) 290. 

[5] Charlier, C.V.L., "Die Mechanik des 
Himmels: Vorlesungen", 1, (Leipzig, Veit, 
1902). 

[6] Eisenhart, L.P., Annals of Mathematics, 35 
(2) (1934) 284. 

[7] Pars, L.A., The American Mathematical 
Monthly, 56 (6) (1949) 394. 

[8] Pars, L.A.A., "Treatise on Analytical 
Dynamics", (John Wiley and Sons, New 
York, 1965) pp. 320-326.  

[9] Ibort, A., Magri, F. and Marmo, G., Journal 
of Geometry and Physics, 33 (3-4) (2000) 
210. 

[10] Daskaloyannis, C. and Tanoudis, Y., 
Physics of Atomic Nuclei, 71 (5) (2008) 853.  

[11] Błaszak, M. and Marciniak, K., Journal of 
Mathematical Physics, 47 (3) (2006) 032904. 

[12] Ballesteros, Á., Enciso, A., Herranz, F.J., 
Ragnisco, O. and Riglioni, D., Symmetry, 
Integrability and Geometry: Methods and 
Applications, 7 (2011) 048. 

[13] Famaey, B. and Dejonghe, H., Monthly 
Notices of the Royal Astronomical Society, 
340 (3) (2003) 752. 

[14] Garfinkel, B., Lectures in Applied 
Mathmatics, Space Mathematics, Part One, 5 
(1966) 40. 

[15] Rauch-Wojciechowski, S. and Waksjö, C., 
arXiv preprint online, (2003) 0309048.  

[16] Kalnins, E.G., Kress, J.M. and Miller Jr, 
W., Journal of Mathematical Physics, 47 (4) 
(2006) 043514. 

[17] Marikhin, V.G., Journal of Physics A: 
Mathematical and Theoretical, 47 (17) (2014) 
175201. 

[18] Marikhin, V.G. and Sokolov, V.V., Russian 
Mathematical Surveys, 60 (5) (2005) 981. 

[19] Minesaki, Y. and Nakamura, Y., Journal of 
Physics A: Mathematical and General, 39 
(30) (2006) 9453. 

[20] Prus, R. and Sym, A., Physics Letters A, 
336 (6) (2005) 459.  

[21] Sergyeyev, A. and Błaszak, M., Journal of 
Physics A: Mathematical and Theoretical, 41 
(10) (2008) 105205.  

[22] Tsiganov, A.V., arXiv preprint arXiv, 
(2018) 1809.05824. 

[23] Sklyanin, E.K., Progr. Theor. Phy. Suppl., 
118 (1995) 35. 

[24] Benenti, S., Chanu, C. and Rastelli, G., 
Journal of Mathematical Physics, 43 (11) 
(2002) 5183. 

[25] Broucke, R., Celestial Mechanics, 25 (2) 
(1981) 185. 

[26] Goldstein, H., "Classical Mechanics", 2nd 
Edition, (Addison-Wesley, Reading, 31, 
1980). 

[27] Griffiths, D.J., "Introduction to 
Electrodynamics", 3rd Edition, (Prentice Hall, 
Reed College. 2005). 

 





 
Volume 13, Number 1, 2020. pp. 67-72 

Corresponding Author:  J. M. Khalifeh                        Email: jkalifa@ju.edu.jo 

Jordan Journal of Physics 
 

ARTICLE 
  

Reformulation of Degasperis-Procesi Field  
by Functional Derivatives 

 
 

Y. M. Alawaideha, R. S. Hijjawib and J. M. Khalifeha 
 

a
 Department of Physics, The University of Jordan, Amman 11942, Jordan. 

b
 Department of Physics, Mutah University, Karak, Jordan. 

 
Received on: 07/07/2019;        Accepted on: 25/11/2019 

 
Abstract: We reformulated the Degasperis-Procesi equation using functional derivatives. 
More specifically, we used a semi-inverse method to derive the Lagrangian of the 
Degasperis-Procesi equation. After introducing the Hamiltonian formulation using 
functional derivatives, we applied this new formulation to the Degasperis-Procesi Equation. 
In addition, we found that both Euler-Lagrange equation and Hamiltonian equation yield 
the same result. Finally, we studied an example to elucidate the results.   
Keywords: Functional derivatives, Hamiltonian systems, Degasperis-Procesi equation, 

Euler-Lagrange. 
 

 

Introduction 

The Degasperis-Procesi equation was 
discovered by Degasperis and Procesi [1] in a 
search for integrable equations similar in form to 
that of Camassa-Holm equation. Notably, this 
equation is widely used in the field of fluid 
dynamics, as well as in biology, aerodynamics, 
continuum mechanics, image processing, 
physics, control theory, oceanology and 
geometry. Additionally, Degasperis-Procesi 
equation has been used to describe a wide range 
of physical phenomena as a model for the 
evolution as well as interaction of nonlinear 
waves [1]. It was first derived as an evolution 
equation that governs one-dimensional, small 
amplitude, long surface gravity waves 
propagating in a shallow channel of water [2, 3]. 
Fuchssteiner and Fokas [4], Lenells [5] and 
Camassa and Holm [6] proposed the derivation 
of solution forward as a model for dispersive 
shallow water waves, subsequently discovering 
that it is a formally integrable dimensional 
Hamiltonian system. 

It is well known that the use of the Euler-
Lagrange equation in setting up equations of 

motion for certain physical systems is more 
convenient and useful as compared to that of 
Newtonian mechanics. The important benefit 
imparted is that when Lagrangian and momenta 
for a certain system are known, the Hamiltonian 
function can be written. Once the Hamiltonian is 
known, the system then becomes amenable to 
the techniques of quantum mechanics which 
cannot be implemented using Newtonian 
mechanics. However, although the formalism 
developed by Newton is applicable for both 
conservative and non-conservative systems, it is 
not possible to use traditional Lagrangian and 
Hamiltonian mechanics with non-conservative 
systems. Several methods have been proposed 
and implemented to introduce dissipative effects, 
such as friction, into classical Hamiltonian and 
Lagrangian mechanics. One such method is the 
Rayleigh dissipation function, which can be used 
when the frictional forces are found to be 
proportional to the velocity [7, 8]. However, 
another scalar function is needed in addition to 
the Lagrangian in this method to specify the 
equations of motion. This function cannot appear 
in the Hamiltonian function, which is why it is of 
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no use when attempting to quantize friction. 
Another method [9, 10] introduces an auxiliary 
coordinate system in the Lagrangian that 
describes a reverse-time system with negative 
friction. Notably, this method leads to the 
desired equations of motion, but the Hamiltonian 
yields extraneous solutions that must be rejected, 
whereas the physical meaning of the momenta 
remains unclear. Against this backdrop, a good 
and realistic method is to include the 
microscopic details of the dissipation directly in 
the Lagrangian or the Hamiltonian [11]. This 
method constitutes a valuable tool in the study of 
quantum dissipation, but it is not intended to be a 
general method for introducing the friction force 
into Lagrangian mechanics. Thus, we see that 
none of the above techniques exhibit the same 
directness and simplicity that are found in the 
mechanics of conservative systems. El-Wakil et 
al. recently studied the interaction between the 
structure and propagation of the resulting 
solitary waves obtained from TFKdV using 
fractional order derivatives [12]. The authors 
obtained fractional Euler-Lagrange equations 
resulting from the Lagrangian densities and then 
solved the derived time-fractional KdV equation 
using the variational-iteration method. 

In another study, Riewe [13, 14] formulated a 
version of the Euler-Lagrange equation for 
problems in calculus of variation with fractional 
derivatives. Furthermore, a new development of 
systems with higher-order fractional derivatives 
was discussed in [15, 16]. Over the past decades, 
additional studies relating to the fractional Euler-
Lagrange equations can be found in Muslih and 
Baleanu [17] and Dreisigmeyer and Young [18]. 
They were also able to obtain the fractional 
variational principle and the differential 
equations of motion for a fractional mechanical 
system. 

This present paper is a generalization of the 
aforementioned work on Hamilton's equation for 
Degasperis-Procesi field using functional 
derivatives. It is organized as follows: In Sec.1, 
the form of Euler-Lagrangian equation is 
presented in terms of functional derivative of the 
Lagrangian. In Sec.2, the Euler-Lagrange 
Equation in terms of Momentum Density is 
succinctly discussed. This is followed by Sec. 3, 
which deals with equations of motion in terms of 
Hamiltonian density in functional derivative 
form. Sec. 4 encompasses the semi-inverse 
method, whereas in Sec. 5, we study one 

example of classical fields that leads to 
Degasperis-Procesi equation in functional 
derivatives form. The work ends with some 
concluding remarks (Sec. 6).  

1. Euler-Lagrange Equation in Terms 
of Functional Derivatives of the 
Lagrangian 

The Lagrangian of the classical field that 
contains partial derivatives is a function of the 
form: 
ℒ = ℒ (𝜓, 𝜓௧ , 𝜓௫ , 𝜓௫௫, 𝜓௫௫௧ , 𝜓௫௫௫, t).              (1) 

The Lagrangian L can be written as: 

L =  ∫ ℒ (𝜓, 𝜓௧, 𝜓௫, 𝜓௫௫ , 𝜓௫௫௧, 𝜓௫௫௫ , t)  dଷr .   (2) 

Using the variational principle, the following 
can be written: 

𝛿 ∫ 𝐿 𝑑𝑡 =  𝛿 ∬ ℒ  dଷr dt = ∫(δℒ) dଷr dt.    (3) 

Using Eq. (3), the variation of ℒ is: 

𝛿ℒ =  
డℒ

డట
𝛿𝜓 +

డℒ

డట೟
𝛿𝜓௧ +

డℒ

డటೣ
𝛿𝜓௫ +

 
డℒ

డటೣೣ
𝛿𝜓௫௫ +

డℒ

డటೣೣ೟
𝛿𝜓௫௫௧ +

డℒ

డటೣೣೣ
𝛿𝜓௫௫௫ =

 0  .              (4) 

Substituting Eq. (4) into Eq. (3) yields: 

 ∬ ቂ
డℒ

డట
𝛿𝜓 +

డℒ

డట೟
𝛿𝜓௧ +

డℒ

డటೣ
𝛿𝜓௫ +  

డℒ

డటೣೣ
𝛿𝜓௫௫ +

డℒ

డటೣೣ೟
𝛿𝜓௫௫௧ +

డℒ

డటೣೣೣ
𝛿𝜓௫௫௫ቃ  dଷr dt = 0    (5) 

and using the following commutation relation, 

𝛿𝜓௧ = 𝛿
డట

డ௧
=

డ

డ௧
𝛿𝜓

𝛿𝜓௫ = 𝛿
డట

డ௫
=

డ

డ௫
𝛿𝜓

𝛿𝜓௫௫ = 𝛿
డమట

డ௫మ =
డమ

డ௫మ 𝛿𝜓

𝛿𝜓௫௫௧ = 𝛿
డయట

డ௫మడ௧
=

డయ

డ௫మడ௧
𝛿𝜓

𝛿𝜓௫௫௫ = 𝛿
డయట

డ௫య =
డయ

డ௫య 𝛿𝜓
 
 ⎭

⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎫

            (6) 

We obtain the following equation: 
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∬ ൦ 
డℒ

డట
𝛿𝜓 +

డℒ

డట೟

డ

డ௧
𝛿𝜓

ᇣᇧᇧᇤᇧᇧᇥ
௙௜௥௦௧ 

+
డℒ

డటೣ

డ

డ௫
𝛿𝜓

ᇣᇧᇧᇤᇧᇧᇥ
௦௘௖௢௡ௗ 

+

 
డℒ

డటೣೣ

డమ

డ௫మ 𝛿𝜓
ᇣᇧᇧᇤᇧᇧᇥ

௧௛௜௥ௗ

 +
డℒ

డటೣೣ೟

డయ

డ௫మడ௧
𝛿𝜓

ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
௙௢௨௥௧௛

+

డℒ

డటೣೣೣ

డయ

డ௫య 𝛿𝜓
ᇣᇧᇧᇧᇤᇧᇧᇧᇥ

௙௜௙௧௛ 

൪  dଷrdt = 0  .           (7)  

Integrating by parts the indicated terms in Eq. 
(7) with respect to space and time yields the 
following expression: 

∬ ቂ
డℒ

డట
𝛿𝜓 −

డ

డ௧
ቀ

డℒ

డట೟
ቁ 𝛿𝜓 −

డ

డ௫
ቀ

డℒ

డటೣ
ቁ 𝛿𝜓 +

డమ

డ௫మ ቀ
డℒ

డటೣೣ
ቁ 𝛿𝜓 −

డయ

డ௫మడ௧
ቀ

డℒ

డటೣೣ೟
ቁ 𝛿𝜓 −

డయ

డ௫య ቀ
డℒ

డటೣೣೣ
ቁ 𝛿𝜓ቃ  dଷrdt = 0 .           (8)  

This, in turn, results in the Euler-Lagrange 
equations of motion: 

డℒ

డట
−

డ

డ௧
ቀ

డℒ

డట೟
ቁ −

డ

డ௫
ቀ

డℒ

డటೣ
ቁ +

డమ

డ௫మ ቀ
డℒ

డటೣೣ
ቁ −

డయ

డ௫మడ௧
ቀ

డℒ

డటೣೣ೟
ቁ −

డయ

డ௫య ቀ
డℒ

డటೣೣೣ
ቁ = 0 .          (9)  

Using Eq. (7) and integrating by parts the 
indicated terms with respect to space only results 
in:  

0 = ∫ 𝑑𝑡 ∫ ቂ
డℒ

డట
𝛿𝜓 −

డ

డ௫
ቀ

డℒ

డటೣ
ቁ 𝛿𝜓 +

డమ

డ௫మ ቀ
డℒ

డటೣೣ
ቁ 𝛿𝜓 −

డయ

డ௫మడ௧
ቀ

డℒ

డటೣೣ೟
ቁ 𝛿𝜓 −

డయ

డ௫య ቀ
డℒ

డటೣೣೣ
ቁ 𝛿𝜓ቃ 𝑑𝜏𝛿𝜓 +

∫ 𝑑𝑡 ∫ ቂቀ
డℒ

డట೟
ቁ 𝛿

డ

డ௧
𝜓ቃ 𝑑𝜏   .        (10)  

Now, Eq. (10) can also be integrated with 
respect to space before converting it into 
summation, resulting in: 

∑ ቂ
డℒ

డట
−

డ

డ௫
ቀ

డℒ

డటೣ
ቁ +

డమ

డ௫మ ቀ
డℒ

డటೣೣ
ቁ −௜

డయ

డ௫మడ௧
ቀ

డℒ

డటೣೣ೟
ቁ −

డయ

డ௫య ቀ
డℒ

డటೣೣೣ
ቁቃ 𝛿𝜓௜𝛿𝜏௜ +

∑ ቂ
డℒ

డట೟
ቃ௜ 𝛿(𝜓௧)௜𝛿𝜏௜  = 0   .              (11) 

Eq. (11) can be expressed in terms of 
Lagrangian density as follows: 

∑ [𝛿ℒ]௜௜ 𝛿𝜏௜ = 0  ,         (12) 

where the left-hand side in Eqs. (11 and 12) 
represents the variation of L (i.e. 𝛿𝐿) which is 
now produced by independent variations 
in𝛿𝜓௜ , 𝛿(𝜓௧)௜. Suppose now that all 𝛿𝜓௜, 𝛿(𝜓௧)௜ 

are zeros except for a particular 𝛿𝜓௝. It is natural 
to define the functional derivative of the 

Lagrangian (   𝐿) with respect to 𝛿𝜓௜, 𝛿(𝜓௧)௜ 
for a point in the jth cell to the ratio of 𝛿𝐿 
to 𝛿𝜓௝[20]. 

 ௅

 ట೟

= limఋఛೕ→଴
ఋℒ

ఋట೟ೕఋഓೕ
 .         (13) 

Using Eq. (12) and noting that the left-hand 
side represents δL yields: 

 ௅

 ట
=

డℒ

డట
 –

డ

డ௫
ቀ

డℒ

డటೣ
ቁ +

డమ

డ௫మ ቀ
డℒ

డటೣೣ
ቁ −

డయ

డ௫మడ௧
ቀ

డℒ

డటೣೣ೟
ቁ  −

డయ

డ௫య ቀ
డℒ

డటೣೣೣ
ቁ         (14)  

 ௅

 ట೟

= limఋఛೕ→଴
ఋℒ

ఋట೟ೕఋഓೕ
=

డℒ

డట೟
  .        (15) 

Now, using Eq. (14) and Eq. (15), we can 
rewrite Eq. (9), Euler- Lagrange equation, in 
terms of the Lagrangian L in terms of functional 
derivatives in the form: 

 ௅

 ట
−

డ

డ௧
ቆ

 ௅

 ట೟

ቇ = 0  .         (16) 

And we can write the variation of Lagrangian 
in terms of functional derivatives and variations 
of 𝜓, 𝜓̇ as: 

𝛿𝐿 = ∫ ቈ 
 ௅

 ట
𝛿𝜓 +

 ௅

  ట̇
𝛿𝜓௧቉  dଷr  .       (17) 

2. Euler-Lagrange Equation in Terms 
of Momentum Density 

The form of momentum can be written as 
[19]: 

𝑃௝
௔ =

ఋ௅

ఋటണ
̇   .          (18) 

Using Eq. (13) and Eq. (14), we get: 

𝑃௝
௔ =

డ௅

డట̇
𝛿𝜏௝ =  

 ℒ

 ట̇
𝛿𝜏௝           (19) 

From Eq. (19), the momentum density π can 
be defined as: 

𝜋 =
డ௅

డట̇
=  

 ℒ

 ట̇
 .          (20) 

Now, substituting Eq. (20) into Eq. (16), we 
get: 
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𝜋̇ =
డ௅

డట
  .          (21) 

The above equation represents the form of 
Euler- Lagrange equation in terms of momentum 
density and the functional derivative of 
Lagrangian. 

3. Equations of Motion in Terms of 
Hamiltonian Density in Functional 
Derivative Form 

The Hamiltonian density is defined as: 

ℎ = 𝜋 𝜓̇ − ℒ(𝜓௫ , 𝜓௫௫ , 𝜓௧, 𝜓௫௫௧ , 𝜓௫௫௫)  .       (22) 

Hamiltonian H can also be written in terms of 
the Hamiltonian density ℎ as follows: 

𝐻 = ∑ ℎ௜𝛿𝜏௜௜   .          (23) 

Substituting Eq. (22) into Eq. (23), the 
following is obtained: 

𝐻 = ∑ ൫𝜋 𝜓̇൯𝛿𝜏௜௜ − ∑ ℒ௜𝛿𝜏௜௜   .        (24) 

Eq. (24) can be presented in continuous form 
as follows: 

ℋ = ∫ൣ𝜋 𝜓̇൧  dଷr − ∫ ℒ  dଷr          (25) 

As explained in Appendix A, taking the 
variation of H and using Eq. (17) and Eq. (21), 
we get: 

𝛿ℋ = ∫ൣ−𝜋̇𝛿𝜓 + 𝜓̇𝛿𝜋൧  dଷr  .        (26) 

By analogy with the variation in L; i.e., Eq. 
(17), the variation of Hamiltonian produced by 
variations of independent variables in terms of 
functional derivative can be expressed as follows 
(Case 1 and 2). 

Case 1: All variables are independent 𝛙, 𝛑 

𝛿𝐻 = ∫ ቈ 
 ு

 ట
𝛿𝜓 +  

 ு

 ஠
𝛿π቉  dଷr  .        (27) 

Comparing Eq. (27) with Eq. (26), we get the 
separate equations of motion in terms of 
Hamiltonian:  

 ு

 ట
 = −𝜋̇

 ு

 ஠
 = 𝜓̇

⎭
⎪
⎬

⎪
⎫

             (28) 

 

By analogy with Eq. (14) for functional 
derivative of Lagranian in terms of derivative of 
Lagrangian density, we can simply define the 
functional derivative of H in terms of a 
Hamiltonian-density derivative with respect to 
the general variable field φ as [20]: 

 ு

 థ
=  

డ௛

డథ
 −

డ

డ௫
ቀ

డ௛

డథೣ
ቁ  +

డమ

డ௫మ ቀ
డ௛

డథೣೣ
ቁ −

డయ

డ௫మడ௧
ቀ

డ௛

డథೣೣ೟
ቁ −

డయ

డ௫య ቀ
డ௛

డథೣೣೣ
ቁ  .        (29) 

Using the definition given in Eq. (29), we can 
rewrite the equations of motion given in Eq. (28) 
in terms of Hamiltonian density such that: 

డ௛

డట
 –

డ

డ௫
ቀ

డ௛

డటೣ
ቁ +

డమ

డ௫మ ቀ
డ௛

డటೣೣ
ቁ −

డయ

డ௫మడ௧
ቀ

డ௛

డటೣೣ೟
ቁ –

డయ

డ௫య ቀ
డ௛

డటೣೣೣ
ቁ = −𝜋 ̇         (30) 

డ௛

డట
 –

డ

డ௫
ቀ

డ௛

డగೣ
ቁ +

డమ

డ௫మ ቀ
డ௛

డగೣೣ
ቁ −

డయ

డ௫మడ௧
ቀ

డ௛

డగೣೣ೟
ቁ –

డయ

డ௫య ቀ
డ௛

డగೣೣೣ
ቁ = 𝜓̇        (31) 

 

Case 2: 𝛑 depends on 𝛙 

So that we take the variation just only for 
independent variable ψ, we have:  

δH = ∫ ቈ
 ୌ

 ந
δψ቉  rd 3 .           (32) 

To state the equations of motion from Eq. 
(27), let us define 𝜋 = 𝑔(ψ), so that we can write 
the variation as: 

𝛿𝜋 =
డ௚

డట
δψ  .          (33)  

Now, substituting Eq. (33) into Eq. (27) and 
comparing with Eq. (32), we obtain the general 
equations of the Hamiltonian density for this 
case: 

 ு

 ట
=

డ௛

డట
 –

డ

డ௫
ቀ

డ௛

డటೣ
ቁ +

డమ

డ௫మ ቀ
డ௛

డటೣೣ
ቁ −

డయ

డ௫మడ௧
ቀ

డ௛

డటೣೣ೟
ቁ –

డయ

డ௫య ቀ
డ௛

డటೣೣೣ
ቁ = −𝜋̇  +

డ௚

డట
  𝜓̇ .  

            (34) 

Eq. (34) represents the Hamilton's Equation 
in a form of functional derivatives, by replacing 
𝜙 → 𝜓 in Eq. (29).  
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4- Semi-Inverse Method 

Degasperis – Procesi Equation 

The Degasperis-Procesi equation in (1+1) 
dimensions is given as [1]: 

𝜙௧(𝑥, 𝑡) − 𝜙௫௫௧(𝑥, 𝑡) +  4𝜙ଶ(𝑥, 𝑡)𝜙௫(𝑥, 𝑡) −
3𝜙௫(𝑥, 𝑡)𝜙௫௫(𝑥, 𝑡) − 𝜙௫(𝑥, 𝑡)𝜙௫௫(𝑥, 𝑡) = 0,   

 (35)  
where 𝜙 (𝑥, 𝑡) is a field variable, x ∈ R is a space 
coordinate in the propagation direction of the 
field and t ∈ T ([(=  [0, 𝑇଴])]) is the time. Using 
a potential function 𝜙( 𝑥, 𝑡),where 𝜙(𝑥, 𝑡) = 
𝜓௫(𝑥, 𝑡) provides the potential equation of the 
Degasperis-Procesi equation (35) in the form: 

𝜓௫௧( 𝑥, 𝑡) − 𝜓௫௫௫௧( 𝑥, 𝑡) +
 4𝜓௫

ଶ( 𝑥, 𝑡)𝜓௫௫( 𝑥, 𝑡) +
3𝜓௫௫( 𝑥, 𝑡)𝜓௫௫௫( 𝑥, 𝑡) +
ଷ

ଶ
 𝜓௫( 𝑥, 𝑡)𝜓௫௫௫௫( 𝑥, 𝑡) = 0 .        (36)  

The Lagrangian of this Degasperis-Procesi 
equation (35) can be defined using the semi-
inverse method [20, 21] as follows. The 
functional of the potential equation (36) can be 
represented as the Lagrangian density in the 
following form: 

𝑗(𝜓) = ∫ 𝑑𝑥 ∫ 𝜓(𝑥, 𝑡)(𝐴ଵ𝜓௫௧(𝑥, 𝑡) −
்ோ

𝐴ଶ𝜓௫௫௫௧(𝑥, 𝑡) +  4𝐴ଷ𝜓௫
ଶ𝜓௫௫(𝑥, 𝑡) −

3𝐴ସ𝜓௫௫𝜓௫௫௫(𝑥, 𝑡) −
 𝐴ହ𝜓௫(𝑥, 𝑡)𝜓௫௫௫௫(𝑥, 𝑡)) 𝑑𝑡 ,         (37)  

where 𝐴ଵ, 𝐴ଶ, 𝐴ଷ, 𝐴ସ and 𝐴ହ are constants to be 
determined later. Integrating (37) by parts and 
taking 𝜓௧|డୖ = 𝜓௫|డୖ = 𝜓௫|డ୘ = 𝜓௫௫|డୖ =
𝜓௫௫௧|డୖ = 0 lead to: 

𝑗(𝜓) =

∫ 𝑑𝑥 ∫ ൬−𝐴ଵ𝜓௧( 𝑥, 𝑡) +
்ோ

𝐴ଶ𝜓௫( 𝑥, 𝑡)𝜓௫௫௧( 𝑥, 𝑡) −  
ସ

ଷ
𝐴ଷ𝜓௫

ସ( 𝑥, 𝑡) +
ଷ

ଶ
(𝐴ସ −  𝐴ହ)𝜓௫( 𝑥, 𝑡)𝜓௫௫

ଶ ( 𝑥, 𝑡) +

ଵ

ଶ
𝐴ହ𝜓௫

ଶ( 𝑥, 𝑡)𝜓௫௫௫( 𝑥, 𝑡)൰ 𝑑𝑡 .        (38)  

The constants 𝐴௜ (i = 1, 2,..., 6) can be 
determined by taking the variation of the 
functional (38) to make it optimal. Applying the 
variation of this functional and integrating each 
term by parts using the variation optimum 
condition yield the following expression: 

−2𝐴ଵ𝜓௫௧( 𝑥, 𝑡) − 2𝐴ଶ𝜓௫௫௫௧( 𝑥, 𝑡) +

16𝐴ଷ𝜓௫
ଶ( 𝑥, 𝑡)𝜓௫௫( 𝑥, 𝑡) + ቀ−

ଵହ

ଶ
𝐴ସ +

 
ଵଷ

ଶ
𝐴ହቁ 𝜓௫௫( 𝑥, 𝑡)𝜓௫௫௫( 𝑥, 𝑡)(𝐴ହ −

3𝐴ସ)𝜓௫(𝑥, 𝑡)𝜓௫௫௫௫ = 0  .         (39)  

Notice that the above equation (39) is 
equivalent to (36), so the constants 𝐴௜ (i = 1, 
2,..., 5) are obtained: 

𝑨𝟏 = 𝑨𝟐 =
𝟏

𝟐
.,  𝑨𝟑 =

𝟏

𝟒
, 𝑨𝟒 =

𝟕

𝟐𝟒
, 𝑨𝟓 = −

𝟏

𝟖
,   

In addition, the functional expression given 
by (38) obtains directly the Lagrangian form of 
the Degasperis-Procesi equation: 

𝐿(𝜓௫ , 𝜓௫௫, 𝜓௧, 𝜓௫௫௧, 𝜓௫௫௫) = −
ଵ

ଶ
 𝜓௫𝜓௧ +

ଵ

ଶ
 𝜓௫𝜓௫௫௧ −  

ଵ

ଷ
𝜓௫

ସ +
ହ

଼
𝜓௫𝜓

௫௫
ଶ

− 
ଵ

ଵ଺
𝜓௫

ଶ 𝜓௫௫௫  . 

 (40)  

5. Illustrative Example 

The Lagrangian density is: 

𝐿(𝜓௫ , 𝜓௫௫, 𝜓௧, 𝜓௫௫௧, 𝜓௫௫௫) 

= −
ଵ

ଶ
 𝜓௫𝜓௧ +

ଵ

ଶ
 𝜓௫𝜓௫௫௧ −  

ଵ

ଷ
𝜓௫

ସ +
ହ

଼
𝜓௫𝜓

௫௫
ଶ

−

 
ଵ

ଵ଺
𝜓௫

ଶ 𝜓௫௫௫ .          (41) 

Applying Euler-Lagrange equation (Eq. (9)), 
we get: 

𝜓௫௧( 𝑥, 𝑡) − 𝜓௫௫௫௧( 𝑥, 𝑡) +
 4𝜓௫

ଶ( 𝑥, 𝑡)𝜓௫௫( 𝑥, 𝑡) +
3𝜓௫௫( 𝑥, 𝑡)𝜓௫௫௫( 𝑥, 𝑡) +
ଷ

ଶ
 𝜓௫( 𝑥, 𝑡)𝜓௫௫௫௫( 𝑥, 𝑡) = 0  .        (42)  

First, we determine π using Eq (20):  

𝜋 =  
డℒ

డట೟
= −

ଵ

ଶ
 𝜓௫  .           (43) 

Then, using Eq. (22), the Hamiltonian density 
can be written as  

ℎ = −
ଵ

ଶ
 𝜓௫𝜓௫௫௧ +

ଵ

ଷ
𝜓௫

ସ −
ହ

଼
𝜓௫𝜓

௫௫
ଶ

+

 
ଵ

ଵ଺
𝜓௫

ଶ 𝜓௫௫௫ .           (44) 

Now, because 𝜋 is 𝜓-dependent, we have to 
use equations of motion for case 2. Applying Eq. 
(34), we get: 

𝜓௫௧( 𝑥, 𝑡) − 𝜓௫௫௫௧( 𝑥, 𝑡) +  4𝜓௫
ଶ( 𝑥, 𝑡)𝜓௫௫( 𝑥, 𝑡) 

+3𝜓௫௫( 𝑥, 𝑡)𝜓௫௫௫( 𝑥, 𝑡) +
ଷ

ଶ
 𝜓௫( 𝑥, 𝑡)𝜓௫௫௫௫( 𝑥, 𝑡) = 0  .        (45) 

The above equation is equivalent in form to 
Eq. (42) that has been derived by Euler- 
Lagrange. 

If we do not consider the dependency of 𝜋 on 
𝜓 and apply Eq. (30) in case1, then we get: 
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𝜓௫௧( 𝑥, 𝑡) − 𝜓௫௫௫௧( 𝑥, 𝑡) +
 4𝜓௫

ଶ( 𝑥, 𝑡)𝜓௫௫( 𝑥, 𝑡) +
3𝜓௫௫( 𝑥, 𝑡)𝜓௫௫௫( 𝑥, 𝑡) +
ଷ

ଶ
 𝜓௫( 𝑥, 𝑡)𝜓௫௫௫௫( 𝑥, 𝑡) = 0 .         (46) 

This is not equivalent to Degasperis-Procesi 
equation given by Eq. (42).  

6. Conclusion 

The Hamiltonian formulation of the 
Degasperis-Procesi field systems is developed 
and the Hamilton equations are presented. 
Additionally, we derived the Euler-Lagrange 
equations. The Hamilton's equations of motion 
are obtained for Degasperis-Procesi density.  

Two cases are considered here: (i) dependent 
conjugate momenta and (ii) independent 
conjugate momenta. It is noteworthy that the 
results are consistent with those derived using 
the formulation of Euler- Lagrange equations. 

Appendix A 

Variation of the Hamiltonian 

We can rewrite Eq. (36) as: 

ℋ = ∫ൣ𝜋 𝜓̇൧  dଷr − 𝐿 .         (A.1)  

Now, taking the variation of H, we get: 

𝛿ℋ = ∫ 𝛿ൣ𝜋 𝜓̇൧  dଷr − 𝛿𝐿 .        (A.2)  

Using Eqs. (27) and (28), we rewrite the 
variation of Lagrangian given by Eq. (A.2) as: 

𝛿𝐿 = ∫ൣ 𝜋̇𝛿𝜓 + 𝜋𝛿𝜓 ̇ ൧  dଷr .       (A.3)  

The above equation can be rearranged as: 

𝛿𝐿 = ∫ൣ 𝜋̇𝛿𝜓 + 𝛿ൣ𝜋𝜓 ̇ ൧ − 𝜓 ̇ 𝛿𝜋൧  dଷr .        (A.4) 

Substituting Eq. (A4) into Eq. (A2), one gets: 

𝛿ℋ = ∫ൣ−𝜋̇𝛿𝜓 + 𝜓 ̇ 𝛿𝜋൧  dଷr .        (A.5) 
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Abstract: A total of 10 cement samples were collected from the manufactures and markets. 
Spectrometry analysis of Sodium Iodide NaI (Tl) detector was used for measuring the 
samples' specific activity. The obtained specific activities of (226Ra, 232Th and40 K) were 
(35, 30 and 400) Bq/kg, respectively, which are below the critical values suggested by 
UNSCEAR2000. The radiological hazard indices of radium equivalent activities (Raeq), the 
indoor absorbed dose 𝐷௜௡(𝑛𝐺𝑦ℎିଵ), the internal annual effective dose equivalent (Ein) and 
the internal index (Hin) were calculated. All of the obtained values were below the world 
wide recommendation values. Fortunately, from the analyzed results, it was concluded that 
the local and imported cements in Erbil governorate will make no risk when used in 
building constructions.  
Keywords: Radionuclides, Gamma-ray spectrometer, Cement. 

 

Introduction 

Radioactivity can be regarded as a process by 
which an unstable atomic nucleus loses energy 
by emitting radiation, such as an alpha particle, 
beta particle and gamma ray [1]. 

All living organisms are continuously 
exposed to natural background radiation mainly 
coming from external background radiation, due 
to 238U, 232Th and 40K, which are present in the 
earth’s crust [2]. 

Building raw materials and products are 
derived from rock and soil that contain various 
amounts of natural radionuclides. They are 
considered as the source of direct radiation, since 
people spend more than 80% of their time 
indoors [3]. 

The radioactive contamination in building 
raw materials was specified and recognized as 
the major source of gamma indoor exposure [4]. 

Cement has been used widely throughout the 
world as a basic material in building 
constructions. Many local and international 
studies have been conducted to investigate and 

assess the natural radioactivity due to cement [5-
10]. 

Erbil, the capital of Kurdistan region-Iraq, 
lives a huge investment period in the infra-
structure building and dwelling constructions; 
so, beside the local products, different imported 
raw materials including cements were inserted 
into markets. Thus, it is very important to study 
the activity concentration of primordial 
radionuclides (238U, 232Th and 40K) in cement 
types existing in Erbil governorate, and to 
calculate the derived radiological parameters.  

Materials and Methods 

A total of 10 samples from the available 
cement types in Erbil markets were taken, see 
Table 1. From each cement type, 1.1 kg had been 
taken and left in a sealed Marinelli beaker for 
one month to reach secular equilibrium, where 
the rate of decay of the daughters becomes equal 
to that of the parents. This step is necessary to 
ensure that radon gas is confined within the 
volume and the decay products will also remain 
in the sample.  



Article  Ahmed et al. 

 74

TABLE 1. Cement types used in the study. 
Sample code Name Color Origin 

S1 DELTA white Kurdistan-Sulaymanyah 
S2 ILAM green Iran 
S3 White Portland cement white Iran 
S4 ҪiMSA WHITE white Iran 
S5 Baomix 101 green Turkey 
S6 Ademix 333 brown-red Turkey 
S7 Kurdistan Cement green Kurdistan-Erbil 
S8 Kalekim 1054 white Turkey 
S9 SIBRE brown-green Turkey 
S10 YaTIS white Turkey 

 

Gamma Ray Spectrometry Analysis  

The gamma spectrometer that exists in the 
post-graduate nuclear laboratory at Salahaddin 
University-Erbil consists of a 3ʺ×3ʺ NaI (Tl) 
detector (SILENA type model 3S3), a 
preamplifier, an amplifier, a multi-channel 
analyzer of 512 channels of (CASSY type and 
model 524058) and a high voltage power supply 
(521681 LYBOLD) with the range and operating 
voltage of 0-1500 (800 Volts). The detector 
resolution was measured by full width at half 
maximum (FWHM) of 7.4 at the 662 KeV 
gamma line of 137Cs. The detector is shielded by 
two layers starting with copper (20mm) and lead 
(10 cm) in order to reduce background radiation. 
The energy calibration for NaI (Tl) gamma ray 
spectrometry was carried out using the point 
source of 226Ra with its progenies: 214Pb (242, 
295 and 352 KeV) and 214Bi (609 and 1120 
KeV). Full energy peak efficiency calibration 
was performed using the three standard well- 
known activity sources of 137 Cs, 60Co and 152Eu. 
A CASSY software program was used to acquire 
and analyze the spectrum. The cement samples 
were counted within the calibrated spectrometer 

for 21600 sec. The obtained net cement spectra 
(after subtracting the background) have been 
analyzed using indirect methods to determine the 
specific activities of 238U and 232Th.The sample 
concentrations of (238U, 232Th and 40K) for the 
cements were determined in Bq/kg from gamma 
ray photo peaks of 352 KeV (214Pb), 911 KeV 
(228Ac) and 1460 (40K). The activity 
concentration in cement samples was calculated 
using the following equation [5]. 

𝐴௦ =
ே௦

ɛം ூം ௧ ௠೎
(𝐵𝑞 𝐾𝑔ିଵ) ,           (1)  

where Ns is the net peak area at a certain energy, 
ɛɣ is the efficiency of the detector for a specific 
gamma ray energy, I is the emission probability 
of radionuclide of interest, t is the total counting 
time and mc is the mass of the sample. 

Results and Discussion  

The measured activity concentrations of three 
naturally occurring radionuclides (226Ra, 232Th 
and 40K) in different cement samples are given in 
Table 2. The results are provided as a bar graph 
in Fig. 1. 

TABLE 2. Specific activities of primordial radionuclides in cement samples. 
Sample code 238U Bq/kg 232Th Bq/kg 40K Bq/kg 

S1 11.804±0.143 3.98±0.167 109.432±1.661 
S2 18.678±0.18 4.308±0.174 192.974±2.206 
S3 19.009±0.181 2.152±0.123 30.461±0.876 
S4 18.958±0.181 3.191±0.15 100.369±1.591 
S5 11.284±0.14 7.416±0.228 486.029±3.501 
S6 20.768±0.189 2.678±0.137 7.654±0.439 
S7 16.444±0.169 2.94±0.144 150.554±1.948 
S8 9.234±0.126 2.089±0.121 16.073±0.637 
S9 11.548±0.141 2.735±0.139 102.86±1.61 
S10 14.162±0.156 3.359±0.154 140.95±1.885 
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FIG. 1. 238U, 232Th and 40K activity concentrations across sample codes. 

 

As can be seen from Table 2, the activity 
concentrations of 226Ra and 232Th of cements 
were lower than those of the world average for 
soil of 35 Bqkg-1 and 30 Bqkg-1, respectively [2]. 
For all cement samples under investigation, the 
measured 232Th activities were in the range 2.08- 
7.41 Bq /kg, lower than the 238U activities, while 
the observed 40K activities were in the range 
30.4-486 Bq/kg. 

Determination of Hazard Indices 

Radium Equivalent Activity (Raeq) 

 The distribution of natural radioactivity in 
building material is not uniform; so, the specific 
activity of 226Ra, 232Th and 40K can be 
represented by a single quantity (Raeq) which is 

introduced by [11] and mathematically 
calculated as  

𝑅𝑎௘௤. = 𝐴ோ௔ + 1.43𝐴்௛ + 0.077𝐴௄            (2) 

where ARa, ATh and AK are the activity 
concentration of 226Ra, 232Th and 40K, 
respectively. It has been assumed that 1 Bq/kg of 
226Ra, 0.7 of 232Th and 13 Bq/kg of 40K produces 
the same gamma ray dose rate.  

The measured values of Raeq of cement 
samples ranged from 13.45 (S8) to 59.3 (S5) 
Bq/kg, as shown in Table 3, which are all below 
the admissible level of 370 Bq/kg suggested by 
[2]. Table 4 presents a comparison of the 
reported values of mean radium equivalent for 
selected cements obtained in other countries with 
those determined in the present study. 

 

TABLE 3. The radioactive doses and radiological hazard indices of primordial Radionuclides in 
cement samples. 

Sample code Raeq. (Bq/kg) 𝐷௜௡(𝑛𝐺𝑦ℎିଵ) Ein(mSv/y) Hin 
S1 25.922 24.172 0.118 0.101 
S2 39.697 37.665 0.184 0.157 
S3 24.433 22.437 0.109 0.117 
S4 31.251 29.195 0.142 0.135 
S5 59.314 57.975 0.284 0.19 
S6 25.187 22.800 0.111 0.124 
S7 32.242 30.656 0.149 0.131 
S8 13.459 12.150 0.059 0.061 
S9 24.873 22.034 0.117 0.104 
S10 30.254 28.226 0.142 0.133 
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TABLE 4. Comparison of mean radium equivalent values with those of previous studies. 
Country Raeq. (Bq/kg) References 

Iran 103.32 [10] 
Nigeria 98.1 [12] 

Iraq 68.21 [13] 
Turkey 73 [14] 
India 102.011 [6] 
Egypt 63.4 [7] 

Slovakia 47.1 [8] 
Italy 159 [15] 

Greece 132 [15] 
Netherlands 174 [15] 

Erbil, Kurdistan 30.46 Present work 
 

Indoor Annual Effective Dose Rate (Ein) 

Indoor Annual Effective Dose Rate can be 
defined as the amount of dose received by 
individuals inside buildings. (Ein) can be 
obtained from the indoor absorbed dose 
𝐷௜௡(𝑛𝐺𝑦ℎିଵ) given as: 

𝐷௜௡(𝑛𝐺𝑦ℎିଵ) = 0.926𝐴ோ௔ + 1.1𝐴்௛ +
0.081𝐴௄ .              (3) 

The calculated 𝐷௜௡(𝑛𝐺𝑦ℎିଵ) values are 
shown in Table 3. 

Using the dose conversion factor (0.7) and 
the time (0.8) of stay in the indoor during the 
year, the indoor annual effective dose is defined 
as follows [7]: 

𝐸௜௡(𝑚𝑆𝑣 𝑦ିଵ) = 𝐷௜௡(𝑛𝐺𝑦ℎିଵ) × 8760ℎ ×
0.8 × 0.7𝑆𝑣 𝐺𝑦ିଵ × 10ି଺ .            (4) 

Table 3 presents the calculated Ein for 
cements. Ein values varied from 0.059 (S8) to 
0.284 (S5) mSv/y. All the obtained values are 
below the average recommendation value of 0.41 
mSv/y declared by [2] for indoor annual 
effective dose rates.  

Internal Hazard Index (Hin) 

Internal exposure of radon and its progenies 
is defined by estimating internal hazard index, 
which is given by the formula [7]: 

𝐻௜௡ =  
஺ೃೌ

ଵ଼ହ
+

஺೅೓

ଶହଽ
+

஺಼

ସ଼ଵ଴
 .           (5)  

The Hin values are shown in Table 3. The 
range of Hin varied from 0.061(S8) to 0.19 (S5) 
with an average value of 0.287. All the obtained 
values of Hin are well below the critical value of 
one. This means that there are no risks to 
inhabitants owing to harmful effects of ionizing 
radiation from the natural radionuclides in 
cements; so, hazards can be neglected [7]. 

Conclusion 

The specific activity of the three 
radionuclides 226Ra, 232Th and 40K has been 
determined for local and imported cements in 
Erbil governorate. Based on the activity 
concentrations, the indoor dose rate was 
estimated for individuals in dwellings. The 
indoor dose rate was increased over life period 
for all cement samples. Fortunately, all the 
obtained values are well below the critical values 
presented by EPA. So, the cements used in Erbil 
governorate are safe and do not pose any 
radiological risks to dwellers.  
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Abstract: The energy band structure obtained from WIEN2k calculations is used to 
calculate the transport coefficients via the semi-classical Boltzmann transport theory with 
constant relaxation time () as employed in the BoltzTraP package for ALiF3(A= Ca, Sr 
and Ba) using mBJ-GGA potential. The thermoelectric properties of the above compounds 
are investigated through the calculation of the main transport properties: Seebeck 
coefficient (S), electrical () and electronic thermal (ke) conductivity, figure of merit (ZT) 
and power factor. All compounds show insulating behavior.  
Keywords: Fluoroperovskite, Band gap, BoltzTraP, Thermoelectric properties, Figure of 

merit. 
 

 

Introduction 

Searching for new materials with efficient 
thermoelectric (TE) properties has attracted great 
interest from researchers in order to obtain a 
better conversion of energy from waste heat to 
electricity [1, 2]. To date, it has been shown that 
many classes of material have promising TE 
properties, such as complex oxides [3, 4], 
Skutterudites [5, 6], Clathrates [7, 8] and half 
Heusler [9, 10].  

We previously investigated the optical and 
electronic properties of XLiF3 (X = Ca, Sr and 
Ba) using first-principles calculation. The study 
has shown the presence of a direct band gap (Γ-
Γ) [11]. Furthermore, we have shown that the 
electronic, structural, optical and magnetic 
properties of SrLiF3 compounds have been 
changed by inserting Eu ions in Sr sites [12]. 

Perovskite compounds have an interesting 
history of being considered for thermoelectric 
applications due to their low thermal 
conductivity and high Seebeck coefficient. Some 
of perovskite materials can be used as an 

alternate source for renewing waste heat caused 
by industries. In a very recent investigation, the 
electronic, structural and thermoelectric transport 
properties of KCaF3 compounds by ab-initio 
method were studied. The calculated electronic 
structures indicated that KCaF3 is an insulator 
[13]. 

Calculation Method  

We performed self-consistent calculations 
based on density functional theory (DFT) [14] 
using the full-potential linearized augmented 
plane wave (FP-LAPW) approach as 
implemented in the Wien2k package [15]. In this 
approach, we partitioned the unit cell into two 
regions: the first is atomic muffin-tin centered 
spheres with radii RMT and the second is 
interstitial region [16]. The exchange and 
correlation potential is used within the modified 
Becke-Johnson (mBJ) [17]. Our compounds are 
in Pm-3m (#221) space group with a cubic 
structure. The maximum quantum number ℓ for 
the wave function expansion inside the atomic 
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muffin-tin spheres is taken up to ℓmax =10. The 
core cut-off energy is -6 Ry and the plane wave 
cut-off 16 Ry is chosen for the expansion of 
wave functions in the interstitial region. The 
charge density is Fourier expanded up to Gmax 
= 12. For the Kmesh sampling, we used the 
14×14×14 mesh of points for structural and 
electronic properties' calculations. The lattice 
parameters are calculated using the Murnaghan’s 
equation of state [18]. The calculations are 
carried out self-consistently and the results are 
taken when the convergence tolerance of charge 
is less than 10−4 electron charge. 

Band structure energies obtained from 
WIEN2k calculations, using mBJ 
approximations, enable us to calculate the 
transport properties of ALiF3 (A= Ca, Sr and 
Ba). The different transport coefficients are 
calculated using the semi-classical Boltzmann 
transport theory within the constant relaxation 
time () approximation as employed in the 
BoltzTraP computer package [19, 20]. Dense k-
mesh of 40×40×40 in the full Brillouin zone is 
used to gain meaningful results. The main 
transport coefficients are electrical conductivity 
(), electronic thermal conductivity (𝐾௘) and 
Seebeck coefficient (S). They are given by the 
following formulae [21]: 

𝜎 = 𝑒ଶ ∫ 𝑑𝐸 ቀ
డ௙೚

డா
ቁ ∑(𝐸)           (1) 

𝐾௘ =
ଵ

்
∫ 𝑑𝐸 ቀ−

డ௙೚

డா
ቁ ∑(𝐸)(𝐸 − 𝜇)ଶ         (2) 

𝑆 =
௘

ఙ்
∫ 𝑑𝐸 ቀ−

డ௙೚

డா
ቁ ∑(𝐸)(𝐸 − 𝜇)         (3) 

where, 

ቀ−
డ௙೚

డா
ቁ =

ଵ

௄ಳ்

ୣ୶୮ (
ℇషഋ

಼ಳ೅
)

(ୣ୶୮൤൬
ℇషഋ

಼ಳ೅
൰൨ାଵ)మ

          (4) 

and ∑(E) is the transport distribution function 
given by [21]: 

∑(𝐸) =
ଶ

ଷ
∫

ௗయ௞

(ଶగ)య 𝜐௞
ଶ𝜏(𝑘)𝛿 ቀ𝐸 − 𝐸௖ −

ℏమ௞మ

ଶ௠೐
∗ ቁ.    (5) 

Here, υk and me
* are the velocity and the 

effective mass of the electron in the conduction 
band, respectively. Ec is the minimum energy of 
the conduction band. 

In the general case, TE's efficiency is 
characterized by the dimensionless figure of 
merit ZT. It determines the thermoelectric 
performance of materials. In other words, the 

material having better TE performance has larger 
ZT value [21], defined as: 

𝑍𝑇 =
ఙ ௌమ

௄೐ା௄೗
𝑇             (6) 

where, 𝑘௘+kl and T are the total thermal 
conductivity K and temperature, respectively. 
For practical applications, materials with ZT ≥ 1 
are required. Larger ZT requires greater σ and 
smaller K (total thermal conductivity) for good 
practical thermal electric system.  

Results and Discussion 

Band Gap and Density of States  

Our previous band structure calculations 
through DFT indicated that the three perovskite 
systems ALiF3 (A= Ca, Sr and Ba) are insulators 
using GGA approximation [11] and mBJ-GGA 
potentials [22, 23] and the energy band gap (Eg) 
values are: 8.202eV, 9.399eV and 8.199eV for 
CaLiF3, SrLiF3 and BaLiF3, respectively. 

Fig.1 shows the band structure and density of 
states for the investigated systems. The energy 
band gap (Eg) is found to be direct for 
both SrLiF3 and BaLiF3 compounds and indirect 
 for CaLiF3. 

Thermoelectric Properties  

Using the energy eigenvalues obtained from 
the DFT calculations by solving the Boltzmann 
semi-classical equation with constant relaxation 
time (approximation using the BoltzTrap 
computer packages, we investigate the electronic 
transport coefficients. The calculated coefficients 
are: the electrical conductivity (σ/τ), thermal 
conductivity (κ/τ), Seebeck coefficient (S), 
figure of merit (ZT) and power factor as a 
function of temperature. 

The electrical conductivity (σ/τ) is displayed 
for CaLiF3, SrLiF3 and BaLiF3 compounds in 
Fig. 2. It is obvious that electrical conductivity is 
a function of temperature; this is a typical 
behavior of insulators [19]. All compounds 
indicate minimum value of (σ/τ) at low 
temperature (50 K) equal to 0.591×1018(1/ 
Ω.m.s), the maximum values reach 26.732 
×1018(1/Ω.m.s), 38.000 ×1018(1/Ω.m.s) and 
30.232 ×1018(1/Ω.m.s) at 800K temperature for 
CaLiF3, SrLiF3 and BaLiF3, respectively. The 
electrical conductivity calculation agrees with 
band structure calculations (Fig. 1).  
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FIG. 1. Electronic band structure and density of states (a) CaLiF3, (b) SrLiF3 and (c) BaLiF3. 

 
FIG. 2. Electrical conductivity,10
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In our calculations, CaLiF3, SrLiF3 and 

BaLiF3 show thermal insulating behavior, where 
thermal conductivity ke/ increases as 
temperature increases (Fig. 3). The increase in 
ke/ arises from heating material which increases 
atomic vibrations to a limit such that they 
transmit energy in the form of kinetic energy. 
The values of ke/, at the whole range of 
temperature, for both CaLiF3 and BaLiF3 
compounds are comparable, since Eg for both of 
them is almost equal. At low temperature (zero 
Kelvin), the material is an insulator (8.202eV, 
9.399eV and 8.199eV for CaLiF3, SrLiF3 and 
BaLiF3, respectively). The total thermal 
conductivity (𝑘௘+𝑘௟) increases at high 
temperature. The contribution of the lattice 
thermal conductivity (kl) resulting from phonon- 
phonon interaction is responsible of the total 
thermal conductivity. Thermal conductivity here 
is due to the electronic part only, which is equal 
to 3.2 (W/ m.K), 1.9 (W/ m.K) and 1.2 (W/ m.K) 
for SrLiF3, BaLiF3 and CaLiF3, respectively, at 
T=300 K. If kl were (not calculated here) 
considered in the calculations, then the estimated 
total K would be larger than 𝑘௘. As a result, ZT 
value is expected to be smaller than the observed 
one [24, 25]. That is; the total thermal 
conductivity is enhanced by increasing 
temperature. 

Fig. 4 illustrates the temperature dependence 
of Seebeck coefficient. The S values for CaLiF3 
and BaLiF3 show very small decrement after 

300K, and almost constant in all the range of 
temperature for CaLiF3 perovskite.  

SrLiF3 perovskite shows a decreasing trend of 
S value beyond 300K (room temperature) which 
is a typical behavior for insulators in agreement 
with band structure calculations. The minimum 
value of S is found at 50K for all compounds. 
Meanwhile, the maximum value of Seebeck 
coefficient occurs almost at room temperature 
(300K), as listed in Table (1).  

TE efficiency of the device can be described 
in terms of ZT. For practical applications, ZT ≥ 1 
for good heat conversion [17]. ZT for both 
CaLiF3 and BaLiF3 show a small increase 
beyond 300K. On the other hand, ZT value of 
SrLiF3 tends to decrease beyond 300K; one can 
notice this behavior clearly in Fig. 5. The value 
of ZT at room temperature (300K) for the three 
compounds is presented in Table 1; it is obvious 
that ZT values are less than one.  

Using the values of (S) and (σ/τ), one can 
calculate the power factor (S2σ). The electric 
power factor is reported in Fig.6. The power 
factor increases monotonically with the increase 
in temperature from 100K to 800K for all 
compounds. The maximum value of the 
calculated power factor is 1.480×1012(W/mK2), 
1.630×1012(W/mK2) and 1.340×1012(W/mK2) for 
CaLiF3, SrLiF3 and BaLiF3, respectively. 

 
  

 
FIG. 3. Electronic thermal conductivity, 


10

15
 W / m K s). 

0

1

2

3

0 100 200 300 400 500 600 700 800


e

1

0 
15

W
 /

m
K

 s
)

T(K)

- CaLiF3

- SrLiF3

- BaLiF3



Article  Mahmoud et al. 

 84

 
FIG. 4. The Seebeck coefficient (V/K). 

 

TABLE 1. Seebeck coefficient (V/K) and figure of merit ZT at room temperature 300K. 
Compound Seebeck Coefficient (V/K) Figure of merit ZT 

CaliF3 256.665 0.758  
SrLiF3 262.778  0.806  
BaLiF3 241.480 0.757 

 

 
FIG. 5. The figure of merit (ZT). 

 

0

50

100

150

200

250

300

0 100 200 300 400 500 600 700 800

S
 (
K

/V
)

T(k)

- CaLiF3

- SrLiF3

- BaLiF3

0.7

0.72

0.74

0.76

0.78

0.8

0.82

0.84

0 100 200 300 400 500 600 700 800

ZT

T(K)



Thermoelectric Properties of ALiF3 (A= Ca, Sr and Ba): First-Principles Calculation 

 85

 
FIG. 6. The power factor (1012W/mK2). 

 
Conclusion  

Thermoelectric properties of ALiF3 (A= Ca, 
Sr and Ba) perovskite are calculated using the 
energy eigenvalues obtained from the DFT 
calculations by solving the Boltzmann semi-
classical equation using the BoltzTrap code. The 
calculations of the (σ/τ) and (κ/τ) as a function of 
temperature are found in agreement with band 
structure calculations. Meanwhile, Seebeck 
coefficient (S) is also calculated for the three 
systems. The results show that the S value is 
decreasing with temperature above 300K for all 
compounds. The values of S for all systems are 
calculated at 300K.  

TE efficiency is characterized by the 
dimensionless quantity ZT, the value of ZT is 
almost constant above 300K for BaLiF3 and 
increases with temperature for CaLiF3 
compound, while it decreases with temperature 
for SrLiF3.  

Although it is often supposed that TE devices 
made of materials with a higher power factor are 
capable of generating more energy, this is only 
true for a thermoelectric device with fixed 
geometry and unlimited heat source and cooling. 
If the geometry of the device is designed for 
specific application, the maximum functionality 
of TE materials will be determined by their ZT, 
not S2σ [26]. The investigated systems are not 
suitable for TE devices, as they act as insulators. 
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Abstract: Novel solar cell structure based on multi-type nanoparticles layer has been 
investigated. The transmission and reflection of the incident light have been computed by 
the Transfer Matrix Method for different physical parameters of the structure and the 
numerical results are obtained by Maple program software. We found that the types of 
nanoparticles on the proposed anti-reflective (AR) structure have effectively enhanced 
transmission and minimized reflection.  
Keywords: Anti-reflective, Metallic, Nanoparticles, Reflection, Solar cell, Transmission. 

 

Introduction 

Photovoltaic or solar cells are among of the 
key elements of renewable energy sources which 
convert sunlight into electrical power. This 
technology may meet the demand of the 
increasing need for energy. Absorption, 
reflection and transmissions are very important 
parameters which influence photovoltaic solar 
cell efficiency. Solar cells have attracted the 
attention of researchers and industry worldwide 
through research on both raw materials and the 
fabrication process in order to reduce the 
processing cost and solar cell size to meet the 
worldwide demand on energy [1-6].  

The basic key concept of effective solar cells 
depends on increasing the transmitted light and 
decreasing the reflected light, taking into account 
the concept of surface plasmons. Surface 
plasmons (SPs) are two-dimensional (2D) 
electromagnetic waves confined at the metal–
dielectric interface [7-15], resulting from the 
coupling of the electromagnetic field to the 
collective plasma excitation. SPs show promise 
as a possible tool to control light at a 

subwavelength scale [9-15], which has 
prospective uses in many practical applications, 
such as optical biosensing, waveguide devices 
and emitters [9-15]. SPs have been investigated 
in a large variety of metal-based systems as 
crystalline solar cells. Various solar cell structure 
models have been extensively investigated 
containing different materials as nanoparticles. 
One of the most approaches meeting the 
requirements of the concept of solar cell is the 
anti-reflected coating (ARC) by minimizing the 
reflected light [5-9]. Recently, there have been 
growing interests in using nanoparticles for 
designing solar cell models [5-21]. 

In this communication, we propose 
theoretically and numerically a novel solar cell 
model based on two types of nanoparticles. 

Simulation Model and Theory 

The solar cell model under investigation is a 
four-layered structure containing one film with 
nanoparticle materials. We examine the 
proposed structure for three cases: the first case 
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is with two nanoparticle materials (Ag and Au), 
the second case is with one type of nanoparticle 
either (Ag or Au) as shown in Fig. 1. The 
nanoparticle film is deposited on SiN and 
covered by an air layer. The refractive indices 

are denoted as n0, n1, n2 and ns for air, (Ag-Au or 
Ag, Au), SiN and Si, respectively. The 
nanoparticle layer thickness is d1 and the SiN 
layer thickness is d2.  

 
FIG. 1. Sketch of the Air–Nps–SiN –Si multilayer structure (solar cell model). The Np layer with the thickness 

d1 and the SiN layer with the thickness d2 are deposited on the Si substrate. 

 

The effective permittivity of the nanoparticle-
film with two types of nanoparticles is described 
by the Maxwell-Garnett mixing rule as [4]: 
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                     (1) 

where εo is the permittivity of the host (base) 
material which equals 1, ε1=(0.13455-3.98651i)2 
is the permittivity of the silver nanoparticles, ε2 = 
(0.19715-3.0899i)2 is the permittivity of the gold 
nanoparticles and f1 and f2 are the volume 
fractions of Ag and Au nanoparticles in the host 
medium, respectively. 

Following the notations and approaches used 
in [10, 21], both transmission and reflection can 
easily be derived. 

Results and Discussion 

The structure under consideration has a film 
consisting of two types of nanoparticles, (Ag-
Au) with nAg= 0.13455-3.98651i, nAu=0.19715-
3.0899i on SiN (n2=2.24) and covered by air 
with n0=1 and the Si substrate with ns=3.5. The 
thicknesses d1and d2 are taken to be equal to a 

quarter of wavelength at each medium (di = λi/4), 
where λi = λi/ni and ni is the refractive index for 
each medium. The wavelength λ is chosen close 
to the peak of the solar spectrum (λ=600nm), as 
well noticed at the spectral response in the range 
(300-1200 nm). This range is taken to limit the 
spectrum of incident light. Also, it is worth 
mentioning that for Si technology, the infrared 
region is less important due to the gap of Si. The 
variation of the percentage of the transmitted and 
reflected light versus the wavelength of the 
incident light was computed and illustrated for 
different values of light incidence angle. The 
values of the volume fractions of the two 
nanoparticles (f1=0.15, f2=0.05) for Ag and Au, 
respectively, in the host medium are used in the 
computations. 

Fig. 2 displays the effects of the solar cell 
model structure based on two types of 
nanoparticles (Ag-Au) through the concept of 
transmission. It has been noticed that the 
transmission coefficients are almost reaching 
100% when incidence angle is equal to zero. 

Moreover, an enhancement of the results has 
been observed over a good range, as we saw that 
the transmission coefficient is above 95% over 
the wavelength range term 450nm to 1100nm. 
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FIG. 2. Percentage of transmitted light versus incident light wavelength for different values of light incidence 

angle, where d1 = 600/4n1, d2 = 600/4n2, θ = 0.0o, f1 = 0.15 and f2 = 0.05. 

 
Fig. 3 illustrates the reflection coefficients of 

the two types of nanoparticles (Ag and Au) 
versus the operating of light incident leading to 
minimum values. The reflection coefficients 
almost equal zero or the minimum values for a 

long range of light wavelengths leading to 
remarkable solar enhancement. 

 

 
FIG. 3. Percentage of reflected light versus incident light wavelength for different values of light incidence 

angle, where d1 = 600/4n1 and d2 = 600/4n2. 

 

Fig. 4 illustrates the effects of the fractions of 
the two types of nanoparticles (Ag-Au) on the 
efficiency of solar cell model structure. The 
percentage of the transmitted light versus the 
incident light wavelength for different values of 
volume of fraction shows equal fractions of the 
two types of nanoparticles or quantities of the 
two nanoparticles as f1 = 0.25, f2 = 0.25. It has 
been noticed that the mixture of the two equal 
quantities of nanoparticles as f1 = f2 = 0.25 is 

the best state to achieve higher efficiency by 
getting lower reflection and higher transmission. 
Other nice views of the transmission of the 
proposed structure have been clearly noticed for 
different values of the nanoparticles of the two 
recommended types, Au and Ag. So, 
transmission can be controlled and adjusted by 
tuning or adopting the fractions of nanoparticles 
in the manufacturing process. 
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FIG. 4. Percentage of transmitted light versus incident light wavelength for different values of volume of 

fraction, where d1 = 600/4n1, d2 = 600/4n2, θ = 0.0o, f1 = 0.15 and f2 = 0.05. 

 
Fig. 5 shows the percentage of the reflected 

light versus incident light wavelength for 
different values of volume of fraction of the two 
types of nanoparticles with the same data of the 

above figures of transmission. This figure 
demonstrates a good picture of the high 
efficiency of solar cells. 

 
FIG. 5. Percentage of reflected light versus incident light wavelength for different values of volume of fraction, 

where d1 = 600/4n1, d2 = 600/4n2 and θ = 0.0o. 

 

Figs. 6 and 7 shoe the effect of a new 
physical parameter of the proposed solar cells; 
thickness of the layer of SiN d2 has been 
implemented to compute the percentage of 
transmitted light versus the incident light 
wavelength and the percentage of reflected light 
versus the incident light wavelength for various 
values of the thickness d2.  

Widening the SiN layer leads to minimum 
percentage of reflected light versus the incident 
light wavelength at d2 = 60 nm and d2 = 80nm, 
which confirms the concept that minimum 
reflected light occurs at the thickness equal to a 
quarter of the wavelength.  
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FIG. 6. Percentage of transmitted light versus incident light wavelength for various values of the thickness d2,   

d1 = 600/4n1,  f1 = 0.15,  f2 = 0.05 and θ = 0.0o. 

 

 
FIG. 7. Percentage of reflected light versus incident light wavelength for various values of the thickness d2,       

d1 = 600/4n1,  f1 = 0.15,  f2 = 0.05 and θ = 0.0o. 

 

Conclusions 

We have numerically investigated a novel 
proposed solar cell structure model based on two 
types of nanoparticles. Maximum transmission 
and minimum reflection have been achieved 
leading to higher solar cell efficiency. Higher 
efficiency can be obtained by adjusting the 
physical parameter of volume fraction of 
nanoparticles, the film thickness and the incident 
light angle in the proposed structure. The 

obtained promising results of the structure model 
based on two types of nanoparticles could be 
used in designing future solar cells. 
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  بصورة متسلسلة كما وردت في النص. ،ططات) والصورالرسومات البيانية (المخوالرسومات و: يتم ترقيم الأشكال الرسوم التوضيحية

 ، علــى ان تكــون أصــيلةالأســودوالأبيض بــتقبــل الرســوم التوضــيحية المســتخرجة مــن الحاســوب والصــور الرقميــة ذات النوعيــة الجيــدة   
لا تحتـاج   بحيـث هـا الأصـلي   يجب تزويد المجلة بالرسـومات بحجم والمقابل. بوكل منها على ورقة منفصلة ومعرفة برقمها  ،وليست نسخة عنها

وبكثافـة متجانسـة.    0.5عـن   ، وألا تقـل سـماكة الخطـوط   Times New Romanمـن نـوع    8 الحجـم  حـروف عـن  وألا تقـل ال ، لاحقـة إلى معالجة 
ع يجـب أن تتوافـق م ـ   ،فـي حالـة إرسـال الرسـومات بصـورة رقميـة      وتنشـر ملونـة.   سجب إزالـة جميـع الألـوان مـن الرسـومات مـا عـدا تلـك التـي          وي

للرسـومات بـاللون الرمـادي،     dpi 600 و الأسـود الخطيـة،  و) لرسـومات الأبـيض   dpi Resolution 1200يز (امتطلبـات الحـد الأدنـى مـن التم ـ    
بـالحجم الفعلـي الـذي     الرسـوم التوضـيحية   أن ترسـل و، )jpgيجب تخزين جميع ملفات الرسومات علـى شـكل (  وللرسومات الملونة.  dpi 300و
نســخة ورقيــة أصــلية ذات نوعيــة جيــدة  يجــب أرســال ،)Onlineالمخطــوط بالبريــد أو عــن طريــق الشــبكة (وســواء أرســل يظهر فــي المجلــة. ســ

  للرسومات التوضيحية.

 وتشمل المواد الإضافية أي .: تشجع المجلة الباحثين على إرفاق جميع المواد الإضافية التي يمكن أن تسهل عملية التحكيممواد إضافية

  .مفصلة لا تظهر في المخطوطاشتقاقات رياضية 

علـى البـاحثين تقـديم نسـخة     ف: بعد قبـول البحـث للنشـر وإجـراء جميـع التعـديلات المطلوبـة،        المدمجةقراص الأل) و(المعد المنقحالمخطوط 

ا على تحتوي على المخطوط كاملا مكتوب لكترونيةإنسخة مزدوجة، وكذلك تقديم  بأسطرأصلية ونسخة أخرى مطابقة للأصلية مطبوعة 
Microsoft Word for Windows 2000  يجب إرفاق الأشكال الأصلية مع المخطوط النهائي المعدل حتى لـو  و. منه استجدأو ما هو

م جميـع الرسـومات التوضـيحية بـالحجم الحقيقـي      د)، وتق ـjpgتخزن جميع ملفات الرسـومات علـى شـكل (   ولكترونيا. إتم تقديم الأشكال 
، مـدمج يجب إرفاق قائمة ببرامج الحاسوب التي استعملت في كتابة الـنص، وأسـماء الملفـات علـى قـرص      و تظهر به في المجلة.سالذي 

  . مغلف واق ويحفظ فيعنوان المقالة، والتاريخ. و ، وبالرقم المرجعي للمخطوط للمراسلة،م القرص بالاسم الأخير للباحثحيث يعلَ

  حقوق الطبع

 أي جهـة أخـرى   لـدى ترافاً صريحاً من الباحثين بأن مخطوط البحـث لـم ينْشـر ولـم يقَـدم للنشـر       يشكِّل تقديم مخطوط البحث للمجلة اع
ملكـاً لجامعـة اليرمـوك    لتُصبح  نموذج ينُص على نقْل حقوق الطبعأ. ويشترط على الباحثين ملء كانت وبأي صيغة ورقية أو إلكترونية أو غيرها

ويمنـع  كمـا   .نموذج نقل حقـوق الطبـع مـع النسـخة المرسـلَة للتنقـيح      إالتحرير بتزويد الباحثين برئيس  قومقبل الموافقة على نشر المخطوط. وي
  دون إذن خَطِّيā مسبق من رئيس التحرير.من إعادة إنتاج أي جزء من الأعمال المنشورة في المجلّة 

  إخلاء المسؤولية

، ولا يعكس بالضرورة آراء هيئة التحرير أو الجامعة أو سياسة اللجنة العليا للبحث العلمي أو إن ما ورد في هذه المجلة يعبر عن آراء المؤلفين
وزارة التعلــيم العــالي والبحــث العلمــي. ولا يتحمــل ناشــر المجلــة أي تبعــات ماديــة أو معنويــة أو مســؤوليات عــن اســتعمال المعلومــات       

  المنشورة في المجلة أو سوء استعمالها.

  

  ة مفهرسة في:المجل: الفهرسة

  

Emerging Sources Citation Index 

(ESCI) 

    

  
  

  



  معلومات عامة

، وزارة التعلـيم  دعـم البحـث العلمـي   بـدعم مـن صـندوق    ة تصـدر  محكم ـمتخصصـة  ة عالميـة  هي مجلة بحـوث علمي ـ  للفيزياءالمجلة الأردنية 
وتنشـر   .ربـد، الأردن إالعالي والبحث العلمي، عمان، الأردن. وتقوم بنشر المجلة عمـادة البحـث العلمـي والدراسـات العليـا فـي جامعـة اليرمـوك،         

، والمقــالات Technical Notesالفنيــة ، والملاحظــات Short Communications لمراســلات القصــيرةا إلــى ، إضــافةالأصــيلةالبحــوث العلميــة 
  نجليزية.، باللغتين العربية والإالنظرية والتجريبية الفيزياءفي مجالات  ،Review Articles، ومقالات المراجعة Feature Articlesالخاصة 

  تقديم مخطوط البحث
  jjp@yu.edu.joلكتروني : الإبريد تقدم البحوث عن طريق إرسالها إلى ال  

  

  اتبع التعليمات في موقع المجلة على الشبكة العنكبوتية.: إلكترونياتقديم المخطوطات 

  

 .من ذوي الاختصاص والخبرة اثنين في الأقلمين حكِّم جانبمن  الفنيةويجري تحكيم البحوثِ الأصيلة والمراسلات القصيرة والملاحظات 
تم بــدعوة مــن هيئــة يــ، فالفيزيائيــة النَشِــطَةالمقــالات الخاصــة فــي المجــالات نشــر اقتــراح أســماء المحكمــين. أمــا  وتُشــجع المجلــة البــاحثين علــى

 تمهيـداً تقديم تقرير واضـح يتّسـم بالدقـة والإيجـاز عـن مجـال البحـث        من كاتب المقال الخاص  ويشار إليها كذلك عند النشر. ويطْلَب ،التحرير
 أو مسـتَكتبيها علـى   ، وتُشـجع كـاتبي مقـالات المراجعـة    الفيزيائية النشطة سريعة التغيرضاً مقالات المراجعة في الحقول للمقال. وتنشر المجلةُ أي

) باللغة Keywords( دالة ) وكلماتAbstract( المكتوب باللغة العربية ملخصإرسال مقترح من صفحتين إلى رئيس التحرير. ويرفَق مع البحث 
  الإنجليزية.

  تيب مخطوط البحثتر

 × A4 )21.6علـى وجـه واحـد مـن ورق      مـزدوج، بسـطر  و ،Times New Romanنوعـه   12ط نبب ـ يجب أن تـتم طباعـة مخطـوط البحـث    
ويجـري تنظـيم أجـزاء المخطـوط      .منـه أو مـا اسـتَجد    2000روسـوفت وورد  سم ، باستخدام معـالج كلمـات ميك   3.71سم) مع حواشي  27.9

، المقدمة، طرق البحث، النتائج، المناقشة، الخلاصة، الشكر والعرفـان،  )PACSرموز التصنيف (حة العنوان، الملخص، وفق الترتيب التالي: صف

بينمـا   ،غـامق ثَم الأشكال والصور والإيضاحات. وتُكْتَب العنـاوين الرئيسـة بخـطā     ،المراجع، الجداول، قائمة بدليل الأشكال والصور والإيضاحات

  .مائلالفرعية بخطā  تُكْتَب العناوين

ويكتب الباحث المسـؤول عـن المراسـلات اسـمه مشـارا       كاملة. تشمل عنوان المقالة، أسماء الباحثين الكاملة وعناوين العملو: صفحة العنوان

 ،ويجـب أن يكـون عنـوان المقالـة مـوجزا وواضـحا ومعبـرا عـن فحـوى (محتـوى) المخطـوط            .إليه بنجمة، والبريد الإلكتروني الخـاص بـه  
  وذلك لأهمية هذا العنوان لأغراض استرجاع المعلومات.

هـم مـا توصـل إليـه     أالنتـائج و وفيـه   والمـنهج المتبـع  موضـحة هـدف البحـث،     ،: المطلـوب كتابـة فقـرة واحـدة لا تزيـد علـى مـائتي كلمـة        الملخص

  الباحثون.

  الدقيق للمخطوط لأغراض الفهرسة.تعبر عن المحتوى  دالةكلمات  6-4: يجب أن يلي الملخص قائمة من الدالةكلمات ال

PACS: فرة في الموقع اوهي متو ،يجب إرفاق الرموز التصنيفيةhttp://www.aip.org/pacs/pacs06/pacs06-toc.html.  

مراجعة مكثفة لما نشر (لا تزيد المقدمة عـن   ن تكونألا ح الهدف من الدراسة وعلاقتها بالأعمال السابقة في المجال، : يجب أن توضالمقدمة

  مطبوعة). الصفحة صفحة ونصف

ق موضــحة بتفصــيل كــاف لإتاحــة إعــادة إجرائهــا بكفــاءة، ولكــن باختصــار  ائــالطرهــذه : يجــب أن تكــون طرائــق البحــث (التجريبيــة / النظريــة)

  ق المنشورة سابقا. ائحتى لا تكون تكرارا للطر ،مناسب

  دون مناقشة تفصيلية.من مع شرح قليل في النص و ،النتائج على صورة جداول وأشكال حيثما أمكن : يستحسن عرضالنتائج

  : يجب أن تكون موجزة وتركز على تفسير النتائج.المناقشة

  : يجب أن يكون وصفا موجزا لأهم ما توصلت إليه الدراسة ولا يزيد عن صفحة مطبوعة واحدة.الاستنتاج

  في فقرة واحدة تسبق المراجع مباشرة. انلإشارة إلى مصدر المنح والدعم المالي يكتب: الشكر واعرفانالشكر وال
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