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Abstract: Pulsed operation of a novel single-clad mid IR Ho3+, Pr3+ co-doped ZBLAN 
fiber laser  excited by a Nd:YAG laser at 1064 nm has been demonstrated using pulse-
pumping. An acousto-optic modulator (AOM) has been used to modulate the CW input 
pump  laser and used in either zero-order or first-order operation. A regular output train of 
pulses was generated for modulation frequencies over 1 Hz - 100 kHz  with zero-order 
operation of the AOM. A maximum peak power of ~ 50 W and pulse  duration of ~200 ns 
have been obtained for a modulation frequency of 45 kHz and 9.3  W pump power. Single-
end and double-end pumping of the  first-order AOM operation for the fiber have also been 
demonstrated to avoid the overheating of the modulator which  reduces the modulation 
efficiency. The same results as the zero AOM operation were obtained when the fiber laser 
was pumped with a pumping power of about 5 watts. 

Keywords: Fiber lasers, Pump pulsed operation, Acousto-optic modulator (AOM), Single-
end and double-end pumping. 

PACs: Fiber lasers, 42.55.Wd, Acousto-optical devices, 42.79.Jq. 
 

 
Introduction 

Pulsed fiber lasers operating near 3 m hold 
potential for various sensing [1],  spectroscopy 
[2], metrology [3] and medical [4,5] 
applications. All studies so far are  concerned 
with pulsed operation of the Er-doped ZBLAN 
glass fiber laser emitting at   2.7 m. The first Q-
switched Er - ZBLAN laser was reported in [6], 
where the gain was  switched with two different 
methods; firstly with an acousto-optic modulator 
(AOM)  yielding a pulse length of ~100ns, peak 
power of 2.2 W and average powers up to 
500   W; secondly with a rotator mirror, 
producing a minimum pulse width of 270 ns 
with  repetition rates up to 500 Hz. Passive Q-
switching of the Er-doped fluoride fiber laser  has 
been demonstrated [7] using an InAs saturable 
absorber; this yielded a maximum  peak power of 
1 W and a pulse energy of 1.25 J. The pulse 
intervals in a multi-mode  fiber were found to be 
much longer compared to a single-mode fiber, 

indicating better  energy storage properties and 
thus, more efficient Q-switch operation. The 
limitation  of this method was the damage to the 
InAs absorber at high pump powers. Q- switching 
of a diode cladding-pumped Er-doped fluoride 
fiber laser has also been  reported [8], with a 
rotating mirror or an acousto-optic modulator. 
This generated  pulses in the range of 300 -      
500 ns, with repetition frequencies between 10 
and 136 Hz  with the rotating mirror and 1 Hz -   
2 kHz with the AOM and produced pulse 
energies  between 1 and 1.5 J at an average 
power of 2 mW (at 2 kHz repetition rate). 
With  these pulse energies, the destruction limit 
of the fiber was reached.   

A pulse-pumped 2.7 m Er-doped ZBLAN 
fiber laser has been investigated [9],  which was 
longitudinally pumped by a tuneable, flash-lamp 
pumped Ti: sapphire  pulsed laser operating at a 
wavelength of around 785 - 795 nm. The 
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observed relaxation  oscillations in the laser 
output had a peak intensity of approximately      
2 kW and a  duration of 200 ns when the fiber 
was pumped by 30 mJ pulses. An energy output 
of   1.9 mJ at a slope efficiency of 13.5 % with 
respect to launched pulsed pump energy  from a 
near single transverse mode Er-doped ZBLAN 
fiber laser was reported.  Switching of the output 
wavelength from 2700 to 2756 and then to 2770 
nm was  observed in the fiber laser spectrum, 
attributed to reabsorb losses from the long- lived 
lower laser level. The limitation of this method is 
that the output energy is  limited by damage of 
the fiber launch facet due to the short pump-
pulse duration.  Finally, Q-switched operation of 
a cladding-pumping Er3+/Pr3+ co-doped ZBLAN 
fiber  laser using mechanical chopper has been 
demonstrated [10]. A pulse energy of 10μJ  and 
250 ns duration were obtained at a relatively low 
repetition rate of 500 Hz, while  a maximum 
average power of 19 mW was obtained at the 
higher repetition rate of 19.5  kHz. The maximum 
power was limited by the switching speed of the 
pulsed pump  and there was no evidence of 
saturation in the output power due to ASE or 
ESA. A gain-switched Er:ZBLAN fiber laser 
based on an active pulsed diode pump system 
was also reported [11]. The measured pulse 
duration was 300 ns and nearly independent of 
the pump repetition frequency. The maximum 
obtained peak power was 68 W with 2 W of 
average power at the repetition frequency of 
100 kHz. Recently, many Q-switched operations 
of Er:ZBLAN fiber laser at 2.8 μm using 
different methods such as acousto-optic 
modulator [12] and topological insulator Bi2Te3 
nanosheets [13] were demonstrated. On the other 
hand, CW operation of Ho3+ and Ho3+, Pr3+-
doped ZBLAN fiber lasers has been  reported; 
these are alternative and efficient lasers emitting 
at 2.85 - 2.87 m and have  been pumped by 
1.1m or 1064nm lasers [14-16]. Passively Q-
switched Ho3+-doped fluoride fiber laser using 
Fe2+:ZnSe crystal and graphene saturable 
absorbers was latterly reported [17] and 800 ns 
pulses at 2.93 µm with an energy of 460 nJ and a 
repetition rate of 105 kHz were obtained. A 
diode-cladding-pumped mid-infrared passively 
Q-switched Ho3+-doped fluoride fiber laser using 
a broad band semiconductor saturable mirror 
(SESAM) was also demonstrated [18]. 
Maximum pulse energy of 6.65 µJ with a pulse 

width of 1.68 µs at a repetition rate of 47.6 kHz 
was produced at a slope efficiency of 12.1 % 
with respect to the launched pump power and 
center wavelength of 2.971 µm.   Actively Q-
switched Ho3+, Pr3+-doped fluoride fiber laser by 
a TeO2 acousto-optic modulator, producing a 
peak power of 77 W, with a pulse width of 78 ns 
and a slope efficiency of 20 % with respect to 
the launched pump power was achieved. The 
modulator allowed continuous tunability of the 
pulse repetition frequency from 40 to 300 kHz 
and the fibre pumped 1150 nm diode laser [19]. 

In this paper, the first description of pulsed 
operation of an Ho3+, Pr3+-doped ZBLAN  fiber 
laser emitting at 2.874 µm is reported using low 
peak power pulse pumped  excitation by a 1064 
nm Nd: YAG laser. The modulation of the CW 
input power was  controlled by an AOM, which 
allowed variation of the duration and energy of 
the pump to obtain optimum gain switched 
laser.  In addition, double-end pumping with CW 
input into one end has been used to create a  gain 
pedestal onto which the pulsed excitation is 
impressed.   

Experimental    
The fiber laser used was a heavily doped 

single-clad fluoride fiber, manufactured by 
Fiber-labs, Japan, with  concentrations of     
30000 ppm molar Ho and 3000 ppm molar Pr. 
The fiber had a core  diameter of 15 μm 
supporting single mode operation, a numerical 
aperture (NA) of   0.13 and an intrinsic loss of ~ 
30 dB/km at 800 nm. The fiber was pumped by 
10 W  single transverse mode vertically polarized 
Nd: YAG laser output operating at 1064 nm. 
A  polarization-insensitive bulk TeO2 Bragg cell 
acousto-optic modulator (AOM, NEOS  Model 
N36027) was used to modulate the input beam. 
The AOM modulator system had the 
following  crystal specifications: transmission of 
~93 %  and efficiency (loss modulation) of >     
50 % at 1064 nm, active aperture of 5 mm, 
extinction ratio of -76 dB, able to  be driven up to 
27 MHz and rise/fall times of 182/40 ns and 
opening times in the  order of 50 ns to few 
microseconds.  

The experimental setups are  shown in Fig.1. 
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FIG. 1. Experimental setups for pulse pumping a single-clad Ho3+, Pr3+ co-doped ZBLAN  fiber laser. a) zero-

order AOM operation, b) first-order AOM operation, c) first-order  AOM operation with simultaneous CW 
pumping of the second fiber facet.  
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Three different designs have been used to suit 
different forms of   fiber laser operation. Fig. 1a 
shows the experimental configuration  with zero-
order operation of the AOM. The modulated 
beam was focused by an  objective lens with NA 
of 0.25 and reflected by a 45º dichroic mirror for 
launching into  the fiber. The dichroic mirror was 
HR (~99 %) at the pump wavelength and 
HT   (~97 %) with an anti-reflection coating at the 
lasing wavelength. The distal facet of the  fiber 
was butted with a mirror HR at both the pump 
and lasing wavelengths, so that  the cavity 
consisted of Fresnel reflection and a highly 
reflecting mirror. The output  temporal profile of 
the laser was measured using an unamplified, 
liquid nitrogen- cooled InAs photodiode (Judson 
J12D) with a response time of approximately     
2 ns,  connected to a 60 MHz digital storage 
oscilloscope (Tektronix TDS210). A Ge 
filter  before the detector was required to 
eliminate the input pump. Fig. 1b shows 
a  similar design, but with first-order operation of 
the AOM, where the diffracted light is  launched 
into the fiber. In Fig. 1c, the setup is re-arranged 
to be double end- pumped, allowing a low 
intensity of CW pump light into the second facet 
of the fiber.  A focusing lens with NA 0.25 has 
been used to launch the reflected pump 
light  transmitting from the polarizer into the 
second facet of the fiber which butted to 
a  mirror; this was HT at the pump wavelength 
and HR at lasing wavelength. The half  wave 
plate and the polarizer in these arrangements 
have been used to control the  pump power as 
well as to control the double-end pumping in the 
third design.    

Pulsed Fiber Laser Operation, Results 
and Discussions 
Zero-order AOM Operation 

The zero-order operation of the AOM was 
applied in the first experiment, where the laser 
intensity built up with the AOM in  the off 
position allowing all the input power to be 
launched into the fiber. On the  other hand, when 
the modulator switched to the on position, more 
than 50 % of the  input power was diffracted with 
the remainder being transmitted to be stored 
inside  the fiber until it was released as a narrow 
pulse. The method required the AOM to be  kept 
in the on position for a period of time determined 

by the modulation frequency,  so that power was 
stored inside the fiber and then it was switched 
to the off position  for another period of time 
(defining the opening time). This was 
determined  experimentally by adjusting the 
modulated pump pulse width from the pulse 
generator  to avoid multi-pulse emissions and 
thus produce single, short, high-peak 
power  pulses and hence achieve efficient pulsed 
emission. The opening time was adjusted 
dependent on the length of the fiber as well as on 
the doping concentration and pump  power.  

Fig. 2a shows that the opening time decreased 
for shorter lengths. For a  shorter length of fiber, 
a greater energy density can be stored (at the 
same time)  compared with a longer fiber. As the 
amount of stored energy increased, the 
time  required to achieve the population inversion 
inside the fiber decreased so that a  reduced 
opening time was required. Fig. 2b shows that a 
shorter opening time is  necessary for a single 
pulse to be produced when more pump power 
is  used. Increasing the input power leads to faster 
development of population  inversion and 
reduced radiative loss from the fiber, thus a 
shorter opening time is  required to avoid 
multiple-pulse emission.  

The peak power and pulse duration were also 
studied as a function of the modulation 
frequency for two fiber lengths of 12 m and 9.25 
m (which is the optimum length of the CW 
process) pumped by a 9.3 watt laser beam, as 
shown in Fig. 3a and Fig. 3 b.  

Comparing the behavior shown in 
these  figures, it can be deduced that the peak 
power of the pulses increased and the 
pulse  duration decreased when shorter length 
fiber or higher pump power was used. 
Individually, each fig. shows that changes in the 
duration and the peak power are  small for low 
modulation frequencies, while they increase at 
high frequency towards   40 - 45 kHz and then 
decrease again. This suggests that the system is 
most efficient  when the modulation frequency is 
in the range of the relaxation  oscillation 
frequency of the system, which is between 40 - 
80 kHz. The range of the relaxation  oscillation 
frequency was measured for the long opening 
period of AOM. The  shorter pulse duration of 
200 ns, the higher peak power ~ 50 W with 
about 93 %  pulse-to-pulse stability and average 
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power of 450 mW were obtained for the        
9.25 m  fiber length and at a modulation 
frequency of 45 kHz, as shown in Fig. 4.  

However  the optimum length of the fiber for 
pulsed operation has not been determined in 
this  experiment. This method has the advantage 
that no extra components are required  inside the 
cavity to achieve the pulsed operation; it is 

straight forward to operate and  align and leads to 
achieve a compact pulsed fiber system, 
especially when combined  with diode pumping. 
On the other hand, a disadvantage of this method 
is that high-efficiency  pulsing occurs for higher 
modulation frequencies, even though the pulsing 
starts at a  low repetition rate (1 Hz).   

 

 
FIG. 2. Opening time of zero-order AOM operation required to produce a single pulse at 50  kHz modulation 

frequency as a function of a) fiber length and b) pump power. 
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FIG. 3. Peak power and pulse duration as a function of modulation frequency for zero-order  AOM operation and 

for a) 12 m fiber length and 9.3 W pump power and b) 9.25 m fiber  length and pump power of 9.3 W. 

 
FIG. 4. A pulse train for zero-order AOM operation with modulation frequency of 45 kHz; the duration of each 

pulse is 200 ns.  
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First-order AOM Operation 
Operating the AOM in zero-order results in 

overheating of the modulator, which  reduces the 
modulation efficiency and thus cooling is 
required. Another major  disadvantage is that, in 
this mode, the stored power (non - diffracted 
power) cannot be  controlled separately, unless 
the input power is reduced or a longer fiber is 
used. Both  solutions will lower the overall 
efficiency of the laser. Controlling the amount of 
non- diffracted power is important in order to 
avoid simultaneous CW and pulsed lasing,  as 
well as to prevent extra pulses to be created in 
between the main switched pulses. However, 
the  amount of non-diffracted power also affects 
the pulse-to-pulse stability and needs to 
be  adjusted for high stability.  

The dependence of efficient and stable pulse 
operation on the stored energy was  demonstrated 
experimentally using first-order operation of the 
AOM with single-end  pumping (SEP) and with 
double-end pumping (DEP). The simultaneous 
pumping into  the second end was used to vary 
the energy that was stored in the fiber.  

In first-order operation without DEP, only the 
diffracted power is launched into the  fiber, so 
that pumping of the fiber will occur when the 
modulator is on and the time  required for lasing 
depends on the build-up time of the laser 
intensity and on the  modulation frequency. Thus, 
the opening time should be adjusted each time 
the  modulation frequency changes to obtain a 
single pulse train. The value of the opening time 
as a function of  modulation frequency has been 
measured for the 13.25 m and 9.25 m fiber 
lengths, as  shown in Fig. 5. For the 13.25 m 
fiber, Fig. 5a, the opening time for 
1Hz  modulation frequency was 480 s, while it 
was only 16 s at a modulation frequency  of 50 
kHz. In comparison, for the 9.25 m length, the 
opening time becomes 300 s at 1  Hz and 8 s at 
50 kHz modulation frequency. Thus, using a 
shorter fiber results in  reduction of the opening 
time; that is because the energy density which is 
required for  pulse operation in a short fiber is 
less than the energy required for a longer fiber.  

 Fig. 5b shows the comparison between first-
order operation when there is no CW  pumping of 
the second facet of the fiber and when this end is 
pumped by a 300 mW  CW laser beam. It shows 

that the pumping of both ends helped stabilize 
the output  and fixed the opening time that was 
required for pulsed operation at one value of  
8   s for all modulation frequencies. 

As a result, pumping both ends of the fiber 
increases  stored energy in the fiber which, 
without second facet pumping (SEP) in first-
order  AOM operation, depends only on the 
length of the modulated pulse which is  diffracted 
from the AOM. The power which is pumped into 
the second facet has the  same function as the 
CW leakage power in zero-order operation under 
AOM-on operation. To observe  the effect of CW 
power pumping on the performance of the 
system, the power pumped  into the second facet 
of the fiber (SEP) has been changed when using 
a short fiber with 1.5 m length (Fig. 6). It  was 
found that, with SEP, a pure CW output was 
obtained, Fig. 6a. Applying a small  degree of 
second facet pumping (SFP) power resulted in 
pulsed operation of the  system. A train of pulses 
has been obtained for feedback power up to 2W 
and 5 kHz  modulation frequency, Fig. 6b. 
Providing more SFP resulted in a multiple 
pulsing  train, Fig. 6c; further increase in SFP 
leads to quasi-CW  operation, Fig. 6d and then to 
CW operation of the output, Fig. 6e.  

The peak power and pulse duration have been 
measured as a function of modulation  frequency 
for both conditions; first-order operation without 
SFP and with 300 mW SFP pump.  A fiber 
length  of 9.25 m has been used, which is near to 
the optimum length for CW operation when  the 
pump power was 9.3 W. Maximum peak pulse 
powers of 3.3 W and 2.7 W,  minimum pulse 
durations of 1.01 s and 1.03 s, as well as 
average powers of 211 and 266  mW have been 
obtained for operation with 300 mW SFP and 
without SFP, respectively. The last result 
suggests that the  amount of the modulation loss 
should be chosen carefully to ensure successful 
pulsed  operation, especially if the AOM will be 
used in transmission (zero-order) mode 
of  operation.  

 Fig. 7 shows  that the peak power of the pulse 
improved with SFP, provided the pulse duration 
is  nearly the same. Pulse-to-pulse stability ratios 
with and without SFP were 95 % and 92.5 %, 
respectively. 
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FIG. 5. Opening time as a function of frequency modulation for first-order AOM operation,   (a) 13.25 m fiber 

length, b) 9.25 m fiber length, without second facet pumping (SFP)  and with 300 mW SFP. 

 
FIG. 6. Temporal profiles of the output of the laser for changes in the degree of double-end  pumping, first-order 

AOM operation for fiber length of 1.5 m. a) CW output, when  small opening time is applied with single-end 
pumping (SEP), b) train of pulses when  less than 2 W second facet pumping (SFP) is applied, with 6 W first-end 
pumping (FEP), c) train of relaxation oscillations  for 4W SFP, d) quasi-CW and e) CW output with less than 6W 
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FIG. 7. The comparison between a) pulse durations and b) peak powers as a function of  modulation frequency 

for first-order AOM operation with 300 mW SFP and without  SFP, respectively. 
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in the range of  the values found experimentally 
of between 15 - 22 μs. Thus, from Eq. 
(1),  stronger pumping shows fast decay until, for 
a certain pump power, the output  becomes CW. 
The reduction in pump power can be achieved 
by reducing the opening  time Tot. The pulsed 
behaviour of the laser can be well understood by 
comparing the  opening time of the AOM with 
the pulse build-up time Tbu after the switch is 
opened.  Tbu can be calculated by [21]:  

  Tbu  (255) c /(r-1)             (2)  
Here, c is the round-trip period, which is 

about 93 ns for a fiber laser length of 9.25  m. 
The build-up time for the previous length of the 
fiber is in the range of  0.155 μs  and shows 
good agreement with the experimental results, 
which are in the range of 0 -   2 μs, dependent on 
the modulation frequency.   

 
FIG. 8. Temporal profiles for first-order AOM operation: a pulse train with a modulation frequency of 80 kHz 

and a single pulse with a duration of 1.01 μs. 

 
FIG. 9. Peak power and pulse duration as a function of modulation frequency for zero-order  AOM operation and 

for 9.25 m and 5 W pump power. 
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For opening times longer than the build-up 
time, Tot > Tbu, and shorter than the  damping 
time, the formation of the pulse is undisturbed 
and smooth gain-switched pulses  are generated. 
Multiple pulses or relaxation-oscillation pulses 
with and without CW in  the output appear for 
opening times longer than the damping time. 
When the opening  time is equal to, or slightly 
shorter than the build-up time, Tot ≤ Tbu; i.e., a 
critical  opening time, a high-intensity pulse does 
not have enough time to form and, 
in  consequence, pulses with unstable and 
reduced amplitude are emitted. The 
critical  opening time is equal to the build-up 
time and is defined very sharply and can 
be  measured within  5 - 10 % accuracy. The 
build-up time increases at higher repetition  rate 
due to the reduction in the population inversion 
induced by the pumping light   [22]. At low 
repetition rates (below 40 kHz), the build-up 
time for a particular cavity  configuration remains 
nearly constant due to the effect of population 
inversion  saturation.  

Acousto-optic modulation (AOM) to switch 
the cavity finesse has been the preferred  method 
of Q-switching in fiber laser and has been used 
in one of two configurations,  zero- or first-order 
modes. Such modulators offer the advantage of 
short switching  times and electronic control of 
both the repetition rate and mark-to-space ratio. 
Their  main disadvantage is limited diffraction 
efficiency, resulting in an increase in 
the  transmitted pump power (CW base intensity) 
for zero-order operation when the  modulator is 
set to the on position (i.e., almost the light 
should be diffracted outside  the fiber); this 
transmitted power might become sufficient to set 
off CW lasing. The  pump power must therefore 
be kept low enough to avoid CW lasing, thus 
effectively  putting an upper limit on the 
maximum energy and peak power of the gain-
switched  pulses. First-order operation of the 
AOM is one effective solution to this problem, 
but  in this case, suppression of CW oscillation is 
bought at the expense of significantly  increased 
loss in launched power. In the zero-order 

configuration, the loss is due just  to the 
transmission loss of the modulator, of order of 
0.3 dB. In the first-order  configuration, the loss 
is given by the product of the transmission loss 
and the  diffraction efficiency, of the order of   
3.3 dB. Since the stored power comes only 
from  the diffracted light, then more input power 
is needed to reach the lasing threshold.  Providing 
SFP is an effective solution to lower the 
threshold and improve the pulsed  efficiency. 
First-order operation offers another advantage 
that the AOM is on only for  a small fraction of 
time. This narrow time window reduces 
problems associated with  thermal effects in the 
acousto-optic material, which have been seen in 
this system  under zero-order operation. 

Conclusion 
A novel single-clad Ho3+, Pr3+ co-doped 

ZBLAN fiber laser pumped by a CW Nd:  YAG 
laser at 1064 nm has been pulsed using pulse 
pump extraction. An AOM with a  modulation 
efficiency of more than 50 % at 1064 nm has 
been utilized to modulate the  CW pump. The 
AOM is able to generate modulated pulses 
ranging from a few ns to  sub-ms at frequencies 
from 1Hz to 27 MHz. Operation of the AOM in 
zero order and  in first-order has been 
demonstrated. A train of pulses of 200 ns 
duration, 50 W peak  power and 450 mW average 
power at 45 kHz modulation frequency has 
been  obtained for zero-order operation and an 
un-optimized fiber length of 9.25 m. 
No  evidence of secondary pulses or CW lasing 
in zero-order AOM operation has been  observed, 
suggesting that the pump power is completely 
absorbed inside the fiber and  there is no need for 
further reduction in the pump power to avoid 
multiple pulsing.  Pumping of both facets of the 
fiber in first-order AOM operation has been used 
to  determine the best ratio between the 
modulated pump pulse and the CW base 
intensity  of the pump power that is required for 
efficient pulsed operation.  
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Abstract: In this work, we demonstrate the feasibility of preparing a commercially 
important type of magnetic oxide, BaM (BaFe12O19) hexaferrite, using scrap iron filings as 
an iron source. The hexaferrites were prepared by conventional solid state reaction and 
characterized by X-ray diffraction (XRD), scanning electron microscopy (SEM) and 
magnetization measurements. XRD patterns of samples prepared by mixing powders 
extracted from the iron filings with appropriate amounts of barium carbonate and sintering 
at 1200 °C revealed the presence of a major BaM hexaferrite with small amounts of 
nonmagnetic α-Fe2O3 oxide phase. On the other hand, SEM images of the samples showed 
clear crystallization of perfect hexagonal platelets of BaM hexaferrite, which was further 
confirmed by the Curie temperature determined from the thermomagnetic measurements. 
The saturation magnetization of the samples was in the range of 45.1– 52.1 emu/g and the 
remnant magnetization in the range of 14.8 – 19.0 emu/g. These values and the moderate 
coercivity of ~ 1 kOe suggest that the prepared samples could potentially be useful for 
high-density magnetic recording. 

Keywords: Hexaferrite, Solid waste, Magnetic Properties, Structural properties, Magnetic 
recording. 

 

 
Introduction 

The revolutionary growth in modern 
industrialization, mining and technological 
advances did not proceed without leaving behind 
negative impacts on the environment, partially 
caused by the accumulation of hazardous solid 
wastes [1-4]. For example, the industry 
connected to canned food, steel and iron 
production plants, disposable parts of vehicles 
and utilities and by-products of machining 
contribute significantly to the increasing level of 
such solid waste on planet Earth. Wise planning 
for avoiding this problem should not be limited 

to wise disposal of such waste, but should also 
benefit from the feasibility of recycling solid 
wastes in the production lines. This process 
would provide alternative sources of materials 
necessary for the industry, thus reducing both the 
demand for mining in search of naturally 
occurring minerals and the level of solid waste. 

For decades, magnetic oxides have been 
widely used in a wide range of applications in 
our everyday life [5-9], thus contributing 
significantly to efficient achievement of tasks 
and convenience in human societies. The 
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competitiveness of magnetic oxides in the 
industrial market was not established by their 
performance only, but also by their cost 
effectiveness. The cost of production of 
materials for applications is determined by 
several parameters, including the cost of raw 
materials and processing. Thus, adopting 
successful strategies for cost-effective use of 
recyclable materials provides additional benefits 
in producing high-performance materials, while 
conserving natural resources and significantly 
reducing cost. Specifically, magnetic oxides 
could be produced from recycled iron-rich scrap, 
thus cutting down the cost of raw materials. The 
aim of this article is to demonstrate an effective 
procedure for the use of scrap iron in the 
production of beneficial materials for permanent 
magnet applications. While this procedure is 
concerned with the use of a specific iron scrap 
(iron filings resulting from machining 
processes), the procedure could be extended to 
other iron scrap sources, including iron-rich food 
cans, metal parts and byproducts of mining and 
industrialization.  

M-type hexagonal ferrite (MFe12O19, where 
M = Ba, Sr, Pb) is an important functional 
magnetic oxide possessing high 
magnetocrystalline anisotropy and relatively 
high saturation and remanence magnetization. 
The large annual production of these materials 
was motivated by their cost-effectiveness and 
suitability for a wide range of applications [5-8, 
10-14]. Consequently, the production of these 
ferrites and investigation of their structural and 
physical properties have received an 
exponentially increasing interest in the last few 
decades [15-21]. In this article, we describe the 
preparation of M-type barium hexaferrite using 
iron-rich scrap metal filings without the need for 
prior knowledge of the exact elemental contents 
of this iron source. The large-scale employment 
of this procedure is promising for providing 
important magnetic materials at low cost and 
efficient disposal of solid wastes. 

Experimental Work  
Preparation of the Starting Iron-rich (F) 
Powder  

Scrap iron filings resulting from machining 
iron rods and objects in the mechanical 
workshop at the Physics Department, the 
University of Jordan, were collected using a bar 
magnet to avoid nonmagnetic particles in the 

collected raw material. The collected filings are 
expected to consist of mainly metallic iron, but 
may also contain small amounts of other 
elements due to impurities in the machined iron 
objects and contamination due to possible 
mixing with small amounts of particles of other 
materials such as Al and brass, which are 
normally processed by the same device. The 
filings were washed with water and preheated at 
500 ºC for 2 h to get rid of moisture, oils and 
other non-metallic burnable materials. The 
preheated material was subsequently hand-
ground in an agate mortar and pestle for 1 h. The 
resulting powder (labelled F) was strongly 
attracted to a small magnet, indicating that the 
above heat treatment did not result in appreciable 
conversion of metallic iron into a non-magnetic 
(α-Fe2O3) oxide phase. This (F) powder was 
used as a starting iron source for the preparation 
of BaM hexaferrites.  

Preparation of BaM Samples 
BaM hexaferrites (BaFe12O19) were prepared 

by conventional solid state reaction using 
precursor powder mixtures of the F powder and 
BaCO3 (Sigma-Aldrich made, ~ 99% pure). The 
production of BaM hexaferrite with high purity 
can be achieved by sintering a precursor mixture 
with F/BaCO3 mass ratio (R) consistent with the 
Fe:Ba stoichiometric molar ratio of 12:1 in BaM. 
If the F powder consists of pure metallic iron, 
the stoichiometric composition of BaM requires 
F/BaCO3 mass ratio of R = 3.40 (=
12 × (Fe)ܯ ⁄(BaCOଷ)ܯ , where M is the molar 
mass). However, if the F powder consists of iron 
oxide (Fe2O3), the required F/BaCO3 mass ratio 
should be R = 4.85 
(= 6 × ⁄(BaCOଷ)ܯ   (FeଶOଷ)ܯ . Accordingly, 
in the absence of prior knowledge of the exact 
nature (level of oxidation) and composition of 
the F powder, three powder mixtures with 
F/BaCO3 mass ratios of R = 3.0 (BFO3), R = 3.5 
(BFO3.5) and R = 5.0 (BFO5) were prepared to 
cover the range between the value corresponding 
to pure metallic iron and that corresponding to 
fully oxidized iron. The ratios of R = 3.0 and 3.5 
were chosen around the stoichiometric ratio 
corresponding to pure iron, where slightly lower 
and higher values were adopted to account for 
possible presence of small amounts of elements 
with lower or higher molar masses compared to 
iron, small amounts of non-reacting impurities or 
low-levels of oxidation in the F powder. 
However, the mixture with R = 5.0 was made 
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slightly higher than the stoichiometric mass ratio 
for Fe2O3 to account for possible presence of 
small amounts of non-reacting impurities in a 
fully oxidized iron powder. These powder 
mixtures were hand-ground in an agate mortar 
and pestle for 1 h and disk-like pellets (1.25 cm 
in diameter and ~ 2 mm thick) were prepared 
from the finely ground powder mixtures using a 
force of 50 kN. The disks were then sintered in 
air at 1200º C for 2 h, using a heating rate of 10 
°C/min. For the sake of comparison, a pellet of 
the F powder (without the addition of BaCO3) 
was prepared and sintered in air at 1200º C for 2 
h (resulting in the sample labelled FO). All 
sintered samples were then characterized 
structurally and magnetically to investigate the 
structural phases in the samples and draw 
conclusions regarding the nature of the filings 
used as an iron source and the purity of BaM 
phase in the prepared hexaferrite samples.  

The results of the characterization revealed 
that the FO sample consists of high-purity α-
Fe2O3 phase (as discussed in a forthcoming 
subsection). Accordingly, the FO powder was 
used as a known iron source to prepare a forth 
BaM sample using a mixture with FO/BaCO3 
mass ratio of R = 4.8 (sample BFO4.8), slightly 
lower than the theoretical ratio (R = 4.85) to 
account for possible existence of traces of un-
oxidized iron at the core of the particles. This 
powder mixture was pelletized following the 
abovementioned procedure for the F/BaCO3 
mixtures and similarly sintered at 1200 °C for 2 
h.  

Characterization Techniques 
The XRD patterns of the samples were 

recorded at room temperature using XRD 7000-
Shimadzu diffractometer with Cu-Kα radiation  
(λ = 1.5406 Å). The structural phases in the 
samples were identified by analyzing the XRD 
patterns using X’pert HighScore software, 
whereas the refined structural parameters were 
obtained by Rietveld analysis [22] using FullProf 
software [23, 24]. The XRD patterns were 
collected in the angular range 20° ≤ 2θ ≤ 70° in 
steps of 0.01° and using a scanning speed of 
0.5°/min. Scanning electron microscopy (SEM) 
using Versa 3D, FEI electron microscope was 

employed to further characterize the samples by 
examining the morphology and particle size 
distribution. The magnetic properties of the 
samples were investigated by room-temperature 
hysteresis loop measurements using a 
conventional vibrating sample magnetometry 
(VSM MicroMag 3900, Princeton Measurements 
Corporation) operating under an applied 
magnetic field up to ± 10 kOe. To further 
confirm the identity of the magnetic phases in 
the samples, thermomagnetic measurements 
were performed by measuring the temperature-
dependent magnetization under an applied field 
of 100 Oe in a temperature range up to 550 °C.  

Results and Discussion  
Characterization of the FO Powder 

The sintered FO sample was characterized by 
XRD, SEM and magnetic measurements. Fig. 1a 
revealed that the diffraction pattern of the FO 
powder matches the standard pattern (01-086-
2368) for α-Fe2O3 oxide phase, confirming the 
oxidation of the sintered filings. The SEM image 
in Fig. 1b revealed the presence of 
rhombohedral, sharp-edged particles with typical 
size in the range of 1 – 4 μm. These particles are 
characteristic of α-Fe2O3 iron oxide as confirmed 
by Energy Dispersive X-ray spectroscopic 
analysis in a previous study [25]. However, the 
magnetic hysteresis loop in Fig. 1c indicated the 
presence of a soft magnetic component, which 
may be associated with small amounts of un-
oxidized iron. The saturation magnetization (σs) 
of the sintered powder is ~ 6 emu/g, which is ~ 
3% of the saturation magnetization for metallic 
iron (σs = 197 emu/g) [5]. This is an indication 
that the wt.% of un-oxidized iron in the FO 
powder is a few percent and the likelihood that 
this magnetic phase is at the core of the powder 
particles made it undetectable by XRD 
measurements. Similarly, in a recent article [26], 
the ferromagnetic-like behaviour of α-Fe2O3 was 
attributed to Fe-containing impurity with 
relatively high saturation magnetization. 
However, in an earlier study, this behaviour was 
associated with magnetic disorder in the shell of 
the hematite nanoparticles [27].  
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FIG. 1. (a) XRD pattern, (b) SEM image and (c) magnetization curve of the FO sample. 

 
Structural analysis of BaM samples  

The three M-type hexaferrites prepared from 
the F powder (BFO3, BFO3.5, and BFO5) and 
the forth prepared from the FO powder (BFO4.8) 
were examined by XRD to investigate the phase 
purity and the structural characteristics of the 
hexaferrite phase in these samples. Fig. 2 shows 

XRD patterns with Rietveld refinement for the 
BFO3 and BFO3.5 samples. The patterns 
revealed structural peaks corresponding to a 
major BaM phase matching the standard pattern 
(00-043-0002) and a minor nonmagnetic α-Fe2O3 
oxide phase matching the standard pattern (01-
086-2368). The expanded pattern in Fig. 3a 
indicated that the BFO3 sample contained 

(b) 

5μm 
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additional traces of BaFe2O4 phase as indicated 
by the weak peak labeled by (B) and of an 
unidentified phase represented by the weak peak 
labeled by (⁑). These trace phases were not 
observed in the pattern of the sample BFO3.5 
(Fig. 3b), indicating that these phases most 
probably contain Ba, which was incorporated in 
the production of the hexaferrite phase in this 
sample. The diffraction peaks of the M-type 
phase are slightly shifted to higher angles by ~ 
0.05° compared with the Bragg positions of the 
standard pattern (Fig. 3), indicating a slight 
decrease of the lattice constants. Also, the 
relative intensities of the (006) and (008) Bragg 
peaks in the pattern of the sample BFO3 (Fig. 2) 
are obviously higher than in the standard pattern, 
indicating structural texture along the c-axis 
[28]. In addition, the higher intensities of the 
peaks corresponding to α-Fe2O3 phase in the 
pattern of the sample BFO3.5 indicated a surplus 
of Fe in this sample, which forms an extra 
amount of the Fe2O3 oxide phase. The weight 
ratios of the BaM and α-Fe2O3 oxide phase in 
these samples were determined by Rietveld 
analysis and are listed in Table 1. The relatively 
low values of the reliability factors (RB and RF) 

and goodness of fit (χ2) indicate a reliable fit as 
demonstrated by the (almost) horizontal 
difference curve (blue line in Fig. 2). The results 
indicated that the BaM hexaferrite is a major 
phase in these samples, with 91.7 wt.% in 
sample BFO3 and 86.3% in sample BFO3.5. The 
wt.% of the α-Fe2O3 phase of 8.3% and 13.7% in 
these samples, respectively, is in agreement with 
the detailed structural analysis of the BaM/Fe2O3 
composites [29]. These results demonstrated that 
the required mass ratio of the F powder to 
produce a high purity BaM hexaferrite is lower 
than the stoichiometric ratio of R = 3.40 for pure 
iron, which leads to two conclusions regarding 
the iron filings used in this study. First, the 
filings in the F powder were mostly in the form 
of metallic iron, since progressive oxidation 
should increase the required F/BaCO3 mass ratio 
up to 4.85 for full oxidation. Second, the filings 
contain impurity elements having lower atomic 
masses compared to iron, since the required R is 
lower than the stoichiometric ratio for pure 
metallic iron. Notably, when these elements 
occupy the Fe3+ sites in the hexaferrite lattice, 
they may lead to modifications of the magnetic 
properties of the hexaferrites.  
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FIG. 2. XRD patterns with Rietveld refinement for sintered BFO3 and BFO3.5 samples. The red open circles 

represent the experimental data, the black line represents the calculated pattern and the blue line below the 
pattern represents the difference between the experimental and calculated patterns. The reflections corresponding 

to α-Fe2O3 oxide phase are labeled (α). The standard patterns of M-type hexaferrite is shown for comparison.  
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FIG. 3. Expanded view of the diffraction patterns for the samples with F/BaCO3 mass ratio of (a) 3.0:1.0 and (b) 
3.5:1.0. The red bars represent the structural peaks in the standard pattern of the M-type, whereas the blue bars 
are the structural peaks in the standard pattern of α-Fe2O3 phase. The peak labeled B corresponds to BaFe2O4 

phase.  

TABLE 1. The fractions of the phases (in wt.%) as obtained by Rietveld analysis. The reliability 
factors and goodness of fit (RB, RF, and χ2) are also listed.  

Sample Phase Wt.% RB RF χ2 

BFO3 BaM 91.7 6.84 5.33 0.61 α-Fe2O3 8.3 6.60 6.21 

BFO3.5 BaM 86.3 3.55 4.12 0.40 α-Fe2O3 13.7 5.56 4.32 

BFO5 BaM 84.1 5.20 5.02 0.69 α-Fe2O3 15.9 6.53 4.92 

BFO4.8 BaM 98.7 4.10 4.87 0.47 α-Fe2O3 1.3 9.83 8.10 
 

On the other hand, Fig. 4 shows XRD 
patterns of the samples BFO5 (prepared from the 
F powder) and BFO4.8 (prepared from the FO 
powder) with mass ratio close to the 

stoichiometric ratio for α-Fe2O3. The diffraction 
pattern of sample BFO5 in Fig. 4 (a) revealed the 
presence of a significant amount of α-Fe2O3 
phase compared with sample BFO3. The wt.% of 
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iron oxide phase in the sample was determined 
by Rietveld analysis and found to be 15.9% 
(Table 1). This is an indication that the F/BaCO3 
mass ratio in this sample is significantly higher 
than the stoichiometric ratio in BaM, confirming 
the above results which revealed that the F 
powder is mostly metallic iron, rather than iron 
oxide. However, Rietveld analysis revealed that 
the sample BFO4.8 prepared from the pre-
oxidized (FO) powder is almost a pure BaM 

phase (98.7%), confirming that this starting 
powder consists of α-Fe2O3, in agreement with 
the structural analysis of this powder. The 
expanded view (Fig. 5) shows that the sample 
consists of almost a pure M-type phase, with 
very small amounts of iron oxide impurity phase 
revealed by the very weak peak at 2θ ~ 33.2° 
corresponding to the main structural peak of α-
Fe2O3 phase.  
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FIG. 4. XRD patterns with Rietveld refinement for the samples BFO5 and BFO4.8. 

 
FIG. 5. Expanded view of the diffraction pattern of the sample BFO4.8 in the angular range of the main 

structural peaks of BaM and α-Fe2O3 phases. The Bragg positions and relative intensities of the standard patterns 
of BaM and α-Fe2O3 phases are shown for comparison.  

 
The refined lattice parameters of a = 5.88 – 

5.89 Å and c = 23.18 – 23.19 Å for BFO3, 
BFO3.5 and BFO5 (Table 2) are in good 
agreement with the standard values of a = 5.89 Å 
and c = 23.18 Å [30] and the previously reported 
values of a = 5.897 – 5.899 Å and c = 23.175 – 

23.179 Å) [31], but the lattice parameter c is 
slightly smaller than values in the range of 23.20 
– 23.24 Å reported by others [32-34]. However, 
the lattice parameters of a = 5.88 Å and c = 
23.16 Å for BFO4.8 are slightly lower as 
revealed by the peak shifts in Fig. 5. 
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TABLE 2. Lattice parameters, cell volume, bulk density, x-ray density and porosity for the samples. 
Sample a (Å) c (Å) V (Å3) ߩ௫  (g/cm3) ߩ௕  (g/cm3) P% 
BFO3 5.89 23.19 696.7 5.30 3.20 40 

BFO3.5 5.88 23.18 694.1 5.32 4.13 22 
BFO4.8 5.88 23.16 693.5 5.32 4.69 12 
BFO5 5.89 23.19 696.7 5.30 4.03 24 

 

The x-ray density was calculated from the 
molecular weight (Mw) of BaM and the refined 
cell volume V (Table 2) using the formula: 

௫ߩ =
(௪ܯ)ܼ

஺ܰ ܸ
                                                         (1) 

Here, Z = 2 is the number of molecules per 
unit cell and NA is Avogadro’s number. The x-
ray density of 5.30 g/cm3 for BaM phase in 
BFO3 and BFO5 samples was in agreement with 
the reported values of 5.28 – 5.29 g/cm3 [32, 34]. 
However, the x-ray density of 5.32 g/cm3 for 
BaM phase in BFO3.5 and BFO4.8 samples was 
slightly higher, which is consistent with the 
slightly lower cell volume in these samples. The 
bulk density (ߩ௕) was measured by Archimedes 
method and the porosity was calculated using the 
formula: 

ܲ% = ൬1 −
௕ߩ

௫ߩ
൰ × 100  .                                     (2) 

The results in Table 2 indicate that the 
porosity of the sample BFO3 is significantly 
higher than in the other samples. However, the 
range of the observed porosity is slightly lower 
than the range of 25.8 – 48.4% reported for Mg-
Ti substituted BaM [35].  

In order to calculate the crystallite size of the 
BaM phase along the direction perpendicular to 
the (hkl) plane using Stokes and Wilson 
approach, the corresponding diffraction peak 
area (A) and maximum peak intensity (I0) were 
determined by fitting the peak with a Lorentzian 
line shape. The integral breadth (β = A/I0) was 
then calculated and the corrected breadth (ߚ௖) 
was determined by subtracting the instrumental 
broadening obtained by using a standard Si 
sample [32]. According to the formulation of 
Stokes and Wilson, the crystallite size (D) is 
given by [36]:  

ܦ =
ߣ 

௖ߚ cos ߠ
                                                         (3) 

Here, λ = 0.15406 nm and θ is the Bragg 
angle of diffraction peak.  

The crystallite size of the BaM phase was 
determined from its three main reflections (110), 
(107) and (114) and the results are listed in Table 
3. Clearly, the crystallite size along the 
hexagonal plane (perpendicular to the (110) 
planes) was not larger than that along the other 
directions, indicating that the crystallites are not 
platelet-like in shape.  

TABLE 3. Crystallite size of BaM phase along 
different crystallographic directions. 

Sample Crystallite size(D) nm 

(110) (107) (114) 
BFO3 151 134 169 

BFO3.5 101 141 153 
BFO4.8 114 111 115 
BFO5 57 98 111 

SEM Results  

SEM images of the samples revealed the 
presence of platelet-like particles, some of which 
exhibiting clear hexagonal symmetry as 
indicated by the representative images in Fig. 6. 
Typical particle size in the range of 0.5 – 3.0 μm 
was observed in all samples except BFO3, which 
revealed the presence of larger particles with 
some ~ 10 μm in diameter. In addition, the 
platelet-like particles are generally thick, the 
thickness reaching about half the in-plane 
dimension in some cases. Compared with the 
crystallite size obtained from analysis of the 
XRD peaks, the physical particle size is 
significantly larger, indicating that these 
particles are polycrystalline.  

Magnetic Measurements  
The hysteresis loops for the samples are 

shown in Fig. 7, together with the central part of 
the loops for clarity. The hysteresis loops 
revealed that all samples are magnetically semi-
hard, with monotonically increasing 
magnetization in the high-field range, indicating 
high magnetocrystalline anisotropy field (Ha) in 
all samples. The coercivity of all samples was in 
the range of 878 – 966 Oe (Table 4), which is 
significantly lower than values of 4 – 5 kOe 
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reported for single-domain BaM hexaferrites 
[37, 38]. However, our observed values are in 
agreement with values of 860 and 1005 Oe 
reported by others for samples consisting of 
large particles as a consequence of the high-
temperature sintering at 1300 °C [35, 39]. The 
reduction of the coercivity in our samples could 
therefore be due to the multi-domain nature of 
their constituent particles, in agreement with the 
SEM images which revealed the presence of a 
large fraction of particles with size greater than 
the single-domain critical size of ~ 0.5 – 1 μm 

[6, 40]. The remanence magnetization (ߪ௥) was 
also determined from the hysteresis loops and 
the results are listed in Table 4. These materials 
with ߪ௥ in the range of 14.8 – 19.0 emu/g and 
intermediate values of the coercivity could be 
used for the production of cost-effective low-
performance permanent magnets for applications 
that do not require high flux and magnetic 
hardness. However, these characteristics are 
better suited for high-density magnetic recording 
applications [21, 41].  

 
FIG. 6. Representative SEM images for BFO3.5 and BFO5 samples. 

 

  
FIG. 7. (a) hysteresis loops and (b) expanded view of the hysteresis loops for the samples. 

 

TABLE 4. Saturation magnetization (ߪ௦), remanence (ߪ௥), squareness ratio (ߪ௥/ߪ௦), coercive field 
(Hc), and anisotropy field (Ha) for the samples. 

Sample ߪ௦ 
(emu/g) 

 ௥ߪ
(emu/g) ߪ௥ ⁄௦ߪ  Hc 

(Oe) 
Ha 

(kOe) 
BFO3 45.1 14.8 0.33 947 12.1 

BFO3.5 52.1 19.0 0.36 966 11.8 
BFO4.8 46.2 16.6 0.35 947 12.1 
BFO5 49.9 16.6 0.33 878 11.7 
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Other magnetic parameters such as the 
saturation magnetization (ߪ௦) and 
magnetocrystalline anisotropy field (Ha) were 
obtained from the law of approach to saturation. 
At high fields, the magnetization behavior is 
determined by the rotation of the domain 
magnetization into the direction of the applied 
field and the magnetization can be approximated 
by the polynomial [42, 43]: 

ܯ = ௦ ൬1ܯ −
ܣ
ܪ

−
ܤ

ଶ൰ܪ +  (4)                           ܪ߯

Here, ܯ௦ =  ௦ is the saturationߪ௫ߩ 
magnetization per unit volume, the constant A 
represents the contribution of crystal 
imperfections and the constant B represents the 
contribution of the magnetocrystalline 
anisotropy (ܤ = ௔ܪ

ଶ 15⁄ ). At high fields, the 
contributions of the crystal imperfections and the 
forced magnetization term, ߯ܪ, are negligible, 
leading to a linear relation between M and 1/H2, 
which can also be expressed as a linear relation 
between σ and 1/H2 as follows: 

ߪ = ௦ߪ ൬1 −
ܤ

 ଶ൰                                                  (5)ܪ

Note that this simple equation which involves 
the directly measured magnetization σ(H) is 
obtained by canceling the density on the two 
sides of the equation. The straight line fit to the 
experimental data in the field range 8.5 kOe ≤ H 
≤ 10 kOe allowed determination of the best 
estimate of the saturation magnetization (ߪ௦ = 
the intercept of the line with the magnetization 
axis) and the magnetocrystalline anisotropy 
(from the slope of the straight line) and the 
results are listed in Table 4. The saturation 
magnetization of the samples (45.1 to 52.1 
emu/g) were in agreement with reported values 
of 49 and 51 emu/g [35, 44], but lower than the 
best values of 70 – 72 emu/g obtained by our 
group [38, 45, 46]. The squareness ratio (ߪ௥ ⁄௦ߪ ) 
for all samples was in the range of 0.33 – 0.36, 
appreciably lower than the value characteristic of 
randomly oriented single-domain particles of 
0.5, which confirms the multi-domain nature of a 
significant fraction of the particles in our 
samples. Among these samples, the highest and 
best magnetic parameters for high-density 
magnetic recording were exhibited by the sample 
BFO3.5, with ߪ௦ = 52.1 emu/g, ߪ௥ = 19.0 emu/g 
and Hc = 966 Oe.  

The magnetocrystalline anisotropy field (Ha) 
was almost the same (11.9 ± 0.2 kOe) for all 

samples. These values are in good agreement 
with values reported for a variety of BaM 
hexaferrites exhibiting high coercivity (> 4 kOe) 
[47]. This indicates that the observed reduction 
of the coercivity of the samples in this study is 
not caused by lowering the magnetocrystalline 
anisotropy, which is a further confirmation that 
this reduction is associated with particle size 
[48].  

Thermomagnetic Measurements 

Fig. 8 shows the thermomagnetic curves for 
the samples at a constant applied field of 100 Oe. 
The curves exhibited normal slow decrease of 
the magnetization with the increase of 
temperature and then a sudden drop associated 
with ferrimagnetic to paramagnetic phase 
transition at the Curie temperature. The Curie 
temperature (indicated by the arrow in Fig. 8) of 
all samples was (455 ± 5) °C, characteristic of 
barium M-type hexaferrite [34]. All curves, with 
the exception of that for the sample BFO5, 
exhibited a normal behavior characteristic of a 
single magnetic phase. Notice that α-Fe2O3 
undergoes a transition from antiferromagnetic to 
paramagnetic state above Neel temperature (TN ~ 
687 °C) and thus does not exhibit magnetic 
phase transition in the temperature range adopted 
in this study. The curve of the sample BFO5, 
however, exhibited a small peak just below the 
Curie temperature (Hopkinson peak), indicating 
the presence of a small fraction of 
superparamagnetic particles [49]. Also, the curve 
is flattened above the Curie temperature, 
indicating the possibility of existence of 
magnetic inhomogeneity in this sample.  

Conclusion  
We have demonstrated that iron-rich powders 

extracted from solid wastes such as scrap iron 
filings can profitably replace other costly iron 
sources in the production of important magnetic 
oxides. The results of this study clearly indicated 
that powders obtained by firing iron filings at 
500 °C provide a useful metallic iron source, 
whereas the powder obtained by sintering at 
1200 °C can be reliably used as an iron oxide 
source. Both sources were successfully used in 
this study for the production of high-quality 
BaM hexaferrites. The magnetic parameters of 
the prepared hexaferrites were characteristic of 
materials suitable for high-density magnetic 
storage media and permanent magnets for 
applications that do not require high-flux and 
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magnetically hard materials. The procedure 
adopted in this study can be modified and 
extended to other metal scrap for the production 

of important materials, thus reducing the level of 
hazardous solid waste and lowering the cost of 
production.  
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FIG.8. Thermomagnetic curves (at an applied field of 100 Oe) for the samples. 
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Introduction 

The Hamilton-Jacobi equation is based not 
just on the physical problems included, but also 
on the choice of generalized coordinate system. 
Thus, the one-body central force problem is 
detachable in polar coordinates, but not in 
Cartesian coordinates. In some problems, it is 
not at all possible to completely separate the 
Hamilton-Jacobi equation, the known three-body 
problem being one illustration. Otherwise, in 
many fundamental problems of mechanics and 
atomic physics, one can carry out the separation 
in more than one set of coordinates. When the 
variables are completely separable, it is feasible 
to solve the Hamilton-Jacobi equation [1].  

One of the methods to separate variables is 
the Staeckel approach. This method applies to 
some Hamiltonians in which certain conditions 
are satisfied, such as: conservative Hamiltonian 
and orthogonal coordinates. This method also 
helps find the complete solution of the 
differential equations which are not easy to 
solve. 

It was not known what is the most 
comprehensive separation system with n degrees 
of freedom. However, it is now known what a 
detachable orthogonal system is with n degrees 
of freedom. This was discovered by Staeckel in 
his habilitation thesis [2]. These systems are now 
called Staeckel systems. The theory of Staeckel 
systems can be found in several publications, 
such as references [3-22]. 

The first major contribution by Staeckel 
[3] was to find all the separable metrics for an 
arbitrary two-dimensional Riemannian manifold. 
He proved the theorem connecting the 
integrability of a Staeckel system with the 
existence of a matrix S called a Staeckel matrix 
for the system. Staeckel [2] showed how to 
determine the quantities ࢏ࡴ (Eq. 3) in the 
Hamilton- Jacobi equation so that the variables 
are separable. 

Benent [23] presented basic defintions and 
theorems concerning the algebra of contravariant 
symmetric tensors and killing tensors.  
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Benenti et al. [24] showed that the three-body 
Calogero system is in fact separable in infinitely 
many ways; thus, it is super-separable. 

This work aims at solving the Hamilton-
Jacobi equation using the separation of variables 
method. We will use the Staeckel boundary 
conditions to separate variables. 

This paper is organized as follows: the 
following section presents some basic definitions 
of the Hamilton-Jacobi equation of a Staeckel 
system. The next section presents how to solve 
the Hamilton-Jacobi equation by the method of 
Staeckel boundary conditions. Finally, the last 
section is dedicated to our conclusions.  

Basic Definitions  
In this part of the manuscript, we briefly 

introduce some of the fundamental definitions 
used in this work [25].  
A- Staeckel Matrix ઴ and Staeckel Vector Ψ  

In a Staeckel system with n degrees of 
freedom, we will assume an (݊ × ݊) matrix Φ 
and a vector Ψ with n components Ψ௥. Actually, 
݊ଶ + ݊ components of Φ and Ψ solve completely 
the Staeckel system and that’s why we will call 
them the Staeckel matrix and the Staeckel 
vector. The elements are all functions of the 
coordinate ݍ௥, but in the upcoming way: 

Φ௥௟ = Φ௥௟(ݍ௥), Ψ௥ = Ψ௥(ݍ௥) .          (1) 

In short, one coordinate consists of a row ݎ of 
both Φ and Ψ. We will say that the rows of Φ are 
with separated variables; that is, the rows of Φ 
are separated. This indicates that this separation 
property controls the whole theory of Staeckel 
system. 

First, we will need the cofactors ܥ௜௝  of the 
matrix elements Φ௜௝ of the matrix Φ, in addition 
to the determinant ∆ and the inverse ߭ of matrix 
Φ. We will set the elements of the inverse 
߭ = Φିଵ of the matrix Φ by ൫Φିଵ൯௜௝ or call them 
߭௜௝. 

We may need some well–known properties of 
determinants and matrices, such as: 
∑ Φ௜௝ ௝߭௞ = ∑ ߭௜௝Φ௝௞ = ௜௞௝௝ߜ            (2) 

߭௜௝ =
஼೔ೕ

∆
             (3) 

∑ Φ௝௜ܥ௜௞ =௜ ∆ ∑ Φ௝௜߭௜௞௜ =  ௝௞ .         (4)ߜ∆

The result of the separation property (1) is 
that the cofactor ܥ௜௝  will depend on (n-1) 
coordinates only; ܥ௜௝  is independent of the 
variable ݍ௜. This will simplify many partial 
derivatives; for example: 
డ∆

డ௤ೖ
= ∑ ௞௜ܥ

డΦ೔ೖ
డ௤ೖ

௜  .           (5) 

B- The Hamiltonian of a Staeckel System  
In terms of the notations and initial 

developments (given in sub-section A), we can 
now easily define a Staeckel system. The 
Staeckel system can be defined as: 

Η = ∑ ൤ ௤̇ೖ
మ

ଶజభೖ
+ ߭ଵ௞Ψ௞൨ = ∑ ߭ଵ௞ ൤ ௤̇ೖ

మ

ଶజభೖ
మ +௠

௞ୀଵ
௠
௞ୀଵ

Ψ௞൨ ,            (6) 

where the kinetic energy is given by: ܶ =
∑ ௤̇ೖ

మ

ଶజభೖ

௡
௞ୀଵ  and the potential energy is: ܸ =

∑ ߭ଵ௞Ψ௞
௡
௞ୀଵ  . 

We can see that all the ingredients are the 
Staeckel vector Ψ and the first row of the inverse 
of the Staeckel matrix Φ. The second form of the 
Hamiltonian shown in Eq. (6) is the product of a 
row vector, ߭ଵ௞ , by a column vector, Ψ௞. The 
elements ݃௞௞  of the diagonal metric tensor are 
thus given by:  

݃௞௞ = ଵ
జభೖ

= ଵ
൫Φషభ൯భೖ

= ∆
஼ೖభ

∑ ℎݐ݅ݓ)  Φೖೞ
௚ೖೖ

= ଵ௞)௞ߜ .                

                                                                                   (7) 
As a result of the notes of sub-section A, we 

have:  
డ௚ೖೖ
డ௤ೖ

= ଵ
஼ೖభ

డ∆
డ௤ೖ

= ∑ ஼ೖ೔
஼ೖభ

డΦೖ೔
డ௤ೖ

௜ .           (8)  

In the following, we simply derive the 
Hamiltonian equations of motion, ௟̇ܲ = − డு

డ௤೗ 
from Eq. (6); thus:  
ௗ
ௗ௧

ቂ ௤̇೗
జభ೗

ቃ = − ∑ ൤ ௤̇ೖ
మ

ଶజభೖ
మ − Ψ௞൨ డజభೖ

డ௤೗
+ ߭ଵ௟

డΨ೗
డ௤೗

௡
௞ୀଵ  . (9) 

The Staeckel Hamiltonian does not depend 
explicitly on time; that is, we have a 
conservative system with the classical energy 
integral given as follows: 

∑ ߭ଵ௞
௡
௞ୀଵ ൤ ௤̇ೖ

మ

ଶజభೖ
మ + Ψ௞൨ = ଵߙ =  (10)     .ݐ݊ܽݐݏ݊݋ܿ

It will be useful to write this first integral also 
in a different form. Let us take benefit of the 
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relation in Eq. (2) and add to Eq. (10) some 
terms which are zeros or ones: 

∑ ߭ଵ௞
௡
௞ୀଵ ൤ ௤̇ೖ

మ

ଶజభೖ
మ + Ψ௞൨ = ଵߙ ∑ ߭ଵ௞Φ௞ଵ௞ +

ଶߙ ∑ ߭ଵ௞Φ௞ଶ௞ + ⋯ + ௡ߙ ∑ ߭ଵ௞Φ௞௡௞  ,      (11)  

where the ߙ  .are all arbitrary constants ݏ,
Compiling the terms differently leads to: 

∑ ߭ଵ௞
௡
௞ୀଵ ൤ ௤̇ೖ

మ

ଶజభೖ
మ + Ψ௞ − ∑ Φ௞௥ߙ௥

௡
௥ୀଵ ൨ = 0 ,   (12) 

where the constants ߙ  are sometimes called ݏ,
separation constants. The interest of the above 
form of energy integral is actually in that the last 
two terms in the brackets are now with separated 
variables. 

The most important property of Staeckel 
systems exists in the following theorem:  

"Not only the expression given in Eq. (12) is 
zero, but also each bracket separately" [8]: 

௤̇ೖ
మ

ଶజభೖ
మ + Ψ௞ = ∑ Φ௞௥ߙ௥

௡
௥ୀଵ  .        (13) 

C- Completion of the Solution of the Staeckel 
System 

The first integral in Eq. (12) can be written in 
another form as:  
௤̇ೖ

మ

జభೖ
మ = 2(∑ Φ௞௥ߙ௥

௡
௥ୀଵ − Ψ௞) = ௞݂(ݍ௞) .       (14) 

We have also: 
௤̇ೖ

ඥ௙ೖ(௤ೖ)
= ߭ଵ௞ .          (15) 

Multiplying by Φ௞௥ and summing over ݇ 
prouduce: 

∑ ௤̇ೖΦೖೝ
ඥ௙ೖ(௤ೖ)

= ∑ ߭ଵ௞Φ௞௥
௡
௞ୀଵ = ଵ௥ߜ

௡
௞ୀଵ  .       (16) 

We see that each term in the sum on the left-
hand side is a function of one variable ݍ௞ only: 

∑ ∫ ఝೖೝௗ௤ೖ
ඥ௙ೖ(௤ೖ)

= ௥ߚ = ௡ݐ݊ܽݐݏ݊݋ܿ
௞ୀଵ ݎ  =

2, 3, 4, … , ݊       (17.A) 

∑ ∫ Φೖభௗ௤ೖ
ඥ௙ೖ(௤ೖ)

= ݐ − ଴ݐ
௡
௞ୀଵ  .    (17.B) 

This inserts ݊ new constants of integration; 
altogether 2 ݊ constants of integration are 
inserted. Finally, ݊ equations can be solved and 
give the n coordinates ݍ௞ as a function of time t 
and the constants, ௥ߚ . The velocities are then 
given by Eq. (13). We have to use Eqs. (17.A) 
and (17.B) to calculate the values of the 

constants of integrations with the initial 
conditions. 
D- Separation of Variables of Hamilton-
Jacobi Equation Using Staeckel Boundary 
Conditions 

The separation of Hamilton-Jacobi equations 
is a characteristic of the dynamic system as well 
as the coordinates that are described. A simple 
criterion cannot be given to refer to a coordinate 
system those results in a separate Hamilton 
Jacobi equation for a particular system. 
However, if 
 The Hamiltonian is conserved and takes the 

form: 

ܪ = ଵ
ଶ

ࡼ) − ࡼ)૚ିࢀ(ࢇ − (ࢇ +  (A)        . (ࢗ)ࢂ

Here, ࢇ is ܽ column matrix, ࢀ is a square n x 
n matrix and ࢖ is a row matrix. 
 The set of generalized coordinates ݍ௜ forms 

an orthogonal system of coordinates, so that 
the matrix T is diagonal. It follows that the 
inverse matrix ܶିଵ is also diagonal with non-
vanishing elements:  

(ܶିଵ)௜௜ = ଵ
்೔೔

 .           (B) 

 For problems and coordinates satisfying this 
description, the Staeckel conditions state that 
the Hamilton-Jacobi equation will be 
completely separable if the vector ࢇ has 
elements ࢇ௜ that are functions only of the 
corresponding coordinate; that is, ࢇ௜ =
 and the potential function V(q) can be (௜ݍ)௜ࢇ
written as a sum of the form: 

(ݍ)ܸ = ௏೔(௤೔)
்೔೔

 .           (C) 

 There exists an n x n matrix Φ with elements 
 Φ௜௝ =  Φ௜௝(ݍ௜), such that: 

൫Φିଵ൯ଵ௝ = ଵ
்ೕೕ

 .           (D) 

Consider the motion of a particle of mass ݉ 
in a central force field with potential ܸ = − ௞

௥
+

௛
௥మ. The Hamilton – Jacobi equation is: 

H = T + V = ଵ
ଶ୫

ቂP୰
ଶ + ୔θ

మ

୰మ +
୔φ

మ

୰మୱ୧୬మθ
ቃ − ୩

୰
+ ୦

୰మ .  
                                                                                 (18) 

Comparing Eq. (18) with the equation: 
ܪ = ଵ

ଶ
ࡼ) − ࡼ)૚ିࢀ(ࢇ − (ࢇ +   :we get ,(ࢗ)ࢂ
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ܶିଵ =

⎝

⎜
⎛

ଵ
௠

0 0

0 ଵ
௠௥మ 0

0 0 ଵ
௠௥మ௦௜௡మఏ⎠

⎟
⎞

 .        (19) 

Appling Staeckel boundary conditions, we 
satisfy: 

(ܶିଵ)௜௜ = ଵ
்೔೔

=

⎝

⎜
⎛

ଵ
௠

0 0

0 ଵ
௠௥మ 0

0 0 ଵ
௠௥మ௦௜௡మఏ⎠

⎟
⎞

 ,       (20) 

in addition to the following two conditions:  

൫Φିଵ൯ଵ௝ = ଵ
்ೕೕ

=

⎝

⎜
⎛

ଵ
௠

ଵ
௠௥మ

ଵ
௠௥మ௦௜௡మఏ

0 ଵ
௠

ଵ
௠௥మ௦௜௡మఏ

0 ିଵ
௠మ

ଵ
௠ ⎠

⎟
⎞

      (21)  

and we get:  

(ݍ)ܸ = ௏೔(௤೔)
்೔೔

= ቀటభ(௥)
௠

ቁ.         (22) 

If the Staeckel conditions are satisfied, then 
Hamilton's characteristic function is completely 
separable: 

(ݍ)ܹ = ∑ ௜ܹ(ݍ௜) 
௜ .          (23) 

Inserting H from Eq. (18) into equation 
ܪ ቀݍ, డௐ

డ௤
ቁ + డௌబ

డ௧
= 0 and using the definition of 

momentum ݌ = డௐ
డ௤

, we obtain: 

ଵ
ଶ௠

൤ቂడௐೝ
డ௥

ቃ
ଶ

+ ଵ
௥మ ቂడௐഇ

డఏ
ቃ

ଶ
+ ଵ

௥మ௦௜௡మఏ
ቂడௐക

డఝ
ቃ

ଶ
൨ − ௞

௥
+

௛
௥మ =   (24)          . ߙ

Here, ߮ is a cyclic coordinate. We get:  

ቂడௐക

డఝ
ቃ

ଶ
= ఝߙ

ଶ  .          (25)  

Integrating Eq. (25), we find:  

ܹఝ′ = ∫ ′ఝ݀߮ఝߙ

଴ =  ఝ′߮′ .        (26)ߙ

Substituting Eq. (25) into Eq. (24), we get: 
 ଵ

ଶ௠
൤ݎଶ ቂడௐೝ

డ௥
ቃ

ଶ
+ ቂడௐഇ

డఏ
ቃ

ଶ
+ ఈക

మ

௦௜௡మఏ
൨ − ݎ݇ + ℎ =

 ଶ .          (27)ݎߙ

We replace ቂడௐഇ
డఏ

ቃ
ଶ

+ ఈക
మ

௦௜௡మఏ
= ఏߙ

ଶ             (28) 

in Eq. (27); we obtain: 

ቂడௐೝ
డ௥

ቃ
ଶ

= ߙ2݉ + ଶ௠௞
௥

− ଶ௠௛
௥మ − ఈഇ

మ

௥మ  .       (29)  

Integrating Eqs. (28) and (29), we have: 

ܹఏ′ = ∫ ට൬ߙఏ
ଶ −

ఈക
మ

௦௜௡మఏ
൰  ′ఏߠ݀

଴          (30)  

W௥′ = ∫ ටቀ2mα + ଶ୫୩
୰

− ଶ୫୦
୰మ − αθ

మ

୰మቁ ′௥ݎ݀  
௥బ      (31) 

The Hamilton's characteristic function 
becomes W = W௥′ + Wఏ′ + Wఝ′  

W = ∫ ඨ൬2mα + ଶ୫୩
୰

− ଶ୫୦
୰మ −

ఈഇ′
మ

୰మ ൰  ′௥ݎ݀
௥೚ +

∫ ට൬αθ
ଶ −

αφ
మ

ୱ୧୬మθ
൰ dθఏ′ 

଴ + αφ′φ′        (32) 

Solving Eq. (30): 

Wఏ′ = ∫ ට൬αθ
ଶ −

αφ
మ

ୱ୧୬మθ
൰ dθఏ′ 

଴ =

αఏ′ ∫ ට൬1 −
αφ

మ

αθ
మୱ୧୬మθ

൰ dθఏ′ 
 ଴  .        (33) 

We replace ܿߛݏ݋ = ఈക

ఈഇ
 and the identity 

ߠଶ݊݅ݏ = 1 −  :in Eq. (33); we find ߠଶݏ݋ܿ

ܹఏ′ = ′ఏߙ ∫ ଵ
௦௜௡ఏ

ඥ(݊݅ݏଶߛ −  ′ఏߠ݀(ߠଶݏ݋ܿ
଴ .    (34) 

Let ܿߠݏ݋ = sin ߰݊݅ݏ ߛ and substituting in Eq. 
(34), we get:  

ܹఏ′ = ′ఏߙ ∫ ௦௜௡మఊ௖௢௦మట
௦௜௡మఏ

݀߰ టమ
టభ  ,        (35) 

where  ߰ଵ = sinିଵ ቂ ଵ
௦௜௡ఊ

ቃ and ߰ଶ = sinିଵ ቂ௖௢௦ఏ
௦௜௡ఊ

ቃ. 

Assume that ݑ = tan ߰ and substitute in Eq. 
(35); we obtain: 

ܹఏ′ = ′ఏߙ ∫ ௦௜௡మఊ ௖௢௦రట
ଵି௦௜௡మఊ௦௜௡మట

 ௨మݑ݀
௨భ =

ߛଶ݊݅ݏ′ఏߙ ∫  ଵ
భషೞ೔೙మംೞ೔೙మഗ

೎೚ೞరഗ

 ௨మݑ݀
 ௨భ

  ,       (36) 

where ݑଵ = tan ቂsinିଵ ቀ ଵ
௦௜௡ఏ

ቁቃ and ݑଶ =

tan ቂsinିଵ ቀ௖௢௦ఏ
௦௜௡ఏ

ቁቃ. 

We replace ଵି௦௜௡మఊ௦௜௡మట
௖௢௦రట

= ଵ
(ଵା௨మ)(ଵା௨మ௖௢௦మఊ) 

and ݊݅ݏଶߛ = 1 −  :in Eq. (36); we get ߛଶݏ݋ܿ

ܹఏ′ = ′ఏߙ ∫  ଵି௖௢௦మఊ
(ଵା௨మ)(ଵା௨మ௖௢௦మఊ)  ௨మݑ݀

௨భ =

′ఏߙ ∫ ቀ  ଵ
(ଵା௨మ) − ௖௢௦మఊ

(ଵା௨మ௖௢௦మఊ)ቁ  ௨మݑ݀
௨భ  .       (37) 

This last form involves only well-known 
integrals and the final result is: 

ܹఏ′ = (ݑ)ఏ′(tanିଵߙ − ߛݏ݋ܿ tanିଵ(ߛݏ݋ܿ ݑ)).   
      (38) 
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Substituting integration limits in Eq. (38), we 
obtain: 

ܹఏ′ = ߰)′ఏߙ − ߛݏ݋ܿ tanିଵ(tan ߰ ((ߛݏ݋ܿ =
′ఏߙ ቀsinିଵ ቂ ௦௜௡ఊ

௖௢௦ఏ′ቃ −

ߛݏ݋ܿ tanିଵ ቀtan ቂsinିଵ ቂ ௦௜௡ఊ
௖௢௦ఏ′ቃቃ ቁቁߛݏ݋ܿ −

ߛ)′ఏߙ − ߛݏ݋ܿ tanିଵ(ߛ݊݅ݏ)).         (39) 

Solving Eq. (31), we obtain: 

W௥′ = √2m ∫ ඨቆα + ୩
୰

−
ቀఈഇ′

మ ାଶ୫୦ቁ

ଶ୫୰మ ቇ௥′ 
௥బ dr.   (40)  

Using the relation ൫√ ൯మ

√ 
 to solve Eq. (40), we 

get:  

ܹ௥′ = √2݉ ∫
ఈା ೖ

మೝା ೖ
మೝି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ

ඩቌఈାೖ
ೝି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ ቍ

௥′ 
௥బ ݀(41) .ݎ 

Rewrite Eq. (41) as:  

ܹ௥′ = √2݉

⎣
⎢
⎢
⎢
⎢
⎡

∫
ఈା ೖ

మೝ

ඩቌఈାೖ
ೝି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ ቍ

௥′

௥బ
ݎ݀ +

∫
ೖ

మೝ

ඩቌఈାೖ
ೝି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ ቍ

ݎ݀ +௥′

௥బ

∫
ି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ

ඩቌఈାೖ
ೝି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ ቍ

′௥ݎ݀

௥బ

⎦
⎥
⎥
⎥
⎥
⎤

 .          (42) 

The first integral in Eq. (42) can be solved as:  

∫
ఈା ೖ

మೝ

ඩቌఈାೖ
ೝି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ ቍ

௥′

௥బ
ݎ݀ =

∫ ݀ ቌݎඨቆߙ + ௞
௥

−
ቀఈഇ′

మ ାଶ௠௛ቁ

ଶ௠௥మ ቇቍ௥′

௥బ
=

ߙඨቆ′ݎ + ௞
௥′ −

ቀఈഇ′
మ ାଶ௠௛ቁ

ଶ௠௥′మ ቇ −

ߙ଴ඨቆݎ + ௞
௥బ

−
ቀఈഇ′

మ ାଶ௠௛ቁ

ଶ௠௥బమ ቇ .        (43) 

Similarly, the second integral in Eq. (42) can 
be solved as: 

∫
ೖ

మೝ

ඩቌఈାೖ
ೝି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ ቍ

′௥ݎ݀

௥బ
=

√ଶ௠௞

ଶටఈഇ′
మ ାଶ௠௛

∫ ଵ

ඨ൭ మ೘ഀೝమ

ഀ
ഇ′
మ శమ೘೓

ା మ೘ೖೝ
ഀ

ഇ′
మ శమ೘೓

ିଵ൱

௥′

௥బ
= ݎ݀

√ଶ௠௞

ଶටఈഇ′
మ ାଶ௠௛

∫ ଵ

௥ඨ൭ మ೘ഀ
ഀ

ഇ′
మ శమ೘೓

ା మ೘ೖ
(ഀ

ഇ′
మ శమ೘೓)ೝ

ି భ
ೝమ൱

௥′

௥బ
              .ݎ݀

                                                                                  (44) 

Let ݑ = ଵ
௥
 and substitute in Eq. (44) to get:  

√ଶ௠௞

ଶටఈഇ′
మ ାଶ௠௛

∫ ି௥ௗ௨

ඨ൭ మ೘ഀ
ഀ

ഇ′
మ శమ೘೓

ା మ೘ೖೠ
(ഀ

ഇ′
మ శమ೘೓)

ି௨మ൱

௨
௨బ

 .       (45)  

We can replace ଶ௠ఈ
ఈഇ′

మ ାଶ௠௛
+ ଶ௠௞௨

(ఈഇ′
మ ାଶ௠௛)

− ଶݑ =

ଵ
ఈഇ′

మ ାଶ௠௛
൤2݉ߙ + ௠మ௞మ

ఈഇ′
మ ାଶ௠௛

൨ − ൬ݑ − ௠௞
ఈഇ′

మ ାଶ௠௛
൰

ଶ
 in 

Eq. (45); we obtain: 
√ଶ௠௞

ଶටఈഇ′
మ ାଶ௠௛

∫ ି௥ௗ௨

⎷
⃓⃓
⃓⃓
⃓⃓
⃓⃓
⃓⃓
ለ

⎝

⎜⎜
⎛

భ
ഀ

ഇ′
మ శమ೘೓

൥ଶ௠ఈା ೘మೖమ

ഀ
ഇ′
మ శమ೘೓

൩

ି൭௨ି ೘ೖ
ഀ

ഇ′
మ శమ೘೓

൱
మ

⎠

⎟⎟
⎞

௨
௨బ

  .      (46)  

Rewrite: 

ݑ − ௠௞
ఈഇ′

మ ାଶ௠௛
= ඨ ଵ

ఈഇ′
మ ାଶ௠௛

൤2݉ߙ + ௠మ௞మ

ఈഇ′
మ ାଶ௠௛

൨  ߠ݊݅ݏ

and substituting in Eq. (46), we get: 
√ଶ௠௞

ଶටఈഇ′
మ ାଶ௠௛

∫ ఏߠ݀ݎ−
ఏబ

,          (47) 

where ߠ଴ = sinିଵ

⎝

⎜
⎛ ௨బି ೘ೖ

ഀ
ഇ′
మ శమ೘೓

ඨ భ
ഀ

ഇ′
మ శమ೘೓

൥ଶ௠ఈା ೘మೖమ

ഀ
ഇ′
మ శమ೘೓

൩
⎠

⎟
⎞

 and 

ߠ = sinିଵ

⎝

⎜
⎛ ௨ି ೘ೖ

ഀ
ഇ′
మ శమ೘೓

ඨ భ
ഀ

ഇ′
మ శమ೘೓

൥ଶ௠ఈା ೘మೖమ

ഀ
ഇ′
మ శమ೘೓

൩
⎠

⎟
⎞

. 

Let ௥
௔

= 1 − ܽ where ,ߠݏ݋ܿ ݁ = ௞
ିଶఈ

 and 

eccentricity ݁ = ට1 +
ଶ(ఈഇ′

మ ାଶ௠௛)ఈ

௠௞మ    and let 
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e = 0 because the path is circular and 

substitute ටߙఏ′
ଶ + 2݉ℎ = ටି௠௞

ଶఈ
; we can rewrite 

Eq. (47): 

ߙ݇√ ∫  ఏߠ݀ܽ
ఏబ = ߙ݇−√ܽ cosିଵ ቆଵ

௘
ቀ1 − ௥′

௔
ቁቇ −

ߙ݇−√ܽ cosିଵ ൬ଵ
௘

ቀ1 − ௥బ
௔

ቁ൰.         (48) 

The third integral in Eq. (42) can be solved 
as:  

∫
ି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ

ඩቌఈାೖ
ೝି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ ቍ

 ′௥ݎ݀
௥బ =

∫
ି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝమ √ଶ௠௥మ

ටఈഇ′
మ ାଶ௠௛ඨ൭ మ೘ഀೝమ

ഀ
ഇ′
మ శమ೘೓

ା మ೘ೖೝ
ഀ

ഇ′
మ శమ೘೓

ିଵ൱

′௥ݎ݀  
௥బ =

−ටఈഇ′
మ ାଶ௠௛

ଶ௠ ∫ ௗ௥

௥మඩቌ మ೘ഀ
ഀ

ഇ′
మ శమ೘೓

ା మ೘ೖ

൬ഀ
ഇ′
మ శమ೘೓൰ೝ

ି భ
ೝమቍ

௥′ 
௥బ  . 

                                                                                  (49) 

Let ݑ = ଵ
௥
 and substitute in Eq. (49); we get: 

ටఈഇ′
మ ାଶ௠௛

ଶ௠ ∫ ௗ௨

ඩቌ మ೘ഀ
ഀ

ഇ′
మ శమ೘೓

ା మ೘ೖೠ

൬ഀ
ഇ′
మ శమ೘೓൰

ି௨మቍ

௨ 
௨బ  .       (50) 

We can replace ଶ௠ఈ
ఈഇ′

మ ାଶ௠௛
+ ଶ௠௞௨

(ఈഇ′
మ ାଶ௠௛)

− ଶݑ =

ଵ
ఈഇ′

మ ାଶ௠௛
൤2݉ߙ + ௠మ௞మ

ఈഇ′
మ ାଶ௠௛

൨ − ൬ݑ − ௠௞
ఈഇ′

మ ାଶ௠௛
൰

ଶ
 in 

Eq. (50) to find: 

ටఈഇ′
మ ାଶ௠௛

ଶ௠ ∫ ௗ௨

⎷
⃓⃓
⃓⃓
⃓⃓
⃓⃓
⃓⃓
ለ

⎝

⎜⎜
⎛

భ
ഀ

ഇ′
మ శమ೘೓

൥ଶ௠ఈା ೘మೖమ

ഀ
ഇ′
మ శమ೘೓

൩

ି൭௨ି ೘ೖ
ഀ

ഇ′
మ శమ೘೓

൱
మ

⎠

⎟⎟
⎞

௨ 
௨బ  .       (51) 

Let: 

ݑ − ௠௞
ఈഇ′

మ ାଶ௠௛
= ඨ ଵ

ఈഇ′
మ ାଶ௠௛

൤2݉ߙ + ௠మ௞మ

ఈഇ′
మ ାଶ௠௛

൨  ߠ݊݅ݏ

and substituting in Eq. (51), we can get:  

ටఈഇ′
మ ାଶ௠௛

ଶ௠
sinିଵ ቌ

ഀ
ഇ′
మ శమ೘೓

ೝ′ ି௠௞

ටଶ௠ఈቀఈഇ′
మ ାଶ௠௛ቁା௠మ௞మ

ቍ −

ටఈഇ′
మ ାଶ௠௛

ଶ௠
sinିଵ ቌ

ഀ
ഇ′
మ శమ೘೓

ೝబ
ି௠௞

ටଶ௠ఈቀఈഇ′
మ ାଶ௠௛ቁା௠మ௞మ

ቍ.(52) 

Substituting Eqs. (43), (48) and (52) in Eq. 
(42), we get: 

ܹ௥′ = ߙඨቆ′ݎ 2݉√ + ௞
௥′ −

ቀఈഇ′
మ ାଶ௠௛ቁ

ଶ௠௥′మ ቇ −

ߙ଴ඨቆݎ 2݉√ + ௞
௥బ

−
ቀఈഇ′

మ ାଶ௠௛ቁ

ଶ௠௥బమ ቇ +

ߙ݇−√ܽ 2݉√ cosିଵ ቆଵ
௘

ቀ1 − ௥′

௔
ቁቇ −

ߙ݇−√ܽ 2݉√ cosିଵ ൬ଵ
௘

ቀ1 − ௥బ
௔

ቁ൰ +

ටߙఏ′
ଶ + 2݉ℎ sinିଵ ቌ

ഀ
ഇ′
మ శమ೘೓

ೝ′ ି௠௞

ටଶ௠ఈቀఈഇ′
మ ାଶ௠௛ቁା௠మ௞మ

ቍ −

ටߙఏ′
ଶ + 2݉ℎ sinିଵ ቌ

ഀ
ഇ′
మ శమ೘೓

ೝబ
ି௠௞

ටଶ௠ఈቀఈഇ′
మ ାଶ௠௛ቁା௠మ௞మ

ቍ.  

      (53) 
The complete characteristic function is:  

ܹ = ߙඨቆ′ݎ 2݉√ + ௞
௥′ −

ቀఈഇ′
మ ାଶ௠௛ቁ

ଶ௠௥′మ ቇ −

ߙ଴ඨቆݎ 2݉√ + ௞
௥బ

−
ቀఈഇ′

మ ାଶ௠௛ቁ

ଶ௠௥బమ ቇ +

ߙ݇−√ܽ 2݉√ cosିଵ ቆଵ
௘

ቀ1 − ௥′

௔
ቁቇ −

ߙ݇−√ܽ 2݉√ cosିଵ ൬ଵ
௘

ቀ1 − ௥బ
௔

ቁ൰ +

ටߙఏ′
ଶ + 2݉ℎ sinିଵ ቌ

ഀ
ഇ′
మ శమ೘೓

ೝ′ ି௠௞

ටଶ௠ఈቀఈഇ′
మ ାଶ௠௛ቁା௠మ௞మ

ቍ −

ටߙఏ′
ଶ + 2݉ℎ sinିଵ ቌ

ഀ
ഇ′
మ శమ೘೓

ೝబ
ି௠௞

ටଶ௠ఈቀఈഇ′
మ ାଶ௠௛ቁା௠మ௞మ

ቍ +

′ఏߙ ቀsinିଵ ቂ ௦௜௡ఊ
௖௢௦ఏ′ቃ −

ߛݏ݋ܿ tanିଵ ቀtan ቂsinିଵ ቂ ௦௜௡ఊ
௖௢௦ఏ′ቃቃ ቁቁߛݏ݋ܿ −

ߛ)′ఏߙ − ߛݏ݋ܿ tanିଵ(ߛ݊݅ݏ)) +   ఝ′߮′ .     (54)ߙ

Substituting Eq. (54) in Eq. ܵ(ݍ, ,ߙ (ݐ =
,ݍ)ܹ (ߙ −  :we obtain ,ݐߙ
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,ݍ)ܵ ,ߙ (ݐ = ߙඨቆ′ݎ 2݉√ + ௞
௥′ −

ቀఈഇ′
మ ାଶ௠௛ቁ

ଶ௠௥′మ ቇ −

ߙ଴ඨቆݎ 2݉√ + ௞
௥బ

−
ቀఈഇ′

మ ାଶ௠௛ቁ

ଶ௠௥బమ ቇ +

ߙ݇−√ܽ 2݉√ cosିଵ ቆଵ
௘

ቀ1 − ௥′

௔
ቁቇ −

ߙ݇−√ܽ 2݉√ cosିଵ ൬ଵ
௘

ቀ1 − ௥బ
௔

ቁ൰ +

ටߙఏ′
ଶ + 2݉ℎ sinିଵ ቌ

ഀ
ഇ′
మ శమ೘೓

ೝ′ ି௠௞

ටଶ௠ఈቀఈഇ′
మ ାଶ௠௛ቁା௠మ௞మ

ቍ −

ටߙఏ′
ଶ + 2݉ℎ sinିଵ ቌ

ഀ
ഇ′
మ శమ೘೓

ೝబ
ି௠௞

ටଶ௠ఈቀఈഇ′
మ ାଶ௠௛ቁା௠మ௞మ

ቍ +

′ఏߙ ቀsinିଵ ቂ ௦௜௡ఊ
௖௢௦ఏ′ቃ −

ߛݏ݋ܿ tanିଵ ቀtan ቂsinିଵ ቂ ௦௜௡ఊ
௖௢௦ఏ′ቃቃ ቁቁߛݏ݋ܿ −

ߛ)′ఏߙ − ߛݏ݋ܿ tanିଵ(ߛ݊݅ݏ)) + ′߮′ఝߙ −   .ݐߙ
      (55)  

Differentiating Eq. (55) with respect to ߙ௜, 
we obtain:  

௥ߚ + ݐ = డௌ
డఈ

=
ටቀ೘

మ ቁ௥′

ඩቌఈାೖ
ೝ′ି

൬ഀ
ഇ′
మ శమ೘೓൰

మ೘ೝ′మ
ቍ

+
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ଶఈ
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௘
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⎠
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మ
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         (56.A) 
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ቍ +

sinିଵ ቂ ௦௜௡ఊ
௖௢௦ఏ′ቃ − ߛ −

ߛݏ݋ܿ tanିଵ ቀtan ቂsinିଵ ቂ ௦௜௡ఊ
௖௢௦ఏ′ቃቃ ቁߛݏ݋ܿ +

ߛݏ݋ܿ tanିଵ(ߛ݊݅ݏ)      (56.B)  
′ఝߚ =  ఝ′ .      (56.C)ߙ

 

Conclusion 
We have chosen the Hamilton – Jacobi 

equation of a central potential example and 
separated the variables using Staeckel boundary 
conditions. This method applies to some 
Hamiltonians in which certain conditions are 
satisfied, such as: conservative Hamiltonian and 
orthogonal coordinates.  
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After doing the application of Staeckel 
boundary conditions, we found Hamilton's 
characteristic function and Hamilton's principal 
function, then we separated completely the 

variables of the Hamilton – Jacobi equation in a 
central potential. Our results, as expected, are 
found in agreement with those obtained using 
other methods [ଶ଺]. 
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Abstract: The aim of the current study was to measure indoor radon concentration levels 
and its resulting doses received by the students and staff in schools of the directorate of 
education in the north of Hebron region- Palestine, during the summer months from June to 
September (2018), using CR-39 detectors. In this study, a total of 567 CR-39-based radon 
detectors were installed in the selected schools. The average radon concentrations were 
found to be 90.0, 66.5 and 58.0 Bqm-3 in Halhul, Beit Umar and Alarrub camp schools, 
respectively. Based on the measured indoor radon data, the overall average effective dose 
for the studied area was found to be 0.31 mSvy-1. Reported values for radon concentrations 
and corresponding doses are lower than ICRP recommended limits for workplaces. The 
results show no significant radiological risk for the pupils and staff in the schools under 
investigation. Consequently, the health hazards related to radiation are expected to be 
negligible. 

Keywords: Radon concentration, Alpha particles, Annual effective dose, Schools. 

PACs: 29.40.−n. 

 
 

 
Introduction 

Radon is a naturally occurring radioactive gas 
that is tasteless, odorless and colorless, and its 
decay products represent the most important 
source of natural radioactivity for human 
exposure [1]. It is the second leading cause of 
lung cancer in the world and the primary cause 
of lung cancer for individuals who have never 
smoked [2]. Measurement of the indoor radon 
level is highly desirable, because the radiation 
dose received by the human population due to 
the inhalation and ingestion of radon and its 
progeny contribute more than 53% of the total 
dose from natural sources [3]. 

The most important isotope of radon, in terms 
of environmental effects, is (222Rn), which is 
formed from the α-decay of radium (226Ra), 
which is a decay product of Uranium (238U) [1]. 

222Rn has a half-life of 3.82 days, allowing it to 
diffuse through earth crust and into the air before 
decaying by the emission of α- particles into a 
series of short- lived radioactive progeny. 
However, as radon concentrations increase, the 
quantity that decays in the lung increases, 
resulting in a greater health risk [4]. 

Radon gas naturally dissipates from the rock 
and soil out to the atmosphere. Building 
materials, the water supply and natural gas can 
all be sources of radon in home and atmosphere. 
The concentration of atmospheric 222Rn, 
therefore, depends on the rate of diffusion from 
the ground and diffusion in the air [5]. The radon 
gas can enter the body via respiring, drinking 
and eating. The alpha particles emitted by radon 
gas and other radiations emitted by its daughter 
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products increase the absorbed dose in 
respiratory and digestion systems [6]. Exposure 
of persons to high concentration of radon and its 
short‐lived progeny for a long period leads to 
health problems, particularly lung cancer [2]. 

The knowledge of radon levels in classrooms 
is important in assessing students and staff 
exposure and has a considerable public health 
impact, where the concentrations of indoor radon 
are almost always higher than outdoor 
concentrations. Once inside a building, radon 
cannot easily escape. The sealing of buildings to 
conserve energy reduces the intake of outside air 
and worsens the situation, although radon levels 
are generally highest in basements and ground 
floors, because these areas are nearest to the 
source and are usually poorly ventilated. 

Schools may be a significant source of radon 
exposure for children and working staff. 
However, because occupancy patterns in schools 
differ from those in homes, the actual exposures 
received by each individual, or even by the entire 
school population, are difficult to determine. In 
another previous work, Dabayneh measured the 
radon concentration in 62 classrooms in 
Palestine; he claimed that the harmful levels of 
radon and radon progeny can accumulate in 
confined air spaces, such as basements and crawl 
spaces [7].  

Our laboratory previously conducted a series 
of studies with the objective to determine radon 
concentration levels in homes, hospitals, schools, 
tobacco, soils and building materials [6, 9, 10-
24].  

The aim of the present work is to determine 
radon concentrations in schools in the 
Directorate of Education in the north of Hebron 
region - Palestine, during the summer months 
from June to September, using CR-39 track etch 
detectors. It is worth mentioning here that this 
study is part of a nationwide survey and 
measurement of indoor radon levels in 
workplaces and studies which so far have not 
been conducted in this region, to provide data for 
drawing a national radon map in Palestine. 

 

 

Materials and Methods 
Solid State Nuclear Track Detectors 

(SSNTDs) (CR-39 detectors) were installed in 
various rooms in twenty elementary and 
secondary schools in the Directorate of 
Education in the north of Hebron region –
Palestine (Fig. 1).  

The typical dosimeter is shown in Fig. 2 [2, 
10]. Five detectors were used for the 
determination of background track density. This 
track density was subtracted from all the 
measurements before the determination of radon 
concentration. The CR-39-based radon detector 
was calibrated according to the standard source 
facility at the National Radiological Protection 
Board (NRPB), UK [6, 7]. Following this 
technique, dosimeters were prepared and 
distributed in three sites (Halhul, Beit Umar and 
Alarrub camp) in Hebron region. The detectors 
were installed in the classrooms, teachers’ office, 
director’s office, kitchens, stores, laboratories, 
libraries, corridors, bathrooms, canteens, … etc. 
In each room two passive detectors were 
installed ~ 1.25 –1.5 m above the ground. The 
first detector was placed 0.5 m behind the door 
to prevent air currents and the second detector 
was placed against the windows.  

The schools of the studied area, as almost all 
Palestinian schools, are structures of masonry 
(concrete and brick) from inside and stones from 
outside, where rooms are ventilated only by 
operable windows (natural ventilation).  

The main zones and the statistical 
information on detectors and schools in the 
Directorate of Education in the north of Hebron 
region - Palestine, during the summer season, are 
exhibited in Table 1. 

Three months later; i.e., after 90 days of 
exposure, the detectors were collected and 
chemically etched in a 6.25 M, NaOH solution at 
72±2 0C and 8 h etching time to reach high 
resolution latent tracks [2, 8]. The detectors were 
washed by distilled water and then dried out. The 
number of tracks per cm2 in each detector was 
counted manually using an optical microscope of 
160 times magnification (160×). The tracks were 
counted trice for each detector and the average 
was calculated [2].  
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FIG. 1. West Bank geographical map showing the studied region. 

 
FIG. 2: CR-39 dosimeter. 

TABLE 1. Number of the schools, rooms and dosimeters distributed in the area under investigation.  

Zone No. of 
schools 

No. of 
rooms 

No. of 
dosimeters 
distributed 

No. of 
dosimeters 

lost 

No. of 
dosimeters 
collected 

Halhul 10 118 262 28 234 
Beit Umar 9 129 270 29 241 
Alarrub Camp 1 16 35 8 27 
Total 20 263 567 65 502 

 
Results and Discussion 
The Indoor Radon Concentrations 

The track density, ρ, is generally defined as 
the average number of scratches in section 
divided by the section area. The obtained track 
densities were converted into indoor radon 

concentration levels, CRn, in Bqm-3 by applying 
the following calibration formula [2]: 

CRn = C0t0ఘ
ఘ0t

              (1) 

where C0 is the radon concentration of the 
calibration chamber (90 kBqm−3), t0 is the 
calibration exposure time (48 h), ρ is the 
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measured track number density per cm2 on the 
CR-39 detectors inside the used dosimeters, ρo is 
the measured track number density per cm2 on 
those of the calibrated dosimeters (3.3 × 104 
tracks cm−2) and t is the exposure time (2160 h).  

The radon concentration levels data were 
assessed from 502 dosimeters over a total of 567 
as 65 detectors were lost. The range of radon 
concentrations and the frequency distributions of 
indoor 222Rn in twenty schools (263 rooms) are 
listed in Table 2. 

TABLE 2. Range and frequency of radon concentrations of selected schools in the 3 investigated 
zones in the area under investigation. 

Zone Frequency range (Bqm-3) 
0 - 49 50-99 100-199 ≥ 200 

Halhul 36 154 28 16 
Beit Umar 79 145 14 3 
Alarrub Camp 8 19 ---- --- 
Total 123 318 42 19 
% 24.5 63.3 8.4 3.8 

 

As can be seen from Table 2, about 24.5% of 
indoor 222Rn levels are found to vary between 0 
and 29 Bqm–3. Radon concentration levels 
between 50 and 99 Bqm-3 were observed in 
63.3% of the studied classrooms, while about 
8.4% are found to vary between 100 and 199 
Bqm–3. Nearly 3.8% of rooms show radon 
concentrations ≥ 200 Bqm–3, with a maximum 
value of 306.4 Bqm-3. 

The results show that the concentrations in 
12.2% of the studied rooms are above the 
reference level of 100 Bqm-3 assigned by WHO 
[23]. The minimum, the maximum and the 
average concentrations of 222Rn in the 
investigated rooms in 20 schools in 3 different 
zones are listed in Table 3.  

TABLE 3. Statistical parameters of the 222Rn concentrations (CRn) in different rooms of schools.  
Zone Halhul Beit Umar Alarrub Camp 

Rooms Type CRn (Bqm-3) 
Min Max Av. 

CRn (Bqm-3) 
Min Max Av. 

CRn (Bqm-3) 
Min Max Av. 

Classrooms 37.5 257.0 80.3 25.2 286.0 65.2 35.0 93.0 49.2 
Administration 
and Teacher rooms 

32.5 306.4 109.6 35.7 164.6 79.3 51.9 64.5 58.2 

Bathrooms 46.5 99.5 73.4 20.5 93.2 52.4 ----- ----- 55.5 
Kitchens 45.5 84.5 62.2 16.6 107.1 58.4 52.0 60.0 56.0 
Stores 52.5 305.2 110.6 34.2 164.6 79.4 60.9 91.7 76.3 
Computer and scientific labs 
and libraries 

48.1 289.0 103.6 35.6 99.0 64.6 ----- ----- 52.5 

Total Average 90.0 66.5 58.0 
 

The data presented in Table 3 shows that the 
average indoor radon concentrations obtained 
varied from 62.2 Bqm-3 (in kitchens) to 110.6 
Bqm-3 (in stores) in Halhul zone; from 52.4 
Bqm-3 (in bathrooms) to 79.4 Bqm-3 (in stores) in 
Beit Umar zone and from 49.2 Bqm-3 (in 
classrooms) to 76.3 Bqm-3 (in stores) in Alarrub 
camp, with overall average values of 90.0, 66.5 
and 58.0 Bqm-3, respectively. Generally 
speaking, almost 83% of average values are 
below the reference level [23], for the remedial 
action to be taken, and all the average values are 
higher than the world average radon 
concentration of 40 Bqm-3 [3]. 

According to the data in Table 3, the 
differences between the minimum and maximum 
of indoor concentration levels in the surveyed 
schools are relatively high. This large variation 
is mainly due to the difference in the ventilation 
methods used, the difference in the school’s 
altitude and the difference in the number of 
floors. Small values of concentration levels are 
generally reported in schools newly built under 
the supervision of Western countries (USA, 
Germany) and Japan as donations for Palestinian 
pupils.  
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Table 4 shows the average concentrations of 
222Rn and other radiological effects, in the 
schools in three zones in different floors of the 
regions under investigation. Fig. 3 shows the 
comparison of radon average concentrations in 
different floors in the studied regions. 

The first floor is generally characterized by a 
high radon concentration level compared to the 
other floor levels. This may be due to several 
reasons. Firstly, upper floors have better 
ventilation than lower ones. Secondly, the 
chances for radon to reach upper floors are very 
small compared to its chances to reach lower 
ones. Finally, the radon exhalation rates from the 
ground decrease fast as going to higher floors. 

However, there is a large variation in the radon 
concentration levels within the same floors, 
especially the ground and the first floors.  

We can see from Tables 4 and 5 that radon 
concentration was found to be higher in old 
schools, poorly ventilated, rather than in newly 
constructed schools, having good ventilation. In 
addition, a higher concentration of radon in 
lower floors in comparison to values measured in 
higher floors, is observed. The ground floor of 
such schools is directly constructed on top of soil 
with a coating of concrete, which allows more 
radon to diffuse inside the rooms because of the 
higher porosity of the construction materials 
used.  

 
FIG. 3: Comparison of the average radon concentrations in different floors in the studied zones. 

TABLE 4. Comparison of the present study results in the schools with those of other studies. 
Country CRn (Bqm-3) Reference 
Palestine:  
- Tarqumia schools 
- Tulkarem schools 
- Bethlehem schools 
- North-east of Hebron 
- North of Hebron schools 

 
34 
40 
125 
71 
74 

 
[7] 
[25] 
[26] 
[2] 

Present study 
Jordan 77 [27] 
Algiers 26 [28] 
Kuwait: 
- 1st Floor 
- 2nd Floor 

 
16 
19 

 
[29] 

 
Saudi Arabia 75 [30] 
Greece 231 [31] 
Pakistan: 
- Kashmir schools 
- Punjab schools 

 
78 
52 

 
[32] 
[33] 

Tunisia 27 [34] 
Nigeria 45 [35] 
Portugal 400 [36] 
ICRP action level, 1993 200 [37] 
UNSCEAR, 2000 40 [3] 
WHO 100 [23] 
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TABLE 5. The 222Rn concentrations levels (CRn), the annual effective dose (ERn), the lifetime risk 
(LTR) and the radon content of the lung air (Hlung) belonging to different floors in the surveyed 
schools. 

Zone Floor 
No. 

CRn (Bqm-3) 
Min Max Av. 

ERn (mSvyr-1) 
Min Max Av. 

LTR (×10-4) 
Min Max Av. 

Hlung (×10-8) (Svyr-1) 
Min Max Av. 

Halhul 
1 53.5 289.0 113.3 0.22 1.20 0.47 12.5 67.3 26.3 4.3 23.1 9.1 
2 37.5 306.4 88.2 0.16 1.27 0.37 8.7 71.4 20.6 3.0 24.5 7.1 
3 32.5 248.5 83.0 0.14 1.03 0.34 7.6 57.9 19.4 2.6 19.9 6.6 

 
Beit Umar 

1 20.5 325.2 72.0 0.09 1.35 0.30 4.8 75.8 16.8 1.6 26.0 5.8 
2 48.6 286.0 70.0 0.20 1.19 0.29 11.3 66.6 16.3 3.9 22.9 5.6 
3 35.7 101.4 67.0 0.15 0.42 0.28 8.3 23.6 15.6 2.9 8.1 5.4 
4 16.6 81.0 66.0 0.07 0.34 0.27 3.9 18.9 15.4 1.3 6.5 5.3 

Alarrub Camp  1 35.0 93.0 56.0 0.15 0.39 0.23 8.2 21.7 13.1 2.8 7.4 4.5 
2 38.0 91.7 53.0 0.16 0.38 0.22 8.9 21.4 12.3 3.0 7.3 4.2 

Total Average  74.3 0.31 17.3 6.0 
 

The observed variations of radon 
concentrations among various regions can be 
attributed to many factors, such as the geological 
structure of the site, the various types of building 
materials used for the construction of the 
schools, the number of floors, painting and 
ventilation rates and the aging effect on the 
building. Other variations of the radon 
concentration levels may be attributed to human 
activities, such as opening windows and doors. 
Human activities are definitively different for 
schools from those for homes. Schools in 
Palestine mainly are operated from 5 to 6 hours 
and closed for the rest of the day. In addition, 
except for weekends, there are also long periods 
in the year when schools are closed, especially 
during summer holidays. When schools are 
closed, an increase of radon concentration is 
expected due to poor ventilation. Accordingly, 
indoor radon concentrations in schools are 
expected to be higher than in houses. 

The relatively high concentrations found in 
some rooms may be due to the structure of the 
soil and rocks, which consist mainly of 
limestone. Also, it may be due to the geological 
and topographical nature of the school site. 
Finally, the general results obtained were less 
than the ICRP standard level, the standard 
reference level set by WHO and the US EPA for 
the USA assigned level in general [23, 24].  

For the sake of comparison, the radon 
concentration levels were compared with those 
of other schools in different countries. The 
obtained radon concentration levels in the region 
under consideration are within the majority 
results of some other national and international 
areas, as can be seen in Table 4. 

The Radiological Effects of Radon 
The Effective Dose in Schools  

To obtain the annual effective dose (ERn), due 
to the indoor radon and its progeny received by 
the pupils and staff, one has to take into account 
the conversion coefficient from the absorbed 
dose and the occupancy factor. According to the 
UNSCEAR 2000 report [3], the effective dose at 
any location depends upon the occupancy factor. 
The occupancy factor for the students and the 
teachers of north Hebron schools was calculated 
using the following equation: 

5.5 h
day

× 5 day
wk

× 36 wk
yr

= 990 h
yr

            (2) 

Thus, the school occupancy factor (Hs) = 
990h / 8760h = 0.113. 

The expected annual effective doses received 
by students and teachers in the surveyed areas 
were calculated by using Eq. (3), the UNSCEAR 
model [3, 25] as shown below: 

 Eோ௡(݉ܵିݕݒଵ) = CRn × Hs × F × D × T       (3) 

where CRn is the radon concentration (Bqm-3), Hs 
is the occupancy factor (0.113), F is the 
equilibrium factor (0.4), T is hours in a year 
(8760) and D is the dose conversion factor 
(9.1×0-6 mSv/ h per Bqm-3). 

By using Eq. (3) and Table (4), the results for 
the average annual effective dose in all schools 
are as follows: from 0.34 mSvy–1 (in third floor) 
to 0.47 mSvy–1 (in first floor) in Halhul zone; 
from 0.27 mSvy–1 (in fourth floor) to 0.30   
mSvy–1 (in first floor) in Beit Umar zone; and 
from 0.22 mSvy–1 (in second floor) to 0.23 
mSvy–1 in (in first floor) in Alarrub camp. 
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In recent reports, UNSCEAR and WHO [3, 
23] recommended that the action levels of radon 
should be set around 1.3 and 2.5 mSvy–1, 
respectively. Based on these recommendations, it 
has been observed that all of the annual effective 
doses show lower values than the action levels. 
Therefore, the results show no significant 
radiological health risk to the students and staff. 
We think that this low effective dose value may 
reflect the very low occupancy rate as students 
and teachers spend just 11.3% of the year in the 
schools. 

The Lifetime Risk 
The estimate of lifetime risk used in the ICRP 

Publication 115 [38] is the lifetime excess 
absolute risk (LTR) associated with a chronic 
exposure scenario, expressed in a number of 
deaths 10-4 per Working Level per Month 
(WLM). According to the ICRP, an LTR of 5×   
10-4 per WLM should now be used as the 
nominal probability coefficient for radon- and 
radon progeny-induced lung cancer, replacing 
the ICRP Publication 65 value of 2.8×10-4 per 
WLM [25, 38]. 

ܴܶܮ = ௐ௅ெ
௅௜௙௘

× 5×10-4          (4) 

The students and staff of the schools in the 
north of Hebron region are subjected to the total 
average of a lifetime lung cancer risk of about 
17.3% to chronic exposure to indoor radon. 
Another study in Palestine reported a lifetime 
lung cancer risk variation of 0.02% to 0.09% 
[25, 39]. 

The Annual Equivalent Dose to the Lungs 

The annual effective dose to lung, HE, is 
calculated using an equation of the form [40]: 
H୉(݉ܵିݕݒଵ) = Eୖ୬ × Wୖ × W்          (5) 
where WR is the radiation weighting factor for 
alpha particles (WR = 20) and WT is the tissue 
weighting factor for the lung (WT = 0.12). 

In case the radon content of the lung air is 
taken into account, Eq. (5) reduces to [3]: 

H୪୳୬୥(Sv)    = 8 × 10ଵ଴ C ୖ୬ (Bqmିଷ).    (6) 

The total average value of radon content in 
the lung air (Hlung) is 6×10-8 Svy-1 in the region 
under investigation. The results show no 
significant radiological risk for pupils and staff 
in the schools in this region [41].  

Conclusions 
The results of the present research led to the 

following conclusions: the average radon 
concentrations for the three zones were found to 
be 90.0, 66.5 and 58.0 Bqm-3 in Halhul, Beit 
Umar and Alarrub camp schools, respectively. 
The total average annual effective dose due to 
the radon received by the pupils and staff in the 
studied area was 0.31 mSvy-1.  

Since most radon comes from the ground, the 
highest concentrations of radon are found in 
ground floor rooms compared to values 
measured in the first and upper floors. Variations 
in radon concentration from one room to another 
in the same floor level may be explained by 
human activities. As the annual mean effective 
dose for students and staff at the schools is 
consistent with the normal dose as regarded by 
ICRP and WHO recommendations, health 
hazards related to radiation are expected to be 
negligible. 
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Abstract: In modern time, the optical fiber communication has revolutionized the data 
transmission process and contributed vitally to the development of qualitative and speedy 
telecommunication systems. The arteries of this system are optical fibers which carry 
information as light signals and as fast as speed of light. But these light signals suffer 
energy losses during their propagation through the optical fibers. For the effective 
functioning of an optical fiber communication, it is necessary to know and prevent the 
prevailing energy losses (especially external bending losses) of the optical fibers. In this 
paper, the external bending loss of optical power while propagating through a single-mode 
optical fiber has been investigated. Further, the effects of wrapping turns (1 to 6 turns) and 
bending diameters (2 cm ≤ D ≤ 12 cm) on the power loss of laser at a wavelength of 650 
nm have been studied. 

Keywords: Single-mode optical fiber, Bending loss, Attenuation coefficient, Wrapping 
turns, Bending diameter. 
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Introduction 
Optical fibers are transparent and flexible 

strands which possess thicknesses of few 
microns and are fabricated from materials like 
glass, plastic … etc., [1]. They are spherical 
dielectric waveguides that efficiently transport 
optical energy and information in the form of 
light signals. They are especially designed to 
transmit signals over larger distances and at 
higher bandwidths than conventional electrical 

wires or cables. These fibers have many 
advantages over conventional wires and cables, 
such as less signal attenuation, less power loss, 
electrical isolation, high volume capacity, being 
free from electromagnetic interference of signals 
… etc. Specially designed optical fibers are also 
used in a variety of applications, including 
communication, optical sensors, fiber lasers, 
power transmission … etc. [2]. An optical fiber 
consists of typically three regions; namely, core, 
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cladding and outer material. A core material 
having a high refractive index is surrounded by a 
transparent cladding material having a low 
refractive index and an outer polymer material 
which acts as protection jacket for inner 
materials and provides mechanical strength to 
the fiber. Light propagates through the core 
obeying the total internal reflection phenomenon 
which turns the fiber into an optical waveguide 
[3]. Optical fibers that uphold numerous 
propagation paths are called multimode fibers, 
while those that maintain only a single path are 
called single-mode fibers. In general, multi-
mode fibers have a wider core diameter and are 
more suitable in short-distance communication 
links, high power transmission … etc. [4]. 
Single-mode optical fibers having smaller core 
diameters are mostly preferred for 
communication links longer than 1,000 meters 
[5]. The light gathering ability of an optical 
fiber, also known as numerical aperture, is more 
for multimode fibers than that of single-mode 
fibers. However, the information transmission 
ability of single-mode optical fibers is much 
larger than that of multimode cables [6, 7]. There 
are many factors responsible for high 
transmission ability of single-mode fibers, but 
the most important property is the comparatively 
low signal attenuation [8, 9]. Attenuation is the 
reduction in signal strength when it propagates 
through the channel medium. It has proved to be 
one of the important factors for the widespread 
acceptance of optical fibers in communication 
systems. It is affected by various mechanisms: 
absorption, scattering, bending, dispersion, 
misalignment … etc. However, the bending 
losses are particularly important in single-mode 
fibers, because they work internally and 
externally [6, 9]. In optical fibers, two types of 
bending occur: macro–bending (large-scale 
bending occurs externally) and micro–bending 
(small-scale bending exists in the core cladding 
interface). The macro–bending or external 
bending may occur during installation of optical 
cables, while the localized micro–bending can 
develop during manufacturing of the fiber [10-
14]. Optical fibers are critically designed for the 
development of high-quality and high-speed 
networks [11 - 14], but external bending affects 
their functioning badly if not handled properly.  

Hence, in this work, the authors try to 
investigate the consequence of external bending 
on the optical power transmission through 
single-mode fibers of different lengths (1 m, 1.4 

m, 1.8 m and 2.2 m). The effects of wrapping 
turns (1 to 6 turns) and bending diameters (2 cm, 
4 cm, 6 cm, 8 cm, 10 cm and 12 cm) on the 
power loss of laser light of wavelength 650 nm 
have been studied.  

Experimental Work 
The experimental work was carried out using 

different instruments with specifications such as 
a laser diode of wavelength (λ) 650 nm (red 
color), output power between 3 and 5 mW, 
operated at voltage 220 V ± 10% having 
frequency = 50 Hz, single-mode optical fiber 
(with plastic core and plastic cladding design) of 
variable lengths (1 m, 1.4 m, 1.8 m and 2.2 m), a 
light lens (45×), V grooves and post stands. For 
bending the optical fiber, aluminum mandrels of 
different diameters (2 to 12 cm) were used. A 
composite silicon laser detector acts as a digital 
micrometer used to measure the output optical 
power. The single-mode optical fiber was 
carefully aligned to the laser source and 
positioned to achieve maximum light intensity. 
A reference loss that was presented without any 
bending was recorded and subtracted from the 
loss obtained after bending of fiber. All the 
components and instruments are arranged as 
shown in Fig. 1. The experiment was performed 
in a dark-room environment to avoid 
interference of external light with experimental 
conditions. 

Results and Discussion 
The output optical power [11] of single-mode 

optical fiber is given by Po(L) = Pi×exp-αL/10 dB, 
where Pi is input power, Po is output power, αdB 
is the signal attenuation per unit length in 
decibels and L is the length of the optical fiber. 
The attenuation of light (αdB) while propagating 
through the fiber is expressed in decibels per unit 
length (i.e., dB/m) which is given by the relation, 
αdBL=10×log(Pi/Po) [4]. In terms of current, the 
bending loss in dB is given as, dB = 20×log(I/Io) 
for all values of current corresponding to 
different bending loop diameters. The values of 
optical output of laser diode (emitting red light 
of wavelength, λ = 650 nm) when propagating 
through single-mode fiber under different 
experimental investigations, such as different 
bending diameters (2 cm to 12 cm), different 
numbers of turns (1 to 6) and different optical 
fiber lengths; i.e., 1 m, 1.4 m, 1.8 m and 2.2 m 
are listed in Tables 1 to 4.  
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FIG. 1. The experimental setup for measuring optical loss due to macro–bending. 

TABLE 1. The effect of number of wrapping turns on the output current of laser source at different 
bending diameters for single-mode optical fiber of length 1 m. 

Sr. Wrapping turns (N) 
Output current (×10-6 A) 

Bending diameter (D) 
2 cm 4 cm 6 cm 8 cm 10 cm 12 cm 

1 0 190 190 190 190 190 190 
2 1 164 167 169 172 175 179 
3 2 147 150 153 156 160 164 
4 3 128 131 137 139 144 147 
5 4 108 114 117 121 127 133 
6 5 94 98 102 105 111 118 
7 6 73 81 86 90 96 102 

TABLE 2. The effect of number of wrapping turns on the output current of laser source at different 
bending diameters for single-mode optical fiber of length 1.4 m. 

Sr. Wrapping turns (N) 
Output current (×10-6 A) 

Bending diameter (D) 
2 cm 4 cm 6 cm 8 cm 10 cm 12 cm 

1 0 190 190 190 190 190 190 
2 1 158 160 164 169 173 178 
3 2 138 144 148 154 158 163 
4 3 124 128 132 134 137 146 
5 4 104 111 117 122 128 133 
6 5 87 95 100 107 113 115 
7 6 68 76 81 91 97 101 

TABLE 3. The effect of number of wrapping turns on the output current of laser source at different 
bending diameters for single-mode optical fiber of length 1.8 m 

Sr. Wrapping turns (N) 
Output current (×10-6 A) 

Bending diameter (D) 
2 cm 4 cm 6 cm 8 cm 10 cm 12 cm 

1 0 190 190 190 190 190 190 
2 1 152 158 162 165 170 177 
3 2 133 140 146 152 159 162 
4 3 117 121 129 131 139 146 
5 4 100 108 115 120 124 135 
6 5 85 92 98 105 111 114 
7 6 64 72 78 89 95 103 
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TABLE 4. The effect of number of wrapping turns on the output current of laser source at different 
bending diameters for single-mode optical fiber of length 2.2 m 

Sr. Wrapping turns (N) 
Output current (×10-6 A) 

Bending diameter (D) 
2 cm 4 cm 6 cm 8 cm 10 cm 12 cm 

1 0 190 190 190 190 190 190 
2 1 147 153 159 163 168 175 
3 2 128 138 144 150 156 162 
4 3 111 117 126 130 137 144 
5 4 93 104 112 118 127 133 
6 5 77 87 95 104 109 117 
7 6 60 68 73 77 88 101 

 
A falling trend in output current is observed 

for all fiber lengths as the numbers of the 
wrapping turns increased. However, this output 
is observed to be increased with an increase in 
macro-bending diameter at a fixed number of 
wrapping turns. The variations in attenuation 
coefficient per unit length of single-mode optical 
fiber at a fixed length; i.e., 1 m, 1.4 m, 1.8 m and 
2.2 m with wrapping turns (1 to 6) and bending 
diameter (2 cm to 12 cm) are shown in Fig. 2. It 

is found that attenuation coefficient increased 
with increase in wrapping turns and decrease in 
external bending diameter. Moreover, it changed 
with the length of optical fiber and found highest 
for fiber length 2.2 m and lowest for 1.0 m. The 
effect of wrapping turns (1 to 6) and bending 
diameter (2 cm to 12 cm) on the bending loss of 
single-mode optical fiber at a particular length; 
i.e., 1 m, 1.4 m, 1.8 m and 2.2 m is represented 
in Fig. 3.  

  

  
FIG. 2.  The effect of wrapping turns (1 to 6) and bending diameter (2 cm to 12 cm) on the attenuation 

coefficient of single-mode optical fiber at a particular length; i.e., 1 m, 1.4 m, 1.8 m and 2.2 m. 
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FIG. 3. The effect of wrapping turns (1 to 6) and bending diameter (2 cm to 12 cm) on the banding loss of 

single-mode optical fiber at a particular length; i.e., 1 m, 1.4 m, 1.8 m and 2.2 m. 

 
It is shown that the bending loss depends on 

the number of wrapping turns of the single-mode 
fiber which provides varied values of bending 
loss with each step size. It is observed that when 
the wrapping turn increases, the bending loss 
directly increases. A direct linear relationship 
between the bending loss and wrapping turn has 
been estimated. Similar type of variation in 
bending loss with wrapping turns was also 
reported in literature [13]. It is also predicted 
from the results that for a particular length of a 
single-mode optical fiber, the bending loss 
decreases with increase in bending diameter 
from 2 cm to 12 cm (Fig. 4). It has also been 
observed that for a fixed length of the fiber, as 
the bending diameter increases, the sharpness in 
the reduction of bending loss w.r.t. number of 
turns; i.e., slope of the curve slightly decreases, 
which indicates that susceptibility of the fiber to 
these losses depends on the bend diameter and 

can be minimized by increasing the bending 
diameter. 

Moreover, this loss is found high for smallest 
bending diameter; i.e., 2 cm and low for the 
highest bending diameter; i.e., 12 cm, while the 
attenuation coefficient has the opposite trend 
for compressible fiber lengths (Fig. 4). This 
indicates that smaller bending diameter and 
larger wrapping turns promote higher bending 
loss which increases with the increase in the 
length of the fiber, while it decreases with 
increase in bending diameter. A similar variation 
in the power loss of the optical fiber with 
bending radius and wrapping turns at a 
wavelength of 1550 nm is also reported in 
literature [4, 14]. The present analysis suggests 
that to reduce the power loss during 
transmission, the external bending diameter 
should be kept large and the number of wrapping 
turns should be kept small. 
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FIG. 4. The effect of bending diameter (2 cm to 12 cm) on the bending loss (left) and the attenuation coefficient 

(right) of single-mode optical fiber with different lengths (1 m, 1.4 m, 1.8 m and 2.2 m). 
  

Conclusion 
In the present study, the bending loss in the 

optical power of a single-mode optical fiber 
because of different wrapping turns and variable 
bending diameters has been investigated. It has 
been observed that as the number of wrapping 
turns of the optical fiber increases and the 
bending diameter decreases, the bending loss 
through the fiber increases linearly and sharply. 
Also, it is observed that as the length of the fiber 

increases, the bending loss and attenuation 
coefficient change up to an appreciable extent. It 
is found that the external bending loss of optical 
power, when propagating through the optical 
fiber, increases as the bending diameter 
decreases and wrapping turns increase. The 
accomplished investigation and experimental 
results are compatible with the theoretical 
studies within the uncertainty limits. 
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Abstract: The applications of radionuclides are potential sources of health risk and also a 
concern in the area of nuclear security. It is therefore imperative to determine the presence 
of the different radionuclides present in the environment at all times, because it is necessary 
to control and assess the risk level in the environment. The present study compares activity 
concentrations of the primordial radionuclides 40K, 226Ra and 232Th obtained from 
laboratory gamma spectrometry measurements with the activity concentrations of the 
radionuclides as obtained from in-situ measurements. Soil samples were randomly 
collected from nineteen different points within Abeokuta city ensuring good coverage of 
the city area. A mobile gamma spectrometry system was used to collect gamma spectra 
measurements in the field. The obtained values are presented. The ranges of activity 
concentrations for 40K, 226Ra and 232Th have been found to be 113 – 1975, 5 – 128 and 181 
– 3284 Bqkg-1, respectively for laboratory gamma spectrometry and 104 – 1312, 31 – 121 
and 104 – 2578 Bqkg-1, respectively for in-situ gamma spectrometry measurements. This 
study showed that the average activity concentrations of the primordial radionuclides in 
Abeokuta were much higher than worldwide averages of 400, 35 and 30 Bqkg-1 for 40K, 
226Ra and 232Th, respectively. From both methods, 232Th is seen to be the major contributor 
to the environmental radioactivity of Abeokuta. Good correlations also were deduced 
between the activity concentration results obtained from laboratory and in-situ gamma 
spectrometry, which therefore implies a significant relationship between the two methods 
used in the study. 

Keywords: In-situ gamma, Gamma spectrometry, Activity concentration, Radionuclides. 
 

 
Introduction 

The presence of radionuclides in the 
environment is both of interest as well as of 
concern. It is of interest because radionuclides 
have been widely applied for various purposes, 
such as medicine, agriculture, electric power and 
education [1]. Examples of such radionuclides 
used are 131I, 95Zr, 241Am, 60Co, 137Cs, 192Ir, 232U, 
14C, among others. Their presence is a potential 
source of health risk as well as a concern in the 
area of nuclear security. It is therefore 

imperative to be able to determine the presence 
of different radionuclides present in the 
environment at all times so as to control and 
assess the risk level in the environment. Gamma-
ray spectrometry measurements give practical 
ways to assess dispersed radionuclides in soils to 
determine possible changes in the radioactivity 
of the environment [2]. Both laboratory and in-
situ gamma spectrometry are usually used for the 
purpose of detection, monitoring and assessment 
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of levels of radioactivity in the environment and 
radiation dose rates as a result of natural and 
artificial sources [3]. 

The traditional method of evaluating the 
distribution of radioactivity in the environment is 
laboratory gamma spectrometry measurements. 
It is well established and widely used. Samples 
are extracted from the site, packaged, transported 
to the laboratory and prepared for analysis. The 
method has the advantage of being fairly straight 
forward and the samples can be used for other 
types of analysis, like elemental analysis. 
Sampling, however, is labour-intensive with 
regard to the collection of samples and 
concerning laboratory measurements. This 
method suffers from the disadvantages arising 
from the representative nature of the samples, 
difficulty in accessing samples, coverage of 
sampling area, time required for laboratory 
analyses and delays in obtaining results [4], 
because all samples will have to be measured in 
the laboratory before any results are produced. 
In-situ gamma ray spectrometry entails the 
collection of a spectrum of the ambient gamma 
ray flux at a given site for analysis, principally to 
identify and quantify the radionuclides present at 
the site. Since its development in the late sixties 
and at the beginning of the seventies, in-situ 
gamma spectrometry has gone through a lot of 
modifications. It has become a useful method for 
rapid assessment of radionuclide concentrations 
of gamma emitters present in the environment 
[5]. The main advantages of this method include 
its modest time consumption, its portability and 
the reasonable cost of the detector compared to 
laboratory-based gamma spectrometry [6]. In-
situ gamma-ray spectrometry is however 
complex and requires a more rigorous calibration 
procedure [7]. The present study compares 
activity concentrations of radionuclides 
calculated from laboratory gamma spectrometry 
and activity concentrations of radionuclides 
obtained from in-situ measurements. 

Materials and Methods 
Abeokuta, the capital of Ogun State, is 

located in the southwestern part of Nigeria. It is 
situated between latitudes 7 9'N and 7 39'N and 
longitudes 3 20’E and 3 54’E [8]. It is made up 
mainly of two local government areas, which are 
Abeokuta North and Abeokuta South. It covers a 
geographical area of 1,256 km2. Abeokuta is 
found in a sub-humid tropical region within 

southwestern Nigeria [9]. The city is drained 
mainly by River Ogun, which passes through it. 
The drainage pattern is generally dendritic. 
Geologically, the city is characterized by 
underlying basement complex rocks which are 
basically hornblende-biotite gneiss, 
porpyroblastic gneiss, granite, porphyritic 
granite and pegmatitic intrusions [8]. These 
rocks are noted for high content of radionuclides 
and poor water-bearing properties [10]. 
Characterizing the city is the Abeokuta 
formation which is sedimentary and comprises 
mainly sand with sandstone, siltstone, silt, clay, 
mudstone and shale interbeds [11]; [8]. The 
sands are coarse grained, clayey, micaceous and 
poorly sorted and indicative of short distances of 
transport and possible derivation from the 
granite rocks [12]. 

Calibration of in-Situ Gamma Spectrometer  

The calibration of the detector was done in 
two stages. The first was to convert channel 
numbers into gamma energy in keV. The 
calibration procedure involved selecting the 
calibration option of the maestro digiBASE 
software and inserting the gamma energies of 
each of the peaks of interest against their channel 
numbers. A relation of the gamma energy versus 
channel number was established by the software, 
thereby calibrating the detector. The second was 
to convert the count rates (cps) under a 
photopeak into soil activity concentration  
(Bqkg-1) of the radionuclide. In this stage of the 
calibration process, factors that related the count 
rate under a photopeak to soil radioactivity 
concentration and dose rate in air were 
determined. 

According to [2], the number of counts per 
second, Nf, obtained under a photopeak due to a 
particular gamma energy, E, is related to the soil 
radioactivity concentration, A, of the 
radionuclide producing the peak by Eq. 1 [13]. 
୒౜
୅

=  ୒౜
୒౥

୒౥
∅

∅
୅
                 (1) 

where ୒౜
୅

 is the photopeak count rate at the 
gamma energy per unit activity concentration of 
the radionuclide in the soil ( ௖௣௦

஻௤௞௚షభ), ୒౜
୒౥

 is called 
the angular correction factor and accounts for the 
non-uniformity of the detector response to 
gamma rays incident at varying angles. This 
detector-specific quantity is dimensionless and 
dependent on the source distribution, gamma 
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energy, soil density and soil composition, ୒౥
∅

 is 
the on-axis response of the detector (normal to 
detector face) given in count rate per uncollided 
flux of parallel gamma rays ( ௖௣௦

ఊ௠షమ௦షభ), ∅
୅

 
represents the total un-collided flux per unit 
source activity concentration (ఊ௠షమ௦షభ

஻௤௞௚షభ ) and Ø is 
the gamma ray un-scattered flux on the detector 
(γm-2s-1). 

In-Situ Gamma Spectrometry 
The mobile gamma spectrometry system was 

used to collect gamma spectra measurements in 
the field. Concerted efforts were made to make 
sure that the sites where measurements were 
carried out were well spread across Abeokuta, 
ensuring also that at each location, the 
measurement represented the true terrestrial 
gamma radiation. The NaI(Tl) detector was 
mounted on the iron stand with the face of the 
detector pointing downward to receive gamma 
radiation emanating from the soil below, as 
shown in Fig. 1. The shield with a thickness of 4 
cm and a depth of 17.5 cm was expected to 

attenuate radiation from other sources or from 
outcrops and man-made constructions. Although 
the shield was not able to eliminate the effect of 
incident radiation completely, a larger shield 
would not have been easily movable, so a 
compromise had to be made between 
practicability and accuracy of the spectroscopy 
measurement. The detector itself was accurately 
folded with shock-resistive material in order to 
prevent it from possible damage in the field. The 
central axis of the detector was kept 
perpendicular to the extended plane of the soil 
surface while it faced the soil so that it could 
measure gamma radiation. The distance between 
the detector and the ground was kept at 140 mm 
and counting was for a preset time of 600 s. The 
photo-peaks used were 1460, 1760 and 2614 
keV for 40K, 226Ra and 232Th, respectively. 
Regions of interest (ROIs) were carefully 
determined around these photo-peaks in order to 
obtain total count rate, Nf, due to each 
radionuclide under its reference peak. Nf was 
converted into soil radioactivity concentration of 
the radionuclides using the conversion factors. 

 
FIG. 1. Schematic diagram showing the arrangement of the detector during in-situ measurement. 

 
Soil Sampling 

Soil samples were collected from the same in-
situ measurement points. The soil samples were 
taken from topsoil within the thickness of 0 – 50 
mm from the surface. The collected soil samples 
were then packed in labeled cellophane bags and 
taken to the Radiation and Health Physics 
Laboratory of the Department of Physics, 
Federal University of Agriculture, Abeokuta 
(FUNAAB), where they were air-dried at room 

temperature [14], pulverized into fine grain sizes 
and sieved with a 1 mm mesh sieve. The 
prepared samples were then packed in 0.2 kg of 
mass in plastic containers of about 80 mm in 
diameter so that the sample could sit with high 
geometry on the NaI(Tl) detector, as shown in 
Fig. 2. The plastic containers were then sealed 
with adhesive paper tape and kept for about 30 
days which was a sufficient time to allow for 
226Ra and its decay products to attain a state of 
secular radioactive equilibrium. 
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FIG. 2. Schematic diagram showing the soil sample on the NaI(Tl). 

  

Calibration of Laboratory-based Gamma 
Spectrometer 

Standard material used for energy calibration 
of the laboratory-based gamma spectrometer 
consists of RGU-1, RGUTh-1 and RGK-1. 
These are standard materials that were produced 
under the auspices of the International Atomic 
Energy Agency (IAEA) and were distributed 
through its Analytical Control Services (AQCS) 
program. According to the manufacturers, RGU-
1 was prepared from a dilution of Uranium ore 
(BL-5) with silica sand, RGTh-1 was prepared 
from a dilution of Britholite material (OKA-2) 
with silica sand and RGK-1 was prepared from 
potassium sulphate. The standard materials were 
put into the sample containers and were kept for 
about one month to achieve equilibrium between 
radium and its decay products. The standard 
materials were counted using the NaI(Tl) 
detector. Counting was for about 1800 s, which 
was long enough to capture spectra with well-
resolved peaks. Three suitable energy peaks of 
352, 609 and 1764 keV were selected. The 
calibration procedure continued by selecting the 
calculation option of the maestro digiBase 
software, calibration option was further selected 
and the gamma energies of each of the peaks of 
interest were inserted against their channel 
numbers. A relation of the gamma energy versus 
channel number was established by the software, 
then the channel numbers and the corresponding 
energy values were matched. The activity of 
each of the three primordial radionuclides was 
determined by relating the area under each 
photo-peak in the soil samples to the same 
photo-peak in the standard materials after 
counting. The photopeaks used were 1460 keV, 

1764 keV and 2614 keV for 40K, 226Ra and 232Th, 
respectively. 
Laboratory-based Gamma Spectrometry 

Gamma-ray spectrometry analysis of the 
prepared soil samples was carried out using the 
NaI(Tl) gamma ray spectrometer in the 
Radiation and Health Laboratory, Department of 
Physics, FUNAAB. The counting time was set at 
10800 seconds. Regions of interest were 
carefully determined from the downloaded 
spectra and were used to obtain total counts 
under the three major peaks of 1460 keV 40K, 
1764 keV 214Bi and 2614 keV 208Tl. The peaks 
had a range of 160 - 190, 200 - 235 and 295 – 
335 keV, respectively. The background count 
was also determined by counting another 
container, similar to the one used for the soil 
samples, filled with distilled water which was 
sealed and kept for about 30 days. The net area, 
after background counting was taken away, and 
was related to the radioactivity concentration of 
each of the three primordial radionuclides. 
Activity concentrations of the primordial 
radionuclides in the soil samples was calculated 
using Eq. 2 [15]. 
஺ೞೌ೘೛೗೐

஺ೞ೟೏
=  

஼ோೞೌ೘೛೗೐ି ஼ோಳ೒೏

஼ோೞ೟೏ି ஼ோಳ೒೏
              (2) 

where Asample is activity concentration of the 
sample (Bqkg-1), Astd is activity concentration of 
the standard (Bqkg-1), CRsample is count rate of 
sample (counts sec-1), CRBgd is count rate of 
background (counts sec-1), CRstd is background 
of standard (counts sec-1), CRBgd is count rate of 
background (counts sec-1). 

Fig. 3 shows the area of the study where both 
in-situ gamma spectrometry as well as the soil 
sampling were done. 
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FIG. 3. Map of the study area showing Abeokuta South and Abeokuta North. 

 

Results and Discussion 
The three primordial radionuclides, 40K, 226Ra 

and 232Th have been detected and measured. 
Activity concentrations of the radionuclides from 
the soil samples as determined in the laboratory 
and from in-situ gamma spectrometry are 
presented in Table 1. From the laboratory-based 
gamma spectrometry, of special interest are 
concentrations of 232Th at Kuto and Lafaru at 
3284 and 2857 Bqkg-1, respectively which are 
both over three times the average of the study 
area and concentrations of 40K at Kuto and 
Lafaru at 1924 and 1816 Bqkg-1, respectively 

which are both over two times the average of the 
study area. From the in-situ gamma 
spectrometry, concentrations of interest are 232Th 
at Lafaru and Kuto at 2578 and 2362 Bqkg-1, 
respectively which are both over three times the 
average of the study area and concentrations of 
40K at Leme and Adedotun at 1312 and 1147 
Bqkg-1, respectively which are both over two 
times the average of the study area. These 
anomalously high concentrations at some points 
account for the relatively high activity 
concentration level of the city. This confirms the 
general report in different studies carried out by 
different authors from Nigeria, that Abeokuta 
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town has a high radiation dose [10]; [16]. 
Frequency distributions of activity 
concentrations of 40K, 226Ra and 232Th from both 
methods are presented in Figs. 4 to 9. The 
distributions of the concentrations of the three 
radionuclides in the study area show significant 
variations in both laboratory-based spectrometry 

and the in-situ spectrometry. This shows non-
homogenous distributions of 40K, 226Ra and 
232Th. The frequency distributions of the values 
of the activity concentrations obtained from 
laboratory and in-situ gamma spectrometry show 
same pattern, where 40K is near normal, 226Ra is 
normal and 232Th is skewed to the left. 

TABLE 1. Results of activity concentrations of naturally occurring radionuclides from both laboratory 
and in-situ gamma spectrometry. 

S/N Location lab in-situ 
40K(Bqkg-1) lab in-situ 

226Ra(Bqkg-1) lab in-situ 
232Th(Bqkg-1) 

1 Ake 1796 233 57 68 1432 234 
2 Abiola Way 113 219 30 64 181 419 
3 Adatan 2036 598 97 79 1826 725 
4 Adedotun 1887 1147 35 64 1554 634 
5 Asero 482 346 43 54 645 353 
6 Car Wash 1082 402 70.3 47 824 222 
7 Elega Housing 643 202 64 82 735 626 
8 Igaasabo 848 188 34 35 540 185 
9 Iyanamutary 768 188 51 42 229 185 
10 Isaleigbehin 778 281 5 31 491 1030 
11 Kuto 1924 937 68 100 3284 236 
12 Lafaru 1816 896 66 90 2857 2578 
13 Lafenwa 996 169 10 36 608 104 
14 Leme 1975 1312 66 121 1513 1321 
15 Nawarudeen 1616 293 128 74 1893 467 
16 Okemosan 501 104 31 56 365 200 
17 Panseke 680 315 27 65 237 153 
18 Sabo 1831 291 26 45 686 191 
19 Saje 1240 794 46 85 877 756 

 MEAN 1211 469 50 65 1094 559 
 MIN. 113 104 5 31 181 104 
 MAX. 1975 1312 128 121 3284 2578 

 
FIG. 4. Frequency distribution of activity concentration of 40K of in-situ gamma spectrometry in Abeokuta. 
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FIG. 5. Frequency distribution of activity concentration of 226Ra of in-situ gamma spectrometry in Abeokuta. 

 

 
FIG. 6. Frequency distribution of activity concentration of  232Th of in-situ gamma spectrometry in Abeokuta. 

 

 
FIG. 7. Frequency distribution of activity concentration of 40K of laboratory-based gamma spectrometry in 

Abeokuta. 
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FIG. 8. Frequency distribution of activity concentration of 226Ra of laboratory-based gamma spectrometry in 

Abeokuta. 

 
FIG. 9. Frequency distribution of activity concentration of 232Th of laboratory-based gamma spectrometry in 

Abeokuta. 
 

Conclusion 
The activity concentrations of primordial 

radionuclides have been measured using both the 
laboratory-based and in-situ gamma 
spectrometry methods. The ranges of the activity 
concentrations for 40K, 226Ra and 232Th have been 
found to be 113 – 1975, 5 – 128 and 181 – 3284 
Bqkg-1, respectively for laboratory-based gamma 
spectrometry and 104 – 1312, 31 – 121 and 104 
– 2578 Bqkg-1, respectively for in-situ gamma 
spectrometry. This study determined that the 
average activity concentrations of the primordial 
radionuclides in Abeokuta were much higher 
than worldwide averages of 400, 35 and 30 
Bqkg-1 for 40K, 226Ra and 232Th, respectively. 

From both methods, thorium is seen to be the 
major contributor to environmental radioactivity 
of the city Abeokuta. This could be associated to 
the geological setting of the city. The two 
methods used in this work have proven to be 
able to allow for scientific hypothesis to be 
tested with sufficient statistical power. Good 
correlations were deduced between the activity 
concentration results obtained from laboratory-
based and in-situ gamma spectrometry, which 
implies a significant relationship between the 
two methods used in the study area. The in-situ 
gamma spectrometry therefore, is not inferior to 
the laboratory-based gamma spectrometry. 

  

226Ra (Bqkg-1) 

232Th (Bqkg-1) 
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Abstract: In this paper, we have investigated electric quadrupole moment of ݅ܮ଺  and ݅ܮ଻  
in both shell model and cluster model. In shell model, the nuclei ݅ܮ଺  and ݅ܮ଻  can be 
modeled as one core plus nucleons. Nucleons outside the closed shell can be considered as 
a two- and three-particle system. In cluster structure, we have selected alpha clusters and 
triton or deuteron in interaction with alpha cluster ( ଻݅ܮ  and ݅ܮ଺  involving ߙ + ଷܪ  and 
ߙ + ଶ,ܪ  respectively). By solving Schrödinger equation and using suitable potential for 
interaction between particles by applying Nikiforov-Uvarov method, potential coefficients 
have been computed. Then, we have calculated the energy and wave function for nuclei ଺݅ܮ  
and ݅ܮ଻  and compared the results obtained with experimental results. By having the wave 
function, we can obtain the quadrupole moment. These values are compared with 
predictions from shell-model and cluster-model calculations. Although the difference 
between them is small, the electric quadrupole moment results in the cluster model are in 
good agreement with experimental results. 

Keywords: Electric quadrupole moment, Shell-model, Cluster-model, Li isotopes, Non-
relativistic equation. 

 

 
Introduction 

Electric quadrupole and magnetic dipole 
moments can be determined using an 
experimental method that is based on the nuclear 
magnetic resonance technique [1, 2, 3]. In 
nuclear physics, the study of isotopes and 
calculation of static properties in the different 
models are the main goals. The most important 
models in nuclear physics are shell and cluster 
models. Shell model is acceptable in nuclear 
physics and ܮ଻ ݅ and ݅ܮ଺  are described in the 
shell model with p-shell wave functions. Cluster 
structure in nuclear physics means that the 
nucleus behaves as a combination of clusters and 
cluster means infrastructures with a specific 
spatial position that are composed of nucleons 
with strong correlations. From the theoretical 
point of view, the energy of Li isotopes has been 
studied in many different ways [1, 4]. C. Forssen 

et al. calculated the charge radii and 
electromagnetic moments of the A ≤ 11 chains 
of Li and Be isotopes. They compared the 
performance of two very different NN 
interactions: (1) the CD-Bonn 2000 interaction 
(CDB2k) [5], that is a charge-dependent NN 
interaction based on one-boson exchange; and 
(2) the INOY IS-M [6], that is a 
phenomenological interaction for which non-
locality was introduced in certain partial waves, 
so that the binding energies of ܪଷ  and ܪଷ ݁ are 
described correctly [1]. It is very useful to 
describe a suitable model consistent with 
experience in different trends in physics to solve 
problems. In nuclear physics, due to the 
complexity of the potentials, a model must be 
considered in order to overcome this complexity. 
Among different nuclear models, cluster model 
and shell model have considerable answers for 
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nuclei, especially light nuclei. Since the wave 
function contains a lot of necessary information 
for descriptions of quantum system, solving 
equations such as Schrödinger equation in 
nonrelativistic quantum mechanics is very 
important [7]. The lithium isotopes have 
received much attention due to their rich 
experimental results in static properties. Recent 
studies have investigated some of the static 
properties of lithium isotopes, such as charge 
radius, energy spectrum and electrical 
quadrupole moment that present a good picture 
of their nuclear structure. It is useful to calculate 
these quantities to test microscopic theory by 
future experiments [1, 8, 9, 10]. In this work, we 
calculated electric quadrupole moment of ܮ଻ ݅ 
and ݅ܮ଺  in two ways: cluster model and shell 
model. By selecting a suitable potential in the 
cluster and shell models, ground-state binding 
energies, wave functions and finally quadrupole 
moments of lithium isotopes by solving the non-
relativistic equation (Schrödinger) are 
investigated. In the cluster model, which has 
recently been considered by many researchers, 
nucleons are considered as clusters that reduce 
the complexity of multiparticle systems. The 
alpha cluster consists of two protons and two 
neutrons [11]. ܮ଻ ݅ And ݅ܮ଺  involving ߙ + ଷܪ  
and ߙ + ଶܪ , respectively, form a two-particle 
system. In shell model, we consider 4He  as a 
closed shell plus few nucleons outside the closed 
shell. Nucleons outside the closed shell can be 
considered as a two- and three-particle system; 
then, we calculated electric quadrupole moment. 
The results obtained from the calculations in 
these models compare with the experimental 
data and other results [1, 2, 3]. To calculate the 
electric quadrupole moment, we need the wave 
function of the system, so we use the 
Schrödinger equation and solve it for these 
models and then we obtained ground-state 
binding energies and wave functions. 

The cluster model is one of the most 
important models describing many-particle 
systems in nuclear models. Studying the 
properties of many-particle systems is complex 
and difficult due to high degrees of freedom, so 
the cluster model is one of the useful solutions to 
solve this problem. Instead of investigating 
individual particles, we consider the interaction 
between clusters. According to the cluster 
model, the nuclei are a combination of 
subsystems with a specific spatial position 

composed of strongly correlated nucleons. One 
of the most important clusters is the alpha 
cluster.  

In the shell model, the nucleus energy levels 
are considered as layers and sublayers in which 
the nucleons are defined. In the layered model, 
using the Pauli Exclusion Principle, the structure 
of the nucleus is expressed based on energy 
levels, which has been successful in predicting 
magic numbers. Evidence for the validity of the 
shell model comes from experimental 
observations, such as binding energy, spin … 
and so on. 

Schrödinger Equation in Cluster 
Model 

To investigate the nuclei, there are two 
perspectives: relativistic and non-relativistic, 
each of which is particularly important. In this 
work, we use a non-relativistic system. In non-
relativistic quantum mechanics, the Schrödinger 
equation is as follows: 

߰ܪ =   ,߰ܧ

ቄ− ℏమ

ଶఓ
ଶߘ + ቅ(ݎ)ܸ ߰௡.௟(ݎ) = ௡,௟ܧ  ߰௡.௟(ݎ)  

where H is the Hamiltonian system and E is the 
energy system. 

For a two-cluster system, the Schrödinger 
equation for the radial potential V(r) has the 
following form [12, 13]: 
ିℏమ

ଶఓ
( ௗమ

ௗ௥మ + ଶ
௥

ௗ
ௗ௥

)߰௡.௟(ݎ) + (ݎ)ܸ) +
ℏమ௟(௟ାଵ)

ଶఓ௥మ )߰௡.௟(ݎ) = ௡,௟ܧ  ߰௡.௟(ݎ)          (1) 

The first step of studying the properties of 
nuclei in shell model and cluster model is 
choosing a suitable potential [14]. Due to this 
reason, in cluster structure, the 
phenomenological interaction potential between 
α-clusters is considered as: 

(ݎ)ܸ = ଴ܸ
௘షమഀೝ

௥మ + ௕
௥మ ݁ିఈ௥            (2) 

Yukawa potential is one of the most 
important potentials having been studied by 
many researchers in physics and chemical 
physics [15, 16, 17]. In this work, we use 
inversely quadratic Yukawa (IQY) potential and 
due to nuclear force saturation at lower 
distances, we add a repulsive term potential as 
interaction between particles and clusters. ଴ܸ is 
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the parameter describing the potential well 
depth, α represents the potential range and ܾ is 
an adjustable parameter. By substituting Eq. (2) 
in Eq. (1), the radial Schrödinger equation is 
obtained as: 
ௗమோ
ௗ௥మ + ଶ

௥
ௗோ
ௗ௥

− ௟(௟ାଵ)
௥మ + ଶఓ

ℏమ ቂܧ − ଴ܸ
௘షమഀೝ

௥మ −
௕

௥మ ݁ିఈ௥ቃ ܴ = 0 .           (3) 

Then, with further analysis and simplification, 
Eq. (3) becomes: 
ௗమோ
ௗ௥మ + ଶ

௥
ௗோ
ௗ௥

+ ଵ
௥మ ଶݎଶߝ−] − ݎߚ − ܴ[ߛ = 0, 

⎩
⎪
⎨

⎪
⎧ ଶߝ− = ଶఓ

ℏమ ߝ              ܧ > 0

݈(݈ + 1) + ଶఓ
ℏమ ( ଴ܸ + ܾ) = ߛ

ଶఓ
ℏమ ܾߙ) + 2 ଴ܸߙ) = ߚ−

           (4) 

It is seen from Eq. (4) that the equation has 
the exponential square and inverse radial square 
terms, which cannot be solved analytically; then 
we use the NU method. At this point, we briefly 
describe the NU method. 

The General Framework of the 
Nikiforov–Uvarov (NU) Technique 

The Nikiforov–Uvarov method offers a 
powerful mathematical model to solve second-
order differential equations [18]. the differential 
equation can be written in the following form 
[19, 20]: 

߰″
௡(ݏ) + ఛ̃(௦)

ఙ(௦)
߰′

௡(ݏ) + ఙ̃(௦)
ఙమ(௦)

߰௡(ݏ) = 0          (5) 

Where (ݏ)ߪ and ̃(ݏ)ߪ are polynomials that can 
be at most second-degree and ߬̃(ݏ) is a first-
degree polynomial. To find a particular solution 
for Eq. (4) by separation of variables, we have 
the following transformation: 

(ݏ)߰ =  (6)            .(ݏ)ݕ(ݏ)߮

It reduces Eq. (5) to a hyper-geometric type 
function: 

(ݏ)″ݕ(ݏ)ߪ + ݕ(ݏ)߬ (ݏ)′ + (ݏ)ݕߣ = 0          (7) 

where ߬(ݏ) = (ݏ)̃߬ + (ݏ)and ߬ᇱ (ݏ)ߨ2 < 0, 
which means that ߬(ݏ) has a negative derivative. 
Additionally, ߣ is a parameter with the following 
definition: 

ቊߣ௡ = −݊߬ᇱ(ݏ) − ௡(௡ିଵ)
ଶ

݊         ,(ݏ)ᇳߪ = 0,1,2, . . .
ߣ = ݇ + (ݏ)ᇱߨ

  

        (8) 

And equality of the two parts in Eq. (8) yields 
the energy eigenvalues of the intended multi-
particle system. 

 is a polynomial with the parameter s and (ݏ)ߨ
the determination of ݇ is the essential point in 
the calculation of (ݏ)ߨ. In order to find the value 
of k, the expression under the square root must 
be square of a polynomial: 

(ݏ)ߨ =
ఙᇲ(௦)ିఛ̃(௦)

ଶ
± ටቀఙᇲ(௦)ିఛ̃(௦)

ଶ
ቁ

ଶ
− (ݏ)ߪ̃ +   (ݏ)ߪ݇

                                                                                    (9) 

The function ߮(ݏ) is defined as a logarithmic 
derivative: 
ఝᇲ(௦)
ఝ(௦)

= గ(௦)
ఙ(௦)

           (10) 

y(s) is the hypergeometric type function the 
polynomial solutions of which are given by 
Rodrigues relation: 

(ݏ)௡ݕ = ஻೙
ఘ೙

ௗ೙

ௗ௦೙  (11)         ((ݏ)ߩ(ݏ)௡ߪ)

 ௡ is the normalizing constant and the weightܤ
function ߩ must satisfy the following condition: 

ᇱ(ߩߪ) =  (12)           ߩ߬

Mathematical Calculation and Results 
If we apply the NU method based on the 

discussed model, by comparing (4) and (5), the 
following expressions are obtained: 

߬̃ = ߪ           ,2 = ଶߪ           ,ݎ = ߪ̃            ,ଶݎ = ଶݎଶߝ− − ݎߚ −   ߛ
      (13) 

Substituting the above expressions into (8) 
and considering the NU method condition for 
 with some analysis and simplification, the (ݏ)ߨ
following equation can be obtained: 

(ݎ)ߨ = − ଵ
ଶ

− ଵ
ଶ

ݎߝ2) ± ඥ1 +  (14)        (      ߛ4

Since we have the polynomial ߬(ݏ) = (ݏ)̃߬ +
 with a negative derivative, the suitable (ݏ)ߨ2
form has to be established for this parameter. We 
have: 

߬ = 1 − ݎߝ2) − ඥ1 +  (15)         (     ߛ4

Finally, considering the notations of (8) and 
Eq. (4), we can write the energy Eigen-values for 
such a system of α-clusters as: 
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ܧ = − ଶఓ
ℏమ

(ఈ௕ାଶ௏బఈ)మ

ቈଶ௡ାଵାටଵାସ௟(௟ାଵ)ାమഋ
ℏమ(௏బା௕))቉

మ        (16) 

By using ߰(ݏ) =  the solution of ,(ݏ)ݕ(ݏ)߮
(4) can be written as the wave function of the 
Schrödinger equation as follows:  

߰ = ௡ܤ భିݎ  
మାඥଵାସఊexp(−ݎߝ)ܮ௡

ඥଵାସఊ(2ݎߝ)     (17) 

where ܤ௡ is the normalization constant. We have 
obtained the potential parameters by fitting the 
ground-state energy for the mentioned isotopes. 
In this way, the chosen parameters for ܮ଺ ݅ in 
which both ݊ and ݈ are set to 1 are: ଴ܸ =
݁ܯ      42.3  ܸ,   ܾ = , ܸ݁ܯ    1.7 ߙ   = 0.00125    ݂݉ିଵ 
and for ܮ଻ ݅, ଴ܸ = ܾ           ,ܸ݁ܯ35 = ߙ         ,   ܸ݁ܯ1.15 =
0.00158݂݉ିଵ. The values of ground-state 
binding energies are shown in Table 1. 

Schrödinger Equation in Shell Model 
Studying the nucleon-nucleon interactions is 

very useful to find the many important properties 
of multi-nucleon systems. In this section we 
select a core and consider Eq. (2) for the 
interaction between nucleons. To study the 
energy spectrum and wave function for N-body 
system, we use the time-independent 
Schrödinger equation [12-21]. That is as follows: 
ௗమோ
ௗ௥మ + ஽ିଵ

௥
ௗோ
ௗ௥

+ ଶఓ
ℏమ ቂܧ − ଴ܸ

௘షమഀೝ

௥మ − ௕
௥మ ݁ିఈ௥ −

ℏమ

ଶఓ
௟(௟ା஽ିଶ)

௥మ ቃ ܴ = 0          (18) 

where R(r) and V (r) are the radial parts of the N-
body wave function and the potential, 
respectively in Eq. (2), D = 3N − 3 and μ is the 
reduced mass. E represents the energy of the 
system. In order to solve the above equation, we 
have: 
ௗమோ
ௗ௥మ + ஽ିଵ

௥
ௗோ
ௗ௥

+ ଵ
௥మ ቂଶఓ

ℏమ ଶݎܧ − ଶఓ
ℏమ ଴ܸ +

ଶఓ
ℏమ ଴ܸ(2ݎߙ) − ଶఓ

ℏమ ܾ + ଶఓ
ℏమ ݎߙܾ − ݈(݈ + ܦ −

2)ቃ ܴ = 0           (19) 

Then, with further simplification, Eq. (18) 
becomes: 
ௗమோ
ௗ௥మ + ஽ିଵ

௥
ௗோ
ௗ௥

+ ଵ
௥మ ଶݎଶߝ−] − ݎߚ − ܴ[ߛ = 0,     

⎩
⎪
⎨

⎪
⎧

ଶఓ
ℏమ ( ଴ܸ + ܾ) + ݈(݈ + ܦ − 2) = ߛ

ଶఓ
ℏమ ߙ2) ଴ܸ + (ߙܾ = ߚ−

ଶఓ
ℏమ ܧ = ଶߝ− ߝ            > 0

        (20)  

There is no exact solution of the Schrödinger 
equation for most types of interaction. So, 
various methods, such as super symmetric 
method [22, 23] and Nikiforov-Uvarov method 
[18], have been used for the solution of this 
equation. As mentioned before: 

߬̃ = ܦ − ߪ           ,1 = ଶߪ           ,ݎ = ߪ̃            ,ଶݎ = ଶݎଶߝ− −
ݎߚ −  (21)           ߛ

Considering the NU method condition for 
 with some analysis and simplification, the (ݏ)ߨ
following equation can be obtained: 

(ݎ)ߨ = ଶି஽
ଶ

± ଵ
ଶ

ݎߝ2) ± ඥ(2 − ଶ(ܦ +  (22)     (ߛ4

And we have: 

߬ = 1 − ݎߝ2) − ඥ(2 − ଶ(ܦ +  (23)        (ߛ4

As mentioned before, we can use the NU 
method to acquire the equation of energy. 
Therefore, we have: 

ܧ = − ଶఓ
ℏమ

(ଶ௏బఈା௕ఈ)మ

ቈଶ௡ାଵାට(ଶି஽)మାସ(మഋ
ℏమ(௏బା௕)ା௟(௟ା஽ିଶ)቉

మ  

      (24) 

Having achieved this important equation, we 
can calculate the energy for ܮ଺ ݅ and ଻ܮ ݅ nuclei 
in their ground state by assigning appropriate 
values to coefficients of the potential. It is worth 
mentioning that in shell model, the nucleons are 
assumed as a two- and three-particle system. 

We have obtained the potential parameters by 
fitting the ground state of energy. In shell 
structure, the potential chosen parameters for 

଺ܮ ݅ in which both ݊ and ݈ are set to 1 are: 
଴ܸ = ܾ    , ܸ݁ܯ      80 = , ܸ݁ܯ 00 1 ߙ = 1.12    ݂݉ିଵ 

and for ܮ ଻ ݅, ଴ܸ = ܾ    ,ܸ݁ܯ40 = ߙ  ,ܸ݁ܯ1 =
0.00158݂݉ିଵ.  

And the wave functions of the quantum 
system are given by: 

߰ =
௡ܤ ݎ  

భ
మ((ଶି஽)ାඥ(ଶି஽)మାସఊ ×

exp(−ݎߝ)ܮ௡
ඥ(ଶି஽)మାସఊ(2ݎߝ);  

ߛ = ଶఓ
ℏమ ( ଴ܸ + ܾ) + ݈(݈ + ܦ − 2)        (25) 

Ground-state binding energies (E) for the 
mentioned isotopes are summarized in Table1. 
We note that the two different ways used in this 
study are shell and cluster models. The results 
obtained from the cluster model are more 
consistent with the experimental results, 
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although the difference between the two models 
is very small. 

Since the nuclei at the ground state have spin 
of ܬగ = 1ା, 3/ 2 , the effect of spin-orbit 
coupling on the L = 1 states cannot be ignored. 
Therefore, using Eq. (26), the effect of spin-orbit 
coupling on the energy levels is calculated as a 

first-order disturbing factor. The results of the 
calculation are shown in Table1. 

(1)
.

2
* 2

2 2
0

( ) .

1 ( )( ) . ( )
2

n L SE n V r L S n

dV rr L S r r dr
m c r dr

 



 




  

      (26) 

TABLE 1. Ground-state binding energies (E) for Li isotopes in shell and cluster models compared 
with experiment data and other results. 

Isotope ܬగ (ܸ݁ܯ)ܧ 
Shell model L.S. Cluster model L.S. CDB2k [2] INOY [2] Exp.[24] 

଺݅ܮ  1ା 31.6833 31.90 31.7296 31.8301 29.07(41) 32.33(19) 31.99 
଻ܮ ݅ 3 2ି⁄  39.6439 39.6857 39.1241 39.1741 35.56(23) 39.62(40) 39.24 

Calculation of Electric Quadrupole 
Moment 

The paired nucleons move in spherically 
symmetric orbits; they don’t contribute to Q. 
Therefore, we might expect that for many nuclei, 
the quadrupole moment can be estimated from 
the valence nucleons which we can assume to 
orbit near the surface. The electric quadrupole 
moment has been calculated for the qround state 
as [25]: 

݁ܳ = ݁∫ ଶݖ3)∗߰ −  (27)         ݒ݀߰(ଶݎ

From the above equation, we understand that 
we need the wave function of the system to 
calculate the electric quadrupole moment. The 
radial wave function is obtained from Eqs. (17) 
and (25), so we can easily calculate the electric 
quadrupole moment of the studied isotopes by 
calculating Q in shell model and cluster model. 
In order to calculate the electric quadrupole 
moment, it is assumed that the wave function is 
concentrated in the xy-plane. For this reason, the 
quantity of quadrupole momentum is obtained 
negatively (see Table 2). The obtained results are 
shown in Table 2. 

TABLE 2. Ground-state electric quadrupole moments (Q). 

Isotope ܳ(݁  ܾ ) 
Shell model Cluster model CDB2k [2] INOY [2] Exp.[26] value error 

଺݅ܮ  -0.000823 -0.000813 -0.00066(40) +0.00080(19) -0.000806 0.0007232/ 0.000007 
଻ܮ ݅ -0.0413 -0.0406 -0.0320(22) -0.0279(17) -0.040 0.0013/0.0006 

 

Finding the forces between the nucleons, the 
nuclei structure, the nature of the nuclear 
interactions between them and the electric 
quadrupole moment are considered as the main 
aims of studying nuclear physics. Good values 
obtained of the nuclear ground-state properties 
of the Li isotopes, such as energy and electric 
quadrupole moment, are ideal tools for testing 
the validity of these nuclear models. These 
values are compared with predictions from shell-

model and cluster-model calculations. Although 
the difference between them is very small, the 
electric quadrupole moment results in the cluster 
model are in good agreement with experimental 
results. Also, the calculated energy and electric 
quadrupole moment in cluster model are close to 
the experimental data. Consequently, the 
suggested model can also be used for 
investigating other similar isotopes. 
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1. Introduction 

It is a well-known fact by many researchers 
that quarkonium systems provide deep insight 
into the essential description of quantum 
chromodynamics (QCD) theory, particle physics 
and standard model [1-3]. Quarkonia with heavy 
quark and antiquark and their interaction are well 
described by the Schrödinger equation (SE). The 
solution of this SE with potential is one of the 
most fundamental problems in quarkonium 
systems. It is noted that the potentials considered 
should take into account two important features 
of the strong interaction; namely, asymptotic 
freedom and quark confinement [4-8]. The most 
fundamental potential used in studying 
quarkonium system is the Cornell potential, also 
known as Killingbeck potential. Most 
researchers have carried out works with Cornell 
potential [9, 10]. For instance, Vega and Flores 

[11] solved the Schrödinger equation with the 
Cornell potential using the variational method 
and supersymmetric quantum mechanics 
(SUSYQM). Ciftci and Kisoglu [12] addressed 
non-relativistic arbitrary ݈-states of quark-
antiquark through the Asymptotic Iteration 
Method (AIM). The energy eigenvalues with any 
݈ ≠ 0 states and mass of the massive quark-
antiquark system (quarkonium) were gotten. An 
analytic solution of the N-dimensional radial 
Schrödinger equation with the mixture of vector 
and scalar potentials via the Laplace 
transformation method (LTM) was studied by 
[13]. Their results were employed to analyze the 
different properties of the heavy-light mesons. 
Al-Jamel and Widyan [14] studied heavy 
quarkonium mass spectra in a Coulomb field 
plus quadratic potential using the Nikiforov-
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Uvarov method. In their work, the spin- 
averaged mass spectra of heavy quarkonia in a 
Coulomb plus quadratic potential is analyzed 
within the non-relativistic Schrödinger equation. 
Al-Oun et al. [15] examined heavy quarkonia 
characteristics in the general framework of a 
non-relativistic potential model consisting of a 
Coulomb plus quadratic potential. Kumar and 
Chand [16] carried out an asymptotic study to 
the N-dimensional radial Schrödinger equation 
for the quark-antiquark interaction potential 
employing asymptotic iteration method (AIM). 
Ibekwe et al. [17] solved the radial SE with an 
exponential, generalized, anharmonic Cornell 
potential using the series expansion method. 
They applied the bound state eigenvalues to 
study the energy spectra for CO, NO, CH and N2 
diatomic molecules and the mass spectra of 
heavy quarkonium systems. Furthermore, 
Omugbe et al. [18] solved the SE with 
Killingbeck potential plus an inversely quadratic 
potential model. They obtained the energy 
eigenvalues and the mass spectra of the heavy 
and heavy-light meson systems. In addition, Ali 
et al. [19] studied the energy spectra of mesons 
and hadronic interactions using Numerov’s 
method. Their solutions were used to describe 
the phenomenological interactions between the 
charm-anticharm quarks via the model. The 
model accurately predicts the mass spectra of 
charmed quarkonium as an example of mesonic 

systems. Inyang et al. [20] obtained the Klein-
Gordon equation solutions for the Yukawa 
potential using the Nikiforov-Uvarov method. 
The energy eigenvalues were obtained both in 
relativistic and non-relativistic regime. They 
applied the results to calculate heavy-meson 
masses of charmonium and bottomonium.  

The Varshni potential is greatly important 
with applications, cutting across nuclear physics, 
particle physics and molecular physics [21]. The 
Varshni potential takes the form: 

(ݎ)ܸ = ܽ − ௔௕௘షഀೝ

௥
            (1)  

where a and b  are potential strengths for 
Varshni potential,   is the screening parameter 
which controls the shape of the potential energy 
curve as shown in Fig. 1 and r  is the inter-
nuclear separation. The Varshni potential is a 
short-range repulsive potential energy that plays 
an important role in chemical, particle and 
molecular physics [22]. This potential is used 
generally to describe bound states of the 
interaction of systems and has been applied in 
both classical and molecular physics. The 
Varshni potential was studied by Lim using the 
2-body Kaxiras-Pandey parameters. He observed 
that Kaxiras and Pandey used this potential to 
describe the 2-body energy portion of multi-
body condensed matter [23]. 

 
FIG.1. Plots of Varshni potential with r in (fm-1). 
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Many researchers have studied heavy mesons 
with non-exponential type potential like the 
Cornell without considering the exponential type 
[11-16]. Therefore, we intend to investigate the 
SE with the exponential type potential (Varshni 
potential) in the framework of NU method to 
obtain the mass spectra of quark- antiquark 
systems.To the best of our knowledge, this is the 
first time Varshni potential is being studied with 
the aim of determining the mass spectra of heavy 
quarkonia systems using the NU method.  

The paper is organized as follows: In Section 
2, the Nikiforov-Uvarov (NU) method is 
reviewed. In Section 3, the bound state energy 
eigenvalues and the corresponding eigenfunction 
are calculated. In Section 4, the results are 
discussed. In Section 5, the conclusion is 
presented. 

2. A Brief Review of Nikiforov-Uvarov 
(NU) Method 

The NU method is used to transform 
Schrödinger -like equations into a second-order 
differential equation through a coordinate 
transformation  y y r , of the form [24]: 

߰ᇳ(ݕ) + ఛ̃(௬)
ఙ(௬) ߰ᇱ(ݏ) + ఙ̃(௬)

ఙమ(௬) (ݕ)߰ = 0         (2) 

where ̃(ݕ)ߪ and (ݕ)ߪ are polynomials, at most 
second-degree and ߬̃(ݕ) is a first-degree 
polynomial. From Eq. (2), we obtain exact 
solution by using the transformation: 

(ݕ)߰ =  (3)           .(ݕ)߯(ݕ)߶

This transformation reduces Eq. (2) into a 
hypergeometric-type equation of the form:  

(ݕ)ᇳ߯(ݕ)ߪ + (ݕ)ᇱ߯(ݕ)߬ + (ݕ)߯ߣ = 0.         (4)  
The function ߶(ݕ) can be defined as the 

logarithm derivative:  
థᇲ(௬)
థ(௬) = గ(௬)

ఙ(௬)            (5) 

where (ݕ)ߨ is at most a first-degree polynomial. 
The second part of the wave functions in Eq. (4) 
is a hypergeometric-type function obtained by 
Rodriguez relation:   

߯௡(ݕ) = ஻೙
ఘ(௬)

ௗ೙

ௗ௬೙  (6)          [(ݕ)ߩ(ݕ)௡ߪ]

where ܤ௡ is the normalization constant and (ݕ)ߩ 
the weight function which satisfies the condition 
below:  

ௗ
ௗ௬

൫(ݕ)ߩ(ݕ)ߪ൯ =  (7)          (ݕ)ߩ(ݕ)߬

where also:  

(ݕ)߬ = (ݕ)̃߬ +  (8)           .(ݕ)ߨ2

For bound solutions, it is required that: 
ௗఛ(௬)

ௗ௬
< 0.            (9) 

With (ݕ)ߨ and parameter λ, the 
eigenfunctions and eigenvalues can be obtained 
using the definition of the following function: 

(ݕ)ߨ =
ఙᇲ(௬)ିఛ̃(௬)

ଶ
± ටቀఙᇲ(௬)ିఛ̃(௬)

ଶ
ቁ

ଶ
− (ݕ)ߪ̃ +   (ݕ)ߪ݇

      (10) 

and 

ߣ = ݇ +  (11)          .(ݕ)ᇱߨ

The value of k  can be obtained by setting the 
discriminant in the square root in Eq. (10) equal 
to zero. As such, the new eigenvalues equation 
can be given as:  

ߣ + ݊߬ᇱ(ݕ) + ௡(௡ିଵ)
ଶ

(ݕ)ᇱᇱߪ = 0, (݊ = 0,1,2, . . . ).  
          (12)   

3. Approximate Solutions of the 
Schrödinger Equation with Varshni 
Potential     

The Schrödinger equation (SE) for two 
particles interacting via potential ܸ(ݎ) in three-
dimensional space is given by [25]:  

   2

2 2 2

1( ) 2 ( ) ( ) 0nl

l ld R r E V r R r
dr r

  
    
 

 (13)
 
 

where , ,l r  and   are the angular momentum 
quantum number, the reduced mass for the 
quarkonium particle, inter-particle distance and 
reduced plank constant, respectively. 

We carry out Taylor series expansion of the 
exponential term in Eq. (1) up to order three, in 
order to make the potential interact in the quark-
antiquark system and this yields: 
௘షഀೝ

௥
= ଵ

௥
− ߙ + ఈమ௥

ଶ
− ఈయ௥మ

଺
+. ..         (14) 

We substitute Eq. (14) into Eq. (1) and 
obtain: 

(ݎ)ܸ = − ஻
௥

− ݎܥ + ଶݎܦ +  (15)         ܣ
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where 
ܣ = ܽ + ,ߙܾܽ ܤ = ܾܽ
ܥ = ௔௕ఈమ

ଶ
, ܦ = ௔௕ఈయ

଺
ቋ  .        (16) 

Upon substituting Eq. (15) into Eq. (13), we 
obtain: 
ௗమோ(௥)

ௗ௥మ + ቂଶఓா೙೗
ℏమ + ଶఓ஻

ℏమ௥
+ ଶఓ஼௥

ℏమ − ଶఓ஽௥మ

ℏమ −
ଶఓ஺
ℏమ − ௟(௟ାଵ)

௥మ ቃ (ݎ)ܴ = 0 .        (17)
 
 

In order to transform the coordinate from r  
to y  in Eq. (17), we set: 

ݕ = ଵ
௥
 .           (18) 

This implies that the 2nd derivative in Eq. (18) 
becomes: 

2 2
3 4

2 2

(r) (y) (y)2d R dR d Ry y
dydr dy

   .
        

(19)
 
 

Substituting Eqs. (18) and (19) into Eq. (17), 
we obtain: 
ௗమோ(௬)

ௗ௬మ + ଶ௬
௬మ

ௗோ(௬)
ௗ௬

+ ଵ
௬ర ቂଶఓா೙೗

ℏమ + ଶఓ஻௬
ℏమ + ଶఓ஼

ℏమ௬
−

ଶఓ஽
ℏమ௬మ − ଶఓ஺

ℏమ − ݈(݈ + ଶቃݕ(1 (ݕ)ܴ = 0.         (20)  

Next, we propose the following 
approximation scheme on the term ஼

௬
 and ஽

௬మ.  

Let us assume that there is a characteristic 
radius ݎ଴ of the meson. Then, the scheme is 
based on the expansion of ஼

௬
 and ஽

௬మ in a power 

series around 0r ; i.e., around ߜ ≡ ଵ
௥బ

, up to the 
second order. This is similar to Pekeris 
approximation, which helps deform the 
centrifugal term such that the modified potential 
can be solved by the NU method [26]. 

Setting x y   and around 0x  , it can 
be expanded into a series of powers as: 

1

1
1

C C C C x
xy x   



          

        

(21)  

which yields: 
2

2 3

3 3C y yC
y   

 
   

     
.
        

(22)
 
 

Similarly, 

2

2 2 3 4

6 8 3D y yD
y   

 
   

   
.
        

(23) 

Substituting Eqs. (22) and (23) into Eq.(20) 
yields: 

2
2

2 2 4
(y) 2 (y) 1 (y) 0d R y dR y y R

dydy y y
            

           (24) 
 

where 

ߝ− = ቀଶఓா೙೗
ℏమ − ଶఓ஺

ℏమ + ଺ఓ஼
ℏమఋ

− ଵଶఓ஽
ℏమఋమ ቁ ,

ߙ = ቀଶఓ஻
ℏమ − ଶఓ஼

ℏమఋమ + ଵ଺ఓ஽
ℏమఋయ ቁ

ߚ = ቀߛ − ଶఓ஼
ℏమఋయ + ଺ఓ஽

ℏమఋరቁ , ߛ = ݈(݈ + 1)⎭
⎪
⎬

⎪
⎫

.    (25) 

Comparing Eq. (24) and Eq.(2), we obtain: 

(ݕ)̃߬ = ,ݕ2 (ݕ)ߪ = ,ଶݕ
(ݕ)ߪ̃ = ߝ− + ݕߙ − ଶݕߚ

(ݕ)ᇱߪ = ,ݕ2 (ݕ)ᇳߪ = 2
ቑ .         (26) 

Substituting Eq. (26) into Eq. (10) yields: 

  2(y) y k y        .
        

(27)
 
 

To determine ݇, we take the discriminant of 
the function under the square root, which yields: 

݇ = ఈమିସఉఌ
ସఌ

 .           (28) 

We substitute Eq. (28) into Eq. (27) and have: 

(y)
2

y 
 

 
   

 
.
         

(29)  

We take the negative part of Eq. (29) and 
differentiate, which yields: 

(y)
2



  
 
.
         

(30)
 
 

By substituting Eqs. (26) and (29) into Eq.(8), 
we have: 

2(y) 2 yy  
 

  
 
.
        

(31)
  
 

Differentiating Eq. (31), we have: 

(y) 2 


  
 
.
         

(32)
  
 

By using Eq. (11), we obtain: 
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2 4
4 2

  


 


 
 
.
        

(33)  

And using Eq. (12), we obtain:  
2

n
n n n


   .          (34) 

Equating Eqs. (33) and (34), the energy 
eigenvalue of Eq. (17) is given:  

௡௟ܧ = ܽ(1 + (ߙܾ − ଷ௔௕ఈయ

ଶఋ
+ ௔௕ఈయ

ఋయ −

ℏమ

଼ఓ
቎

మഋೌ್
ℏమ ିయഋೌ್ഀమ

ℏమഃమ ାభలഋೌ್ഀయ

లℏమഃమ

௡ାభ
మାටቀ௟ାభ

మቁ
మ

ିೌ್ഋഀయ

ഃయℏమ ାభలഋೌ್ഀయ

లℏమഃర

቏

ଶ

.              (35)  

To determine the wavefunction, we substitute 
Eqs. (26) and (29) into Eq.(5) and obtain: 

2 2
d dy

y y
  
  

 
  
   

.
        

(36)  

Integrating Eq. (36) gives: 

2(y) yy e




  .         (37)   

By substituting Eqs. (26) and (29) into Eq. 
(7), integrating and thereafter simplifying, we 
obtain: 

2

(y) yy e




  .         (38)   

Substituting Eqs. (26) and (38) into Eq.(6), 
we have: 

2 2
2

(y)
n n

y y
n n n

dB e y e y
dy

  
  

  
  

  
.
    

(39)
  

 

The Rodrigues’ formula of the associated 
Laguerre polynomials is: 

2 2
22 1

!

n n
y y

n n

dL e y e y
n dyy

   
   



   
           

      (40) 
where 

1
! nB

n


 
.
          

(41)
 
 

Hence, 

2(y)n nL
y


 



 
  

 
.
          

(42)  

Substituting Eqs. (37) and (42) into Eq. (3), 
we obtain the wavefunction of Eq.(17) in terms 
of Laguerre polynomials as: 

2 2(y) y
nl nN y e L

y

 
  




  
  

          
(43)

 
 

where nlN is normalization constant, which can 
be obtained from: 

2

0

| ( ) | 1nlN r dr



 
.
         

(44) 

4. Results and Discussion 
4.1 Results 

The mass spectra of the heavy quarkonium 
system such as charmonium and bottomonium 
that have the quark and antiquark flavor are 
calculated and we apply the following relation: 
[27, 28] 

2 nlM m E  ,          (45) 

where m is quarkonium bare mass and nlE  is 
energy eigenvalue. By substituting Eq. (35) into 
Eq. (45), we obtain the mass spectra for Varshni 
potential as: 

ܯ = 2݉ + ܽ(1 + (ߙܾ − ଷ௔௕ఈయ

ଶఋ
+ ௔௕ఈయ

ఋయ −

ℏమ

଼ఓ
቎

మഋೌ್
ℏమ ିయഋೌ್ഀమ

ℏమഃమ ାభలഋೌ್ഀయ

లℏమഃమ

௡ାభ
మାටቀ௟ାభ

మቁ
మ

ିೌ್ഋഀయ

ഃయℏమ ାభలഋೌ್ഀయ

లℏమഃర

቏

ଶ

  .            (46) 

In order to test for the accuracy of the 
predicted results determined numerically, we 
used a Chi square function defined by [29]: 

 Exp. .
2

1

1
Theon

i i

i i

M M
n







          (47) 

where n runs over selected samples of heavy 
mesons, ܯ௜

ா௫௣. is the experimental mass of 
heavy-mesons, while ܯ௜

்௛  is the corresponding 
theoretical prediction. The ߂௜ quantity is 
experimental uncertainty of the masses. 
Intuitively, ߂௜should be one. The tendency of 
overestimating Chi square value is that it reflects 
some mean error per heavy meson state. 
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4.2 Discussion of Results 
We calculate mass spectra of charmonium 

and bottomonium for states from 1S to 1F by 
using Eq. (46). We adopt the numerical values of 
bottomonium ( )bb  and charmonium ( )cc  
masses as 4.68 GeV  and 1.488  GeV , 
respectively, Ref. [30]. Then, the corresponding 
reduced masses are b   2.340 GeV  and 

c  0.744GeV . The free parameters of 
Eq.(46) were then obtained by solving two 
algebraic equations by inserting experimental 
data of mass spectra for 2 , 2S P  in the case of 
charmonium. In the case of bottomonium, the 
values of the free parameters in Eq. (46) are 
calculated by solving two algebraic equations, 
which were obtained by inserting experimental 
data of mass spectra for1 , 2S S . Experimental 
data is taken from Ref. [31]. 

We note that calculations of mass spectra of 
charmonium and bottomonium are in good 
agreement with the experimental data, given that 
the maximum error in comparison with the 

experimental data is 0.0055 ܸ݁ܩ. The values 
obtained are in good agreement with the works 
of other researchers, like Ref.[24] and Ref.[18], 
as shown in Tables 1 and 2. In Ref. [24], the 
authors investigated the N-radial SE analytically 
by employing Cornell potential, which was 
extended to finite temperature. In Ref.[18], the 
Klein-Gordon equation is solved for the Yukawa 
potential using the Nikiforov-Uvarov method. 
The energy eigenvalues were obtained both in 
relativistic and non-relativistic regime. The 
results were used to calculate heavy-meson 
masses of charmonium ܿܿ̄ and bottomonium 
ܾܾ̄. We also plotted mass spectra energy against 
potential strength (ܽ), reduced mass (ߤ) and 
screening parameter (ߙ), respectively. In Fig. 2, 
the mass spectra energy converge at the 
beginning but spread out and there is a 
monotonic increase in potential strength (ܽ). 
Figs. 3 and 4 show the convergence of the mass 
spectra energy as the screening parameter (ߙ) 
and reduced mass (ߤ) increase for various 
angular momentum quantum numbers. This 
indicates the energy peak as observable to 
determine the top quark mass. 

TABLE 1. Mass spectra of charmonium in (ܸ݁ܩ) (݉௖ = ߤ ,ܸ݁ܩ 1.488 = ,ܸ݁ܩ 0.744 ߙ =
−0.976, ߜ = ,ܸ݁ܩ 1.700 ℏ = 1, ܽ = ܾ and ܸ݁ܩ 48.049− =  .(ܸ݁ܩ 3.020

State Present work [26] [20] Experiment[31] 
1S 3.096 3.096 3.096 3.096 
2S 3.686 3.686 3.672 3.686 
1P 3.295 3.255 3.521 3.525 
2P 3.802 3.779 3.951 3.773 
3S 4.040 4.040 4.085 4.040 
4S 4.269 4.269 4.433 4.263 
1D 3.583 3.504 3.800 3.770 
2D 3.976 - - 4.159 
1F 3.862 - - - 

 

TABLE 2. Mass spectra of bottomonium in (ܸ݁ܩ) (݉௕ = ߤ ,ܸ݁ܩ 4.680 = ߙ ,ܸ݁ܩ 2.340 = −0.952,
ߜ = ,ܸ݁ܩ 1.70 ℏ = 1, ܽ = ܾ and ܸ݁ܩ 14.352− =  .(ܸ݁ܩ 3.084

State Present work [26] [20] Experiment[31] 
1S 9.460 9.460 9.462 9.460 
2S 10.569 10.023 10.027 10.023 
1P 9.661 9.619 9.963 9.899 
2P 10.138 10.114 10.299 10.260 
3S 10.355 10.355 10.361 10.355 
4S 10.567 10.567 10.624 10.580 
1D 9.943 9.864 10.209 10.164 
2D 10.306 - - - 
1F 10.209 - - - 
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FIG. 2. Variation of mass spectra with potential strength  a  for different quantum numbers. 

 

 
FIG. 3. Variation of mass spectra with reduced mass for different quantum numbers. 
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FIG. 4. Variation of mass spectra with screening parameter ( ) for different quantum numbers. 

 
5. Conclusion 

In this work, the bound-state solutions of the 
Schrödinger equation for the Varshni potential 
using the Nikiforov-Uvarov method were 
obtained. The corresponding eigenfunction was 
achieved in terms of Laguerre polynomials. We 
applied the present results to calculate heavy-
meson masses such as charmonium and 
bottomonium. The energy eigenvalues of 
charmonium (ܿܿ̄) and bottomonium ൫ܾܾ̄൯ for 

states 1S to 1F were obtained and compared with 
experimental data and other theoretical works, 
which are in good agreement with the maximum 
error of 0.0055 ܸ݁ܩ. The exponential type 
potential has been successfully applied in 
predicting the mass spectra of heavy mesons. 
The analytical solutions can also be used to 
describe other characteristics of the quarkonium 
systems like thermodynamic properties. 
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Abstract: In this paper, the influence of solvents on the structural, optical, surface and 
electrical properties of spray-deposited ZnS thin films has been studied. Different precursor 
mixtures were prepared from ethylene glycol, deionized water and alcohol solvents and 
sprayed on heated glasses via a simple and cost-effective technique known as spray 
pyrolysis. XRD patterns confirmed cubic and tetragonal phases of synthesized ZnS 
material. The optical analysis of the synthesized ZnS films showed that films prepared 
using ethylene glycol solvent have the highest transmittance and the best bandgap (3.61 
eV). Surface morphology showed the absence of voids and pinholes in the Scanning 
Electron Micrograph of ZnS film prepared from ethylene glycol and electrical studies 
showed that ZnS films prepared using the same solvent have the lowest resistivity. 

Keywords: ZnS, Thin film, Spray pyrolysis, Bandgap, Morphology. 
 

 
Introduction 

Zinc sulfide is a group II-VI chalcogenide 
compound with semiconducting properties. It 
finds applications as an n-type partner in 
heterojunction solar cells [1], UV light emitting 
diodes [2] and as a photoanode in 
photoelectrochemical water splitting [3]. The 
aforementioned applications are as a result of 
ZnS wide bandgap of about 3.70 eV which is the 
highest among chalcogenide semiconductors [4]. 
The constituents of ZnS are ecofriendly and 
abundant and can be a possible replacement for 
cadmium sulfide which is an n-type partner in 
commercialized thin-film solar cells, such as 
Copper Indium Gallium Selenide (CIGS) and 
Cadmium Telluride (CdTe) solar cells [5]. It can 

also be used as a buffer layer in a smart absorber 
material like Copper Zinc Tin Sulfide (CZTS) 
[1].The techniques used in the synthesis of ZnS 
thin films in most reported works are wet 
chemical technique which includes spray 
pyrolysis [6, 7], chemical bath deposition [5, 8], 
successive ionic layer and reaction (SILAR) [9, 
10], chemical vapor deposition (CVD) [11, 12] 
and sol-gel [13-15]. Among the fore-named 
chemical methods, spray pyrolysis stands out as 
a simple technique for low-cost deposition [16]. 
It is applicable over a wide area, industrially 
scalable and stoichiometry can be easily 
controlled. It is well known that deposition 
parameters in spray pyrolysis play a significant 
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role in enhancing structural and opto-electronic 
properties of the final product [16]. One of the 
deposition parameters is the type of solvent used 
in preparing starting precursor solution which 
can be correlated to behavior of the evaporating 
solution [17]. The use of deionized, distilled or 
double distilled water in preparation of precursor 
mixture containing zinc salt and thiourea has 
been reported in most works on ZnS thin films, 
though complexing agents are sometimes added 
to enhance the stability of the solution [18-21]. 
The effect of solvent on properties of ZnS has 
not been adequately investigated, though, in 
2018, Liu et al. investigated the effect of 
solvents on spin-coated ZnS films [41]. The aim 
of this study is to investigate the effect of solvent 
on properties of ZnS thin films deposited by 
spray pyrolysis technique with an objective to 
correlate properties of ZnS thin film to solvent 
properties. 

Experimental Details 
Precursor solutions containing 0.025 M of 

zinc acetate dihydrate (ZnC4H6O4.2H2O) and 0.2 
M of water-soluble organic compound 
thiocarbamide (CS(NH2)2) were prepared with 
solvents; ethylene glycol, deionized water and 

alcohol. All reagents are analytical grade and 
were purchased from Sigma Aldrich. The high 
concentration of thiocarbamide will compensate 
for sulphur loss during pyrolysis. Each solution 
was stirred continuously for an hour until a clear 
solution was obtained without addition of any 
complexing agent except for the solution 
prepared with deionized water in which a drop of 
H2SO4 was added to prevent precipitation in the 
mixture. The solution was sprayed on soda-lime 
glasses heated to 400oC at the rate of 
2mL/minute. The spray assembly is shown in 
Fig. 1. Air was used as the carrier gas at a 
pressure of 40 psi. Spray to target distance was 
maintained at 25 cm. The resulting ZnS thin 
films were classified as specimens ZG, ZA and 
ZD, where ZG represents sprayed ZnS thin film 
sample obtained from ethylene glycol, ZA 
represents sprayed thin film specimen obtained 
from alcohol and ZD represents sprayed thin 
film specimen obtained from deionized water. 
ZG, ZD and ZA were annealed in a muffled 
furnace at 300oC for one hour. Weight of the 
films and substrates was measured using 
Adventurer balance (model: Adventurer Pro 
AV313 d = 0.0001g. 

 
FIG. 1. Schematic diagram of experimental spray pyrolysis assembly [38]. 
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Characterization of ܁ܖ܈ Thin Films  
The structural characterization of the samples 

was done using a Rigaku D/Max-IIIC X-ray 
diffractometer with a lynx eye detector using a 
copper target (Cuα, 1.5418 Å). All X-ray 
diffraction (XRD) data for the specimens was 
recorded at current and acceleration voltage of 
25mA and 40 kV, respectively. Surface 
morphology and grain growth analysis of CZTS 
samples were carried out by using Hitachi 
scanning electron microscope (SEM) and optical 
characterization was done using UV-Vis 
spectrophotometer of CyberLab (model no. UV-
100). 

Results and Discussion 
Structural Properties 

The XRD patterns of ZG, ZD and ZA are 
shown in Figs. 2, 3 and 4, respectively. The 
pattern of ZG shows diffraction peaks 
corresponding to (111), (220) and (311) 
reflection planes of cubic ZnS which are 
observed at 2θ equaling 28.6o, 48.1o and 57.2o. 
The peaks matched well with the 
Crystallography Open Database; American 
Mineralogist Crystal Structure Database (COD-
AMSCD) with Card no. 96-500-5089. The 
broadening observed at the peaks is an evidence 
of the nanocrystaline nature of the specimen. 
There was no evidence of secondary phase in the 
specimen. Grain size was calculated using Eq. 
1and 2.67 nm was obtained as the grain size of 
ZD. This result is in agreement with earlier 
works [20-23] The pattern of ZD shows 
diffraction peaks at 2θ equaling 30.9o, 33.0o, 
48.1o, 56.5o and 69.5o which can be indexed to 
(101), (200), (220), (112) and (400) respective 
reflection planes which are the planes of cubic 
and hexagonal structure of ZnS. However, some 
peaks corresponding to zinc oxide (ZnO) are 
observed at 2θ equaling 35.6o and 35.4o. The 
presence of oxides of zinc can be attributed to 
decomposition of microsized droplets of 

precursor mixture during open air spraying. The 
calculated grain size for ZD is 66.0 nm. The 
pattern of ZA shows peaks at 2θ equaling 28.10, 
30.40 and 33.60 which can be indexed to (111), 
(101) and (200) reflection planes of cubic and 
hexagonal phases of ZnS respectively. Other 
peaks that cannot be indexed to planes of ZnS 
were observed in the diffractogram of ZA. A 
grain size of 264.8 nm was obtained for ZA. The 
results are in agreement with works that have 
reported cubic and tetragonal crystal structure of 
ZnS [23] [24]. Variation in grain size from 
crystalline in ZA and ZD to nanocrystalline in 
ZG due to solvent influence can be explained by 
taking the polarity and vapor pressure of the 
solvents into account. Slower evaporation rate 
induced by lower vapour pressure may have 
been responsible for small grain size of ZG (see 
Fig. 5). Correlation between grain size and 
vapour pressure has been reported in a very 
recent work [36]. Increase in grain size with 
corresponding decrease in polarity can be 
observed in Fig. 6. It can be suggested that a 
reduction in solvent polarity causes loose coiling 
of bonds, which results in higher aggregate 
formation. The consequence of this is formation 
of smaller aggregates during drying of specimen 
prepared using solvent with higher dipole 
moment. Liu et al. [41] reported a small intensity 
peak for ethylene glycol against ethanol. We 
have succeeded in improving the structural 
properties of ZnS thin film synthesized using 
ethylene glycol by post-deposition annealing at 
300oC and without the use of hydrazine which is 
toxic. Table 1 shows the polarities and vapour 
pressures of the solvents used in preparing the 
ZnS precursor solution.  

ܩ = ଴.ଽఒ
ఉ௖௢௦ఏ

            (1) 

where G is the grain size, λ is the CuKα, β is the 
full width at half maximum and θ is the angle of 
diffraction. 

TABLE 1. Dipole moments and vapour pressures of solvents [39] [40]. 
Solvent Dipole Moment (Debye) Vapour Pressure (kPa) 
Alcohol 1.660 5.950 
Water 1.850 2.400 
Ethylene Glycol 2.747 0.007 
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FIG. 2. XRD patterns for ZnS thin films prepared using ethylene glycol solvent. 

 

 
FIG. 3. XRD patterns for ZnS thin films prepared using deionized water solvent. 
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FIG. 4. XRD patterns for ZnS thin films prepared using alcohol solvent. 

 
FIG. 5. Plot of vapour pressure of solvents versus Grain size of ZnS thin films. 

 
FIG. 6. Plot of dipole moment versus grain size of sprayed ZnS thin films. 
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Optical Properties 
Transmission and absorption spectra of 

samples ZG, ZD and ZA are shown in Figs. 7 
and 8. Transmission data was obtained from 
ultraviolet-visible spectroscopy measurements 
and the absorbance of the films was calculated 
using the equation: 

ܣ = 2 −  (2)           (%ܶ)݃݋݈

Highest transmittance and lowest absorbance 
can be observed in ZG within the ultraviolet-
visible region, while the lowest transmittance 
and highest absorbance can be observed in 
specimen ZA. The increase in slope of the 
transmittance curve of ZD may be a result of 
drying retardation during decomposition of ZnS 
precursor due to solvent type. The smoothness of 

the absorption spectra is an evidence of 
homogeneity in all the specimens. It can be 
observed that the absorption edge is redshifted 
with decreasing solvent polarity as expected of a 
window layer in thin-film solar cell. The optical 
bandgap of the spray-deposited ZnS thin films 
was calculated from the Tauc plot. The plot is 
derived from the expression: 

ଵ/௡(ℎ݂ߙ) = ℎ݂)ܣ −  ௚)          (3)ܧ

where α is the absorption coefficient, h 
represents Planck’s constant, f represents photon 
frequency, Eg represents the energy band-gap and 
A is a constant of proportionality. n depends on 
the nature of radiative transition and is given as n 
= ½ for directed allowed band-gap. 

 
FIG. 7. Variation of transmission spectra of ZnS thin films with solvents of ethylene glycol, deionized water and 

alcohol. 

 
FIG. 8. Variation of absorption spectra of ܼ݊ܵ thin films with solvents of ethylene glycol, deionized water and 

alcohol. 
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Fig. 9 shows the plot of (αhf)2 versus hf. The 
bandgap Eg is obtained from the intercept with 
axis hf after extrapolating the linear region of the 
plot. Fig. 9 shows the Tauc’s plot for ZG, ZD 
and ZA, where a superior bandgap of 3.61 eV 
can be observed in ZG, while ZD and ZA 
showed lower energy bandgaps of 3.56 eV and 

3.38 eV, respectively. The bandgap is not widely 
influenced by solvent variation and matches 
those frequently reported in literature [25-28]. 
This is an indication that bond length and 
quinoidal character (higher energy state due to 
replacement of single bonds with double ones) 
have not been affected by solvent type. 

 
FIG. 9. Variation of optical bandgap of ZnS thin films with solvents of ethylene glycol, deionized water and 

alcohol. 

 
Morphological Properties 

The surface morphology of spray-deposited 
ZnS thin films was studied using scanning 
electron microscope. The scanning electron 
micrographs (SEM) of ZG, ZD and ZA are 
shown in Fig. 10. The surface morphology of the 
films is influenced by solvent variation to some 
extent, where ridges can be observed in ZnS thin 
films prepared using ethylene glycol as a 
solvent. Some voids can be seen in the SEM of 

ZG and ZA and the greater grain size of ZD is 
clearly confirmed by the SEM results. The ridges 
notwithstanding, it can be observed that ZG has 
a greater uniform surface morphology compared 
to the other two specimens. It has been reported 
in some research works on thin-film 
semiconductors that uniform surface 
morphology leads to less grain boundaries [29-
31]. 

 
FIG. 10. SEM micrographs of ZG, ZD and ZA. 
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Compositional Analysis 
The composition of the solvent-varied ZnS 

thin films was analyzed by energy dispersive X-
ray spectroscopy (EDX). The EDX spectra of 
ZG, ZD and ZA are shown in Fig 11. The ZnS 
compound is confirmed by the peaks of zinc 
(Zn) and sulphur (S) in the EDX. It can also be 
observed that all synthesized films are highly 
Sulphur-deficient, which may be attributed to 

affinity of sulphur towards oxygen leading to 
formation of sulphur (IV) oxide which is lost 
during pyrolysis [33] [34]. However, the highest 
atomic percentage of sulphur can be found in 
specimen ZG, as shown in Table 2, which may 
be due to drying retardation during the spraying 
process. Oxygen peaks observed may be due to 
air used as carrier gas and the carbon peak may 
be attributed to C=O functional group in ZG. 

 
FIG. 11. EDX spectra of ZG, ZD and ZA. 

TABLE 2. Elemental composition of solvent-varied ZnS thin films. 

Specimen Zn 
Atomic % 

S 
Atomic % 

O 
Atomic % 

C 
Atomic % 

ZG 50.46 15.75 20.50 7.22 
ZD 60.29 9.25 30.46 - 
ZA 68.00 7.60 20.00 4.40 

 
Electrical Properties 

Resistivity of solvent-varied ZnS thin films 
was obtained from current-voltage 
measurements carried out by a Keithley source 
meter instrument with Tracer software using 
Vander pauw array mode with indium pellet as 
ohmic contact. Resistivity was calculated using 
the following equation: 

ߩ =  (4)             ݐܴ
where ρ is resistivity, R is the sheet resistance 
and t is the thickness of the film. The thickness 

of the films was evaluated using the weight 
difference method [35] expressed as: 

ݐ = ௠
ௗ஺

             (5) 

where t is thickness, ρ is density of cubic phase 
of ZnS, equal to 4.1 gcm-3 [35], A is the area of 
the film and m is the mass of deposited films. 

The resistivity values of ZG, ZD and ZA are 
shown in Table 3 with ZG observed to have the 
lowest value of resistivity. 

TABLE 3. Resistivity of Solvent-varied ZnS thin films. 
Specimen ρ (x105)(Ω.cm) t (μm) 

ZG 2.47 0.25 
ZD 74.28 0.75 
ZA 35.66 0.34 
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Conclusion 
In this study, ZnS thin films have been 

synthesized via a simple and cheap chemical 
technique: spray pyrolysis. The influence of 
solvents on the structural, optical, surface and 
electrical properties of spray-deposited ZnS thin 
films has been studied. Ethylene glycol, 
deionized water and alcohol are solvents used in 
preparation of the precursor mixture containing 
zinc salt and thiocarbamide. The films developed 
from precursor mixture with ethylene glycol 
used as solvent exhibited cubic phase of ZnS 
only, while those developed from deionized 
water and alcohol showed both cubic and 
tetragonal phases. It can be suggested from the 
small grain size (2.67 nm) of ZG that the film is 
nanocrystalline, while ZnS thin film synthesized 
from deionized water has the largest grain size of 
264.80 nm. The ZnS thin film synthesized from 

ethylene glycol exhibited the highest percentage 
transmittance in the ultraviolet-visible region of 
the electromagnetic spectrum with a superior 
bandgap of 3.61 eV; though the effect of solvent 
type on sprayed ZnS thin film was not far-
reaching. Voids and pinholes are absent in the 
surface of ethylene glycol-synthesized films. In 
the case of ZnS films prepared from deionized 
water and alcohol, some voids can be noticed 
though the particle sizes are more 
distinguishable compared to those of ethylene 
glycol. Evaluation of current-voltage 
characteristics of the films showed that ZnS thin 
film synthesized from ethylene glycol is less 
resistive (2.47 x 105 Ω.cm) compared to the large 
values of the resistivity of specimens ZD and ZA 
which are 74.28 x 105 Ω.cm and 35.66 x 105 
Ω.cm, respectively. 
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Abstract: Normal-incidence transmission-wavelength (ܶୣ ୶୮(ߣ) −  spectra of 1 and 1.2 (ߣ
m thick flash-evaporated lead iodide (PbI2) films on 1.1 mm thick glass slides held at 
200 ℃ display well-spaced several interference-fringe maxima and minima in the ߣ-range 
520-900 nm, without exhibiting a transparent region and with the maxima lying well below 
the substrate transmission. Below 520 nm, these ܶୣ ୶୮(ߣ) −  curves drop steeply to zero (at ߣ
 nm), signifying crystalline-like PbI2 film absorption. As corrections of measured 505 ≽ ߣ
(PbI2 film/substrate) transmittance data for substrate absorption and spectrometer slit-width 
effect were marginal over the studied ߣ-range, the observed low transmittance of (PbI2 
film/substrate) system was related to PbI2 film thickness non-uniformity (∆݀), which 
causes shrinkage of both maxima and minima and leads to significant film optical 
absorption that reduces both maxima and minima. The McClain ENVELOPE algorithm 
was utilized, with a minor modification, to construct maxima ୑ܶ(ߣ୫ୟ୶/ߣ୫୧୬) and minima 

୫ܶ(ߣ୫୧୬/ߣ୫ୟ୶) envelope curves, which were analyzed by Swanepoel’s envelope method 
of non-uniform films using an approach that takes account of dispersive substrate refractive 
index ݊ୱ(ߣ) and circumvents the non-availability of a high-ߣ transparency region. In such 
analytical approach, ∆݀ was varied till a re-generated ୥ܶୣ୬(ߣ) −  curve matches the ߣ
ܶୣ ୶୮(ߣ) −  and (ߣ)݊ curve. An average thickness ݀̅ of the film, besides its refractive index ߣ
absorption coefficient (ߣ)ߙ in the weak, medium and strong absorption regions, were then 
obtained. The energy-dependence of (ߣ)ߙ is discussed in view of interband electronic 
transition models. The obtained results are consistent with other literature studies on similar 
flash-evaporated PbI2 films. 

Keywords: PbI2, Optical constants and bandgap, Swanepoel's transmission envelope 
method, Non-uniform films. 
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Introduction 
Single crystals and films of lead iodide (PbI2) 

have emerged to be prospective candidates for 
use in many electronic devices, including room-
temperature radiation detectors and x-ray 
imaging systems [1-3] and in perovskite solar-
cell photovoltaics and photodetectors [4-6]. This 
is because PbI2 has useful structural, electrical 
and optical properties [7-18]. The quality and 
properties of a PbI2 film depend on its purity, 
stoichiometry, crystallinity and homogeneity, 
which are governed by the used fabrication 
route. Crystals/films of lead iodide can be 
prepared from solution, vapor, gel and melt at 
different temperatures up to its melting point ( 
410 oC) [7-21]. 

An accurate and reliable determination of 
optical constants and thickness of 
semiconducting films is of importance for basic 
understanding of their optical and dielectric 
properties and for the design, fabrication and 
development of electronic devices integrating 
them. The refractive index and extinction 
coefficient of a material sample are common 
optical constants that are valuable for explicating 
its optical/dielectric behavior and dissipation 
under various experimental conditions. 
However, their measurement is not 
straightforward, but can be retrieved from a 
measurable macroscopic physical quantity of the 
specimen, such as its transmittance ܶ(λ) and/or 
reflectance ܴ(λ) that can be measured directly 
using spectrophotometers as a function of 
wavelength λ of quasi-monochromatic light 
incident upon it.  

As the transmittance or reflectance of a 
material film is not an inherent material 
property, one has to analyze its ܶୣ ୶୮(λ) − λ 
and/or ܴୣ୶୮(λ) − λ data to determine the real 
݊(λ) and imaginary κ(λ) components of its 
complex refractive index ො݊(λ) = ݊(λ) − ݅ κ(λ) 
as a function of λ. The κ(λ) data can be used to 
find its optical absorption coefficient α(λ) and 
vice versa using the relation α(λ) ≡ κ(λ)ߨ4 λ⁄ . 
This requires mathematical formulae for ܶ(λ) or 
ܴ(λ) that incorporate ݊(λ) and κ(λ) and a 
method for analyzing ܶୣ ୶୮(λ) − λ and ܴୣ୶୮(λ) −
λ data using such formulae, which depend on the 
type of optical system. Here, we will be 
concerned with an optical system in the form of 
an absorbing film on a thicker slab (substrate), 
immersed in air (݊ୟ(λ) = 1 and κୟ(λ)=0).  

Theoretical formulae that describe ܶ(λ) or 
ܴ(λ) of an absorbing slab of geometrical 
thickness ݀ୱ and complex refractive index 
ො݊ୱ(λ) = ݊ୱ(λ) − ݅ κୱ(λ) are relatively simple, 
but those of {absorbing film/absorbing 
substrate} systems are elaborate, particularly 
ܴ(λ) formula [22-27]. In practice, laboratory 
fabricated films are not ideal in the sense they 
are not homogeneous and suffer from surface 
roughness, interfacial layers and inhomogeneity 
(in composition and thickness non-uniformity), 
which are governed by the substrate quality, film 
thickness, deposition method, preparation 
conditions and post-growth treatment. This 
makes the ܶ(λ)-/ܴ(λ)-formulations for such 
non-ideal optical systems much more unwieldy 
and somewhat inadequate for a rigorous optical 
analysis.  

A variety of conventional curve-fitting 
programs, numeric optimization and purely 
algebraic methods were employed to analyze 
ܶୣ ୶୮(λ) − λ or ܴୣ୶୮(λ) − λ data of various 
{film/substrate} structures incorporating uniform 
or non-uniform absorbing films, each of which 
has its own reliability, curbs and difficulties in 
application [28-54]. Conventional curve-fitting 
iterative methods entail a prior knowledge of 
models that describe spectral dispersion of ݊(λ) 
and κ(λ) and require sophisticated software that 
should yield a global solution of the problem and 
not multi-local solutions, which all give 
remarkable curve fits with diverse output results, 
most of which are unreliable or physically 
meaningless. The former requirement is difficult 
to accomplish for certain, while the latter is not 
always at hand and very expensive [28-31, 38, 
42]. Nevertheless, conventional data curve-
fitting is demandable and inevitable, particularly 
in case of complex, multi-layered structures of 
different optical properties.  

Alternatively, a numeric optimization (so-
called PUMA) method can be used to analyze 
ܴୣ୶୮(λ) − λ data [32] or ܶୣ ୶୮(λ) − λ data [33-
35] of air-supported {uniform absorbing 
film/transparent substrate} structures to 
determine ݊(λ) and κ(λ) of the film with no 
requisite of spectral dispersion relations in 
advance. The algebraic Swanepoel’s envelope 
method (EM) of uniform films [36] is often 
employed to analyze ܶୣ ୶୮(λ) − λ spectra of such 
structures [37] also with no prior need to ݊(λ) 
and κ(λ) dispersion relations; but it is solely 
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limited to ܶୣ ୶୮(λ) − λ spectra that display many 
interference-fringe maxima and minima and 
exhibit wide portion of optically transparent 
region close to the substrate transmission, which 
are ideal systems that are not always realized in 
practice.  A variety of modifications were 
reported in literature to include film 
inhomogeneity and substrate optical properties 
(absorption/dispersion) to improve analysis of 
ܶୣ ୶୮(λ) − λ or ܴୣ୶୮(λ) − λ spectra of non-ideal 
air-supported {film/substrate} systems using 
Swanepoel’s envelope methods (EMs) of 
uniform or non-uniform films [28, 38-54].  

Normal-incidence transmission can be easily 
measured to a greater accuracy by most 
spectrophotometers covering ultraviolet (UV), 
visible (Vis) and near infrared (NIR) spectral 
regions compared to measurements of non-zero 
angle reflection that require calibration 
procedures using high-quality reference mirrors 
[29], besides involving analysis of more 
unwieldy ܴ(λ)-formulae [22-27, 50, 51]. Thus, 
we shall here deal only with normal-incidence 
transmission of air-supported {non-uniform 
absorbing film/slightly-absorbing substrate} 
systems and with formulations required for 
analyzing their normal-incidence ܶୣ ୶୮(λ) − λ 
spectra on the basis of Swanepoel EM of non-
uniform films [28, 38-45, 52-54] using the 
approach of Richards et al. [42, 43]. This EM 
analytical approach proves to be conceivable for 
non-uniform films that are significantly 
absorbing over the whole wavelength range of 
interest and whose ܶୣ ୶୮(λ) − λ spectra do not 
exhibit a transparent region at the high-λ side 
[17, 31, 42, 43, 48, 49, 54], which is viable in 
analysis of non-uniform films using procedures 
of original Swanepoel’s EM when ୑ܶ(λ) ≈

ୱܶ(λ) [39-41, 44-47, 52, 53].  

Furthermore, there is significant variety in the 
reported optical constants of PbI2 films prepared 
by various deposition routes and in their 
retrieved values of bandgap energy ܧ୥, which are 
scattered in the range 2.1-2.6 eV [8-21, 31]. 
These diversities can be linked to the use of 
different film thicknesses, preparation 
conditions, optical characterization techniques 
and to the use of diverse/simple analytical 
approaches that sometimes exploited 
irrational/meek theoretical formulations for 
analyzing the measured optical data, besides 
implementing unalike models to typify the 

dispersion and absorption phenomena in studied 
lead iodide films.  

To get further insight into some of unsettled 
issues of optical properties of PbI2 films and 
features of their optical transmission, the normal-
incidence ܶୣ ୶୮(λ) − λ spectra of undoped flash-
evaporated PbI2 films on glass slides held at 
200 ℃ were measured at room temperature (RT) 
in the range 400-900 nm and analyzed on the 
basis of Swanepoel EM of non-uniform films 
[39] using an extended approach reported by 
Richards et al. [42, 43]. This type of optical 
analysis has not yet been used to retrieve ݊(λ) 
and κ(λ) of PbI2 films, a study that will shed 
more light on the spectral dispersion and 
electronic transition phenomena operative in lead 
iodide substance.  

Experimental Details  
A couple of physically and chemically pre-

cleaned and heat-treated 1.1 mm thick 
microscopic glass slides were installed inside the 
bell-jar chamber of a Leybold coating’s system, 
pumped down to less than 10–5 mbar base 
pressure. These slides were mounted tightly 
underneath a home-designed/constructed sample 
holder made of a massive copper (Cu) block, 
equipped with a thermocouple and cylindrical-
shaped heater, energized from an electric 
heating/controller kit outside the chamber [17]. 
The slides were first heated to the required 
temperature (200 ℃), which was controlled and 
kept steady there within ±1 ℃ for several hours.  

Undoped lead iodide films were deposited 
onto such pre-heated slides using a home-made 
flash-evaporation unit described elsewhere [17, 
18]. This piece of apparatus is composed of an 
electrically-energized trigger system and a 
container filled in prior with finely-grinded lead 
iodide powder, which can be fed in tiny amounts 
through a perforated sieve into a long stainless 
steel (SS) tube that extends down close above a 
box-shaped molybdenum (Mo) crucible 
connected to two massive Cu electrodes [17, 18]. 
The Mo-crucible is first electrically heated to 
around 600 ℃, held constant within ± 2 ℃ for 
several hours. The thickness ݀ of deposited film 
was monitored and recorded by a quartz-crystal 
unit during evaporation at a low rate (1 nm/s) 
until the required final thickness was reached. 
The evaporation process was then stopped and 
the samples (film/substrate) were left to cool 
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down in vacuum to RT. The final recorded ݀ 
values of obtained flash-evaporated lead iodide 
films were 1 µm and 1.2 µm.  

The structure and surface morphology of 
obtained flash-evaporated undoped lead iodide 
films were examined by conventional x-ray 
diffraction (XRD) and scanning electron 
microscopy (SEM), while electron dispersive 
spectroscopy (EDS) was used to determine their 
compositions. The flash-evaporated lead iodide 
films deposited on glass substrates sustained at 
200 oC were found to be highly stoichiometric 
(PbI1.9) and of a 2H-polytype hexagonal crystal 
structure [8, 16], with preferential crystalline 
orientation along the c-axis normal to the 
substrate surface [17, 18, 30]. Microscopic 
visualization showed that flash-evaporated PbI2 
films deposited on glass slides held at stable 
temperatures in the range 150 − 200 ℃ were 
pinhole-/crack-free and having virtuous smooth 
surfaces with hexagonal-shaped grains [17, 18, 
30].  

Room-temperature transmittance ୱܶ(ߣ) of a 
1.1 mm thick microscopic glass slide and 
transmittance ܶୣ ୶୮(ߣ) of the 1 µm and 1.2 µm 
thick undoped flash-evaporated PbI2 films 
deposited on identical glass slides were 
measured as a function of the wavelength ߣ of 
light in the range 400-900 nm. Transmittance 
measurements were taken using a double-beam 
UV-Vis-NIR spectrophotometer (Varian Carry 
100) at a scan rate of 120 nm/min and at 0.5 nm 
intervals, with the light beam being normally 
incident on surface of bare glass-slide and on the 
film surface of the {film/substrate} sample. 
Measurements of sample transmittance were 
made relative to corrected air-baseline 
transmission normalized to 100%, made first 
with both of the sample and the reference paths 
were open. The sample’s transmittance was then 
measured with the sample being mounted 
vertically at its spectrophotometer entrance place 
along the path of its light beam, leaving the 
entrance of the reference light beam path 
uncovered.  

Spectrophotometric transmission measure-
ments are often affected by the sizes/widths of 
its slits and by natural line width of emerging 
light beam hitting the sample, the collective 

effect of which is embodied in 
spectrophotometer spectral band width (SBW) 
[36]. Thus, the choice of an SBW value is crucial 
to attain “uninfluenced” and accurately 
measurable transmission of studied sample. In 
this work, a 2 nm SBW was adopted in 
measurements of normal-incidence transmittance 
of air-supported {flash-evaporated PbI2 
film/glass slide} structures to ensure good 
signal-to-noise ratio of detected light and to 
reduce slit-size effect on transmission spectra 
[36]. Elimination of SBW effect on measured 
transmission can be made using Swanepoel 
procedure [36], but was found to be insignificant 
for experimental transmittance-wavelength 
(ܶୣ ୶୮(λ) − λ) spectra of our samples.  

Results and Discussion  
Measured Normal-Incidence Transmission-
Wavelength Curves  

Fig. 1 displays normal-incidence ܶୣ ୶୮(λ) − λ 
spectra of (PbI2 film/glass-slide) samples F1 and 
F2 of the 1 m and 1.2 m thick flash-
evaporated PbI2 films, respectively, as well as 
the ୱܶ(λ) − λ spectrum of a typical free-standing 
1.1 mm thick bare glass slide, in the wavelength-
range 400-900 nm. Several interesting features 
of these measured normal-incidence 
transmission spectra are worth discussing, as 
they provoke optical analysis of such spectra (to 
be carried out in later sections).  

It is noted that the substrate transmittance is 
almost flat, with nearly constant ୱܶ(λ)-values 
ranging from 89% to 91% in the λ-range 
covering the entire transmission and absorption 
regions of {PbI2 film/substrate} samples. Figure 
1 shows that the ܶୣ ୶୮(λ) − λ curves of both 
{PbI2 film/substrate} samples exhibit in the λ-
range 520-900 nm several well-separated 
interference-fringe maxima and minima, the 
number of which increases and their spectral 
width becomes narrower with increasing film 
thickness. The presence of numerous well-
resolved interference-fringe maxima and minima 
on experimental transmission curves of air-
supported {film/substrate} structures facilitates 
the workability and accuracy of their optical 
analysis on the basis of Swanepoel EMs [36-42].  
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FIG. 1. Wavelength dependency of measured room temperature normal-incidence transmittances of a typical 
bare glass slide and of samples F1 and F2 which are air-supported {1 m/1.2 m thick flash-evaporated PbI2 

films/glass-slide (at 200 oC)} structures.  

 
Below λ ~ 520 nm, the ܶୣ ୶୮(λ) − λ curves of 

both optical structures start to fall down steeply 
over a narrow λ-range towards zero transmission 
that initiates at λ ~ 505 nm. This abrupt decline 
in the ܶୣ ୶୮(λ) − λ curves of studied samples is 
merely due to light absorption in the flash-
evaporated PbI2 films themselves. An abrupt 
optical absorption trend is a characteristic of 
crystalline materials, which commonly have a 
vertically sharp fundamental optical absorption 
edge, with minor bandgap-tailing often 
encountered in amorphous material films [56-
58]. These results are in good accord with the 
measured XRD patterns of flash-evaporated PbI2 
films that possess highly hexagonal 2H-
polytyptic structure [17, 18, 30].  

Nevertheless, there are some features in the 
ܶୣ ୶୮(λ) − λ spectra of {PbI2 film/substrate} 
samples of Fig. 1 that render their analysis rather 
challenging. Such transmission curves show that 
the maxima ୑ܶ(λ) of their interference-fringe 
patterns are much lower than ୱܶ(λ) in the studied 

λ-range, with a depression ∆ܶ(λ) = ୱܶ(λ) −
୑ܶ(λ) ranging between 55% at λ ~ 525 nm and 

25% at λ ~ 835 nm for sample F1 of 1 m thick 
PbI2 film, and much larger for that of sample F2 
of the 1.2 m thick PbI2 film. This implies that 
these transmittance spectra do not exhibit at the 
high-λ side any optical transparent region, the 
existence of which is useful for applying the 
procedures of traditional Swanepoel’s EMs of 
uniform and non-uniform films to some optical 
systems [36, 37, 39, 44-47, 52, 53].  

Optical Analysis of (ࣅ)ܘܠ܍ࢀ −  Spectra of ࣅ
{Air/Flash-evaporated PbI2 Film/Glass-
Slide/Air} Structures  

The diminishing of normal-incidence 
transmittance and its interference-fringe maxima 
of our {PbI2 film/glass-slide} samples F1 and F2 
can then be related to true optical absorption in 
the film itself and to other causes of different 
origins. The former cause is undoubtedly the 
leading term in the strong optical absorption 
region that becomes more operative with 
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progressive decrease in wavelength towards the 
fundamental absorption edge of the substance; 
however, optical absorption cannot be 
exclusively responsible for observed drastic 
transmittance decrease in the weak and 
intermediate optical absorption regions of 
studied {PbI2 film/glass-slide} samples F1 and 
F2. Studies on many {film/substrate} systems 
suggested that diminution in the weak and 
medium absorption region of transmission 
spectra can be related to interference-fringe 
shrinking due to spectral bandwidth (SBW) [36], 
inhomogeneity in the film refractive index (∆݊) 
and its thickness non-uniformity (∆݀) [36, 38-
49], absorption in substrate [38, 42, 43, 48, 49] 
and light scattering from surface bumpiness [25]. 
The latter is an unwieldy issue to treat and was 
tolerated here as visual inspection of our 
stoichiometric PbI2 films revealed good surface 
smoothness and their SEM patterns showed no 
surface cracks/pinholes, but close-tight 
hexagonal structure grains [17, 18, 31]. Here, we 
shall explore the effect of these causes on the 
measured ܶୣ ୶୮(ߣ) −  spectra of our samples F1 ߣ
and F2 in some detail.  

Large widths of the spectrophotometer slits, 
effected via SBW, often cause shrinkage of the 
interference-fringe maxima and minima and 
should be corrected for to achieve accurate 
optical analysis of transmission spectra of films 
(uniform or non-uniform) [36, 39, 42]. A large 
width of spectrometer slit affects significantly 
and erroneously the determined thickness of the 
film and its refractive index in the region that is 
crowded in maxima/minima peaks with small 
spectral widths and separations [36]. Before 
starting analysis of the ܶୣ ୶୮(ߣ) −  spectra of ߣ
our samples by the analytical approach of 
Richards et al. [42, 43], we carried out slit-width 
correction to measured ୑ܶ(ߣ୲ୟ୬୥)/ ୫ܶ(ߣ୲ୟ୬୥) 
using the procedure of Swanepoel [36] (cf. Eq. 
(A.14) and Eq. (A.15) in supplementary 
material). But, the 2 nm SBW chosen in the 
present work was found to be conceivable for 
minimizing possible slit-width induced influence 
on such measured maxima and minima, with 
negligible SBW-corrections to their magnitudes.  

Substrate absorption alters the magnitude of 
measured transmission maxima/minima of films 
deposited on weakly-absorbed substrates [38, 

40-49]. Close inspection of ୱܶ(ߣ) −  spectrum ߣ
of Fig. 1 reveals minor absorption inside the 1.1 
mm thick glass slide in the range 400-900 nm 
and marginally affects ܶୣ ୶୮(ߣ) −  spectra of ߣ
Fig. 1 if divided, to a first approximation [38, 
42], at each ߣ by ݔୱ(ߣ) = exp(−ߙୱ(ߣ)݀ୱ) [42, 
43]. This term is solely originating from the 
absorption of primary light beam passing 
through the substrate, as the contribution of all 
internally reflected beams inside it is trivial in its 
weak absorption region. So, correction for 
substrate absorption was abandoned in our 
analysis, supported by the results of a thorough 
curve-fitting of the ୱܶ(ߣ) −  ,data of Fig. 1 [30 ߣ
31]. Yet, instead of using a constant ݊ୱ(ߣ) [36, 
37, 39], we fitted part (in the ߣ-range 400-900 
nm) of the ݊ୱ(ߣ) −  data obtained from such ߣ
curve-fitting analysis to a 5-constant Cauchy 
dispersion relation of the form:  

݊ୱ(ߣ) = ଴ܣ +
ଶܣ

ଶߣ +
ସܣ

ସߣ  +
଺ܣ

଺ߣ +
଼ܣ

଼ߣ                   (1) 

where ܣ଴, ܣଶ, ܣସ, … etc. are constants that 
were determined from the curve fit. The obtained 
fit equation was exploited to find directly 
݊ୱ(ߣ୑/ߣ୫) at any wavelength of the measured 
maxima/minima of studied air-supported {PbI2 
film/glass-slide} samples F1 and F2. The results 
of ݊ୱ(ߣ) −  data and its fit curve are as shown ߣ
in Fig. 2.  

Further, a lateral variation in the refractive 
index ∆݊ of a uniformly thick film of thickness 
݀ and an average refractive index ത݊ can be 
modelled in a similar way to that adopted for a 
lateral thickness variation ∆݀ of a non-uniform 
film of an average thickness ݀̅ and refractive 
index ݊ [39]. Both non-uniformities compress 
the interference fringes maxima and minima and 
their formulations in ∆݊ and ∆݀ are similar, as 
∆݊ ݀ ≡ ݊ ∆݀ [39]. Thus, it is practically difficult 
to determine whether ∆݊ or ∆݀ is causing the 
shrinking of transmission spectra, even if SBW-
effect is the same with no variation in ݊ along 
the film depth [39, 42, 43]. So, we here have 
adopted only the effect of thickness non-
uniformity, besides the effect of optical 
absorption in the film, to treat measured 
ܶୣ ୶୮(ߣ) −  spectra of Fig.1 on the basis of ߣ
Swanepoel EM of non-uniform films using the 
analytical procedures of Richards et al. [42, 43].  
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FIG. 2. Data (open circles) of index of refraction ݏ as a function of wavelength ߣ for a typical glass slide similar 
to those used as substrates for studied flash-evaporated lead iodide films. The solid curve represents a curve fit of 

this data to the 5-constant Cauchy dispersion equation described in Eq. (1).  

 
The Basic Formulations of Swanepoel 
Envelope Method (EM) of Non-Uniform 
Films  

Optical analysis presented in supplementary 
material is exclusively based on Swanepoel’s 
envelope theory of non-uniform films [39] and is 
limited for transmission spectra exhibiting 
transparent region at the high-ߣ side. It is 
assumed that ୑ܶ(ߣ) ≈ ୱܶ(ߣ) to find ∆݀ and ݊(λ) 
in this transparent region and in the weak and 
medium absorption regions, besides adopting the 
formulae relating the measured ୑ܶ and ୫ܶ of 
non-uniform films to ୑ܶ଴ and ୫ܶ଴ of uniform 
films of same material and thickness ݀ = ݀̅, the 
average thickness of non-uniform film [39, 44-
47, 52, 53].  

The measured transmittance ∆ܶௗ(ߣ) of a non-
uniform film of refractive index ݊(ߣ), average 
thickness ݀̅ and thickness non-uniformity ∆݀ 
(≪ ݀̅) on a transparent/weakly-absorbing 
substrate can be approximately described in the 
range 0 < ∆݀ < ߣ ⁄(ߣ)݊ 4  by an expression of 

the form (Appendix A in supplementary 
material) [38-45]: 

∆ܶௗ

=
1

݀୫ୟ୶ − ݀୫୧୬

× න
ܣ expൣ−(ߣ)ߙ݀̅൧

ቌ
ܤ − ܥ cos ൤4(ߣ)݊ߨ݀ᇱ

λ ൨ expൣ−(ߣ)ߙ݀̅൧ +

ܦ expൣ−2(ߣ)ߙ݀̅൧
ቍ

ௗౣ౗౮

ௗౣ౟౤

×  d݀′                                                                                 (2) 

where ݀୫୧୬ = ݀̅ − ∆݀ and ݀୫ୟ୶ = ݀̅ + ∆݀, 
while the constants ܥ ,ܤ ,ܣ and ܦ are given by 
the relations below [36]:  

ܣ = 16݊௦݊ଶ, ܤ = (݊ + 1)ଷ(݊ + ݊௦
ଶ), 

ܥ = 2(݊ଶ − 1)(݊ଶ − ݊௦
ଶ), 

ܦ  = (݊ − 1)ଷ(݊ − ݊௦
ଶ).                                       (3)  

As discussed in some detail in Appendix A of 
supplementary material, the measured/calculated 
maxima ୑ܶ∆ௗ,௫(ߣ୑/ߣ୫) and minima 
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୫ܶ∆ௗ,௫(ߣ୫/ߣ୑) of a non-uniform film of 
refractive index ݊(λ), absorption coefficient 
 average thickness ݀̅, absorbing parameter ,(ߣ)ߙ
(ߣ)ݔ̅ = expൣ−(ߣ)ߙ݀̅൧ and thickness non-
uniformity ∆݀ can be shown to be described by 
the following formulae [39-45]:  

୑ܶ∆ௗ,௫ ≈

ቀ λ
ଶగ௡∆ௗ

ቁ ௔ೣ

ටଵି௕ೣ
మ

 tanିଵ ቎ ଵା௕ೣ

ටଵି௕ೣ
మ

tan ቀଶగ௡∆ௗ)
λ

ቁ቏        (4)  

୫ܶ∆ௗ,௫ ≈

ቀ λ
ଶగ௡∆ௗ

ቁ ௔ೣ

ටଵି௕ೣ
మ

 tanିଵ ቎ ଵି௕ೣ

ටଵି௕ೣ
మ

tan ቀଶగ௡∆ௗ)
λ

ቁ቏ .      (5)  

The parameters ܽ௫ and ܾ௫ are given by the 
relations below:  

ܽ௫ =
ݔ̅ܣ

ܤ + ଶݔ̅ܦ  and ܾ௫ =
ݔ̅ܥ

ܤ + ଶݔ̅ܦ  .                (6) 

Eqs. (4) and (5), combined with Eq. (6), are 
valid for both transparent region (̅ݔ = 1) and 
weak and medium absorption regions (̅ݔ < 1) of 
transmission spectra of air-supported {non-
uniform film/substrate) structures and are 
independent transcendental equations that can be 
solved simultaneously to get a unique solution of 
their two unknowns. They form the basic 
expressions on which algebraic analysis of 
transmission spectra of such structures in these 
optical absorption regions by the conventional 
Swanepoel EM of non-uniform films is 
exclusively based to evaluate ∆݀, ݀̅ and ݊(λ) of 
the film under consideration once the values of 
maxima ୑ܶ(ߣ୑/ߣ୫) and minima ୫ܶ(ߣ୫/ߣ୑) 
are obtainable, combined with the corresponding 
values of ݊ୱ(ߣ୑/ߣ୫). In the present analysis, the 
latter can be found from Fig. 2 and its numerical 
fit relation (Eq. (1)). Eventually, (ߣ)ߙ and 
bandgap energy ܧ୥ of the film sample can then 
be determined once the respective values of ̅(ߣ)ݔ 
are appropriately determined [39-45].  

Procedure for Constructing Transmission 
Interference-Fringe Maxima and Minima 
Envelope Curves  

It is clear that the first step to proceed with 
the above-described optical analysis is to 
determine accurately the values of interference-
fringe transmission maxima ୑ܶ(ߣ୑/ߣ୫) and 
minima ୫ܶ(ߣ୫/ߣ୑) at the corresponding 
tangent wavelengths ߣ୑ and ߣ୫, which were 
here accomplished using the source package 

ENVELOPE computer program of McClain et 
al. [55] (http://dlmf.nist.gov). The McClain 
ENVELOPE program usually finds the measured 

୑ܶ(ߣ୑) and minima ୫ܶ(ߣ୫) and then constructs 
continuous, monotonic ୑ܶ(ߣ୑/ߣ୫) and 

୫ܶ(ߣ୫/ߣ୑) envelope curves, which are bound 
and tangent to these transmission maxima and 
minima.  

This ENVELOPE program was applied to 
maxima and minima of transmission spectra of 
our samples few times via decreasing 
progressively the tolerance of computation to get 
optimal numerals of ୑ܶ and ୫ܶ and their ߣ୑ and 
 ୫. The section of code in the originalߣ
ENVELOPE program where each pair of 
transmission maxima and minima data (x, y) is 
replaced by the average of itself and its two 
nearest neighbor points was commented out as 
done by Richards et al. [42, 43]. This is justified 
by low noise in our ܶୣ ୶୮(ߣ) data, a valuable 
aspect for smoothing envelope curves and using 
ܶୣ ୶୮(ߣ) > 0.1% to avoid noisy (due to 
fluctuations in detected signal) data points from 
being treated by ENVELOPE algorithm as 
extrema. A second modification in this program 
was increasing the dimension of the array to 
improve final smoothing [42, 43] before 
ENVELOPE code was re-compiled.  

The ENVELOPE program starts by an initial 
smoothing process using a “piecewise cubic 
polynomial” fit to the experimental data points 
and a second smoothing when a first estimate of 
the tangent points is achieved. Several trials of 
tolerance factors were performed. The 
ENVELOPE calculations converge and highly 
acceptable fitted envelope curves were obtained 
when the values 0.04 and 0.003 of tolerance 
factors were used for the initial and final 
smoothing process. Using the new smoothed 
data, the program then attempts to find estimates 
for the tangent points where the envelope curves 
will touch the data curve. This is done by 
locating intervals where smoothed data curve is 
either concave or convex, with the tangent points 
for top envelope were initialized to be the 
midpoints of each concave interval, while those 
for bottom envelope were set at the midpoints of 
each convex interval. The first or last data point 
is excluded from the last smoothing process. 
These points were used only if they represent a 
local maximum or minimum and in this case, the 
tangent point estimate was taken to be the local 
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maximum or minimum point rather than the 
midpoint of the interval.  

The true tangent point for an endpoint 
interval may lie outside the range of the original 
data points and the ENVELOPE algorithm will 
not converge correctly. If the endpoint interval 
contains a local maximum or minimum, the true 
tangent point is guaranteed to lie nearby and the 
algorithm will then converge properly. The 
output of the ENVELOPE consists of two files: 
one is the number of tangent points having been 
found for each envelope and the coordinates of 
each “top” and “bottom” extrema in the 
oscillating data. The second file contains the 
smoothed data for both the top and bottom 

curves. It is worth noting here that no visible 
improvement of the resulting top and bottom 
tangent points was noticed upon performing the 
second modification. Nevertheless, this minor 
modification was kept in the executable version. 
The data file containing the finally determined 
values of ୑ܶ(ߣ୑/ߣ୫) and ୫ܶ(ߣ୫/ߣ୑) is stored 
and kept for use in the required optical analysis. 
An example of such ENVELOPE points 
corresponding to interference-fringe maxima and 
minima of measured transmission spectra of 
samples F1 and F2 of the 1 m and 1.2 m thick 
flash-evaporated PbI2 films, respectively, is 
shown in Fig. 3.  

 
FIG. 3. The interference-fringe maxima and minima points of measured transmission spectra of samples F1 and 

F2 of the 1 m and 1.2 m thick flash-evaporated PbI2 films, respectively, as determined from ENVELOPE 
program of McClain et al. [55].  

 

Determination of PbI2 Film Optical Constants 
Using the Extended Swanepoel EM of Non-
Uniform Films 

The thickness non-uniformity ∆݀ and ݊(λ) of 
the non-uniform film are usually evaluated by 
solving simultaneously the two transcendental 
equations given in Eq. (4) and Eq. (5) with 
ݔ̅ = 1 being inserted in Eq. (6) using the 
measured/calculated maxima ୑ܶ(ߣ୑/ߣ୫) and 
minima ୫ܶ(ߣ୫/ߣ୑) [39-41]. However, the 

calculated values of ∆݀ are often drastically 
varying with wavelength, so a feasible ∆݀-value 
had to be chosen for use in the calculations of 
݊(λ) and ߙ(λ) in the weak and medium (̅ݔ < 1) 
region. In many studies based on Swanepoel EM 
of non-uniform films [39], this was often made 
by selecting arbitrarily/luckily few of the 
calculated ∆݀-values and taking their average to 
be that optimum value of ∆݀.  
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Further, some {non-uniform film/substrate} 
samples do not exhibit a transparent region and 
are absorbing in the whole wavelength range 
[42, 43, 48, 49, 54], as is also seen from Fig. 1. 
Assuming ୑ܶ ≈ ୱܶ for such transmission spectra 
for use in the formulae relating ୑ܶ and ୫ܶ of a 
non-uniform film to ୑ܶ଴ and ୫ܶ଴ of a uniform 
one with ݀ = ݀̅ [39, 44-47, 52, 53] or picking a 
capricious ∆݀-value [39-41, 54] sometimes yield 
irrational results and is questionable. An 
extended version of Swanepoel’s EM of non-
uniform films has been suggested by Richards et 
al. [42, 43] for treating transmission spectra of 
non-uniform films that are absorbing even at 
high-ߣ side via choosing an initial value for ∆݀ 
and varying it till a coincidence between the 
calculated (simulated) and measured 
transmission curves is obtained. This approach is 
adopted to analyze ܶୣ ୶୮(ߣ) −  .spectra of Fig. 1 ߣ
As discussed above, however, no correction was 
made to these ܶୣ ୶୮(ߣ) spectra at each ߣ or to 
respective ୑ܶ(ߣ୑/ߣ୫) and ୫ܶ(ߣ୫/ߣ୑) at each 
 ୫ for slit-width effect or absorption inߣ M andߣ
the substrate. Our analysis only includes the 
substrate dispersive ݏ (ߣ୑/ߣ୫)-values in the 
formulae containing ୑ܶ(ߣ୑/ߣ୫) and ୫ܶ(ߣ୫/
 ୑), as done by Richards et al. [42, 43]. Thisߣ
was not used by Swanepoel [39], but is also 
adopted in other studies using procedures of 
conventional Swanepoel’s EM of non-uniform 
films [38, 40-49, 52-54].  

Lastly, we applied the approach of Richards 
et al. [42, 43] to analyze the ୑ܶ(ߣ୑/ߣ୫) and 

୫ܶ(ߣ୫/ߣ୑) to calculate ∆݀ at each ߣ୑ and ߣ୫, 
the value of which was varied until the 
calculated values of ∆݀, ݊(ߣ), (ߣ)ߙ and ݀̅ of 
studied flash-evaporated PbI2 films re-generated 
their respective measured transmission curves. 
The finally-approved ݊(ߣ) − (ߣ)ߙ and ߣ −  ߣ
data was then used to elucidate the spectral 
dispersion and electronic transitions operating in 
these undoped flash-evaporated PbI2 films.  

All of the implemented procedures and the 
algebraic calculation stages of this extended 
version of Swanepoel EM of non-uniform films 
have been integrated in a compact computational 
program written in Mathematica. Before 
executing the entire program in a single run, all 
of its individual steps were first checked in 
sequence for their workability and correctness.  

Determination of the Thickness Variation ∆݀ 
for the Non-uniform Flash-Evaporated PbI2 
Films  

Thickness non-uniformity ∆݀ of a film and its 
optical absorption affect dissimilarly its 
transmission spectrum, in the sense that an 
increase in ∆݀ shrinks the interference-fringe 
minima and maxima at all wavelengths, while an 
increase in film absorption coefficient (ߣ)ߙ 
reduces progressively the magnitude of both 
maxima and minima fringes (it reduces the 
geometric mean of transmission spectrum) [39, 
43]. In this analysis, we assumed that the 
observed transmission interference-fringe pattern 
of our samples F1 and F2 is related to non-
uniformity in the thickness of the PbI2 film itself 
and the film is also optically absorbing over the 
whole wavelength range studied.  

To complete analyzing transmission spectra 
of the non-uniform, absorbing PbI2 films shown 
in Fig. 1, where no transparent region can be 
seen, on the basis of Swanepoel EM of non-
uniform films, it is indispensable to determine 
first an accurate value for their thickness non-
uniformity ∆݀. Put ̅ݔ = 1 in the coefficients ܽ௫ 
and ܾ௫ given in Eq. (6) and insert their 
coefficients ܤ ,ܣ,  defined in Eq. (3) in ܦ and ܥ
Eq. (4) and Eq. (5) to reduce them to two 
independent transcendental equations in ∆݀ and 
݊ only, as substrate’s refractive index ݊௦ is 
already known.  

Now, the measured/calculated values of 
୑ܶ(ߣ୫ୟ୶/ߣ୫୧୬) and ୫ܶ(ߣ୫୧୬/ߣ୫ୟ୶) were 

inserted into them, which were solved 
simultaneously to find the two unknowns ∆݀ and 
 =) ୲ୟ୬୥ߣ at each tangent wavelength (୲ୟ୬୥ߣ)݊
 ୫୧୬) using the rigorous Mathematicaߣ ୫ୟ୶ andߣ
‘FindRoot package”. At this computational 
stage, the optical absorption in the film is 
ignored and the obtained values of ݊(ߣ୲ୟ୬୥) are 
usually overlooked, as the purpose here is 
exclusively to determine a value for ∆݀, which 
should be a ߣ-independent inherent constant film 
quantity. However, the values of ∆݀ calculated 
by this tactic usually show drastic variation with 
 so selecting an acceptable value ,[54 ,38-43] ߣ
for ∆݀ becomes a challenging issue and is 
crucial for subsequent procedures used to 
determine optical constants of the film in weak, 
medium and strong absorption regions.  
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Adopting an average of the whole/part of the 
obtained ∆݀-values and/or a lucky/arbitrary 
choice of a ∆݀-value [39-41, 54] is not a good 
methodology for determining an accurate value 
for this parameter; thus, finding a more reliable 
value for ∆݀ turns out to be tricky. A rational 
value for ∆݀ might be inferred from a plot of 
 ୲ୟ୬୥ and picking a reminiscentߣ-Vs-(୲ୟ୬୥ߣ)݀∆
value of ∆݀ if a saddle-like portion exists on 
such a plot in the medium absorption region 
[38]. If the film transmission exhibits a 
transparent region at high-ߣ side, then ∆݀ might 
be the asymptotic value at such high 
wavelengths [42]. However, if the film is 
absorbing over the whole transmission spectrum 
with no transparent region, as displayed in Fig. 
1, and if no real asymptotic ∆݀ value or saddle-
like part on ∆݀(ߣ୲ୟ୬୥)-Vs-ߣ୲ୟ୬୥ plot can be 
adopted, as for our PbI2 films, the ∆݀ values of 
which calculated from simultaneous solution of 
Eq. (4) and Eq. (5) with ̅ݔ = 1 are depicted in 
Fig. 4, the situation becomes more problematic. 
Richards et al. [42, 43] suggested that even 
choosing a ∆݀-value from asymptotic regime 
should be used as an initial guess for succeeding 
calculations underlying the optical analysis 
based on Swanepoel’s EM of non-uniform films 

that are optically absorbing over the entire 
wavelength range of interest. In the absence of 
both asymptotic-type or saddle-like ∆݀ region, 
such initial ∆݀ can be selected from calculated 
∆݀ values scattered in medium absorption region 
[38].  

An incorrect attribution of actual optical 
absorption in the film to be due to the thickness 
variation that has dissimilar effect on the 
maxima and minima should be evident when the 
calculated values of optical constants and film 
thickness are used to regenerate the measured 
transmission spectrum. If the generated data does 
not lie correctly on the measured transmission 
curve, then the value of ∆݀ has to be adjusted 
accordingly, most likely to lower values, until an 
optimum is acquired and a virtuous match 
between the measured and generated 
transmission data is realized. This method forms 
the basis of a checking procedure for the 
uniqueness solution of Eq. (4) and Eq. (5) that 
can be considered to be reliable, as there should 
be only one unique solution for them [39]. The 
procedures of this EM analytical approach and 
associated formulations are adopted to analyze 
measured normal-incidence ܶୣ ୶୮(ߣ) −  spectra ߣ
of our {PbI2 film/substrate} samples.  

 
FIG. 4. Wavelength variation of thickness non-uniformity ∆݀ calculated from simultaneous solution of the two 
transcendental formulae in Eq. (4) and Eq. (5), assuming ̅ݔ = 1, for samples F1 and F2 of the 1 m and 1.2 m 

thick flash-evaporated PbI2 films, respectively.  
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Determination of Film’s Optical Constants 
and Average Thickness in Weak and Medium 
Absorption Regions  

In principle, having a reasonable value for 
∆݀, Eq. (4) and Eq. (5) can then be solved 
simultaneously, this time to find the two 
unknowns ݊(ߣ୲ୟ୬୥) and ̅ݔ(ߣ୲ୟ୬୥) at each 
extreme wavelength ߣ୲ୟ୬୥ (= ߣ୫ୟ୶ and ߣ୫୧୬) in 
the weak and medium absorption regions (̅ݔ <
1) using the absorbing coefficients ܽ୶ and ܾ୶ 
given in Eq. (6) with their ܥ ,ܤ ,ܣ and ܦ 
coefficients given in Eq. (3) that incorporate ݊ 
and ݏ, which is determined separately in 
advance. These expressions are another two 
independent transcendental equations that have 
one unique solution for ݊(ߣ୲ୟ୬୥) and ̅ݔ(ߣ୲ୟ୬୥) at 
each ߣ୫ୟ୶ or ߣ୫୧୬ in the validity range 0 < ݔ̅ ≼
1 [39]. 

The absorption coefficient ߙ(ߣ୲ୟ୬୥) in the 
weak and medium absorption regions can be 
found from the determined ̅ݔ(ߣ୲ୟ୬୥) using the 
relation ߙ(ߣ୲ୟ୬୥) = − ln (୲ୟ୬୥ߣ)ݔ̅ ݀̅⁄ , if we have 
at hand an accurate value for the film average 
thickness ݀̅, which, however, is practically 
difficult to measure. In optical analysis based on 
Swanepoel’s EM of non-uniform films, ݀̅ can be 
found from the interference condition given by 
[39]:  

2݀̅݊൫ߣ୲ୟ୬୥൯ =  ୲ୟ୬୥.                                         (7)ߣ݉

This can be attained by using ݊(ߣ୲ୟ୬୥) values 
at ߣ୫ୟ୶ or ߣ୫୧୬ of the nearest neighboring 
extrema [36, 39], with ݉ being the interference 
order (integer for maxima and half-integer for 
minima displayed on measured transmission 
spectrum). However, a more feasible value of ݀̅ 
can be attained by the use of the expression 
given below [39]:  

ℓ
2

= 2 ݀̅  ቈ
݊(λ)

λ
቉ − ݉ଵ,                                         (8) 

where ℓ = 0, 1, 2, 3, 4, ……, with ℓ = 0 for the 
first observable extrema on the high-wavelength 
side, which corresponds to interference order ݉ଵ 
that should be an integer for maxima and half-
integer for minima.  

A proper linear portion of a plot of ℓ 2⁄  
against ݊(ߣ୲ୟ୬୥) ⁄୲ୟ୬୥ߣ  for ℓ = 0, 1, 2, 3, 4, … 
can be fitted to Eq. (8), with its slope giving 2݀̅ 
and its negative intercept is ݉ଵ, which should be 
then round off to the nearest integer/half-integer 

numeral ݉଴ for the first visible maxima/minima 
in the long-ߣ region. An improved value for ݀̅ 
can then be found from a linear portion of a new 
ℓ 2⁄ − (୲ୟ୬୥ߣ)݊ ⁄୲ୟ୬୥ߣ  plot, with ݉଴ being now 
kept fixed and treated as a constant parameter in 
the fitting process on basis of Eq. (8). The 
straight line is normally a poor fit to the points if 
the wrong ݉଴ value is used; thus, unity (1) 
would sometimes be added or subtracted from 
the used ݉଴-value and the fit procedure has to be 
repeated.  

The finally obtained values of ݀̅ and ݉଴, with 
the interference-order ݉ being increased 
progressively from ݉଴ by 1/2 for the maxima 
and minima at shorter ߣ୲ୟ୬୥, are then fed back 
into Eq. (7) to determine more accurate values 
for ݊(ߣ୲ୟ୬୥) at ߣ୫ୟ୶/ߣ୫୧୬ of the observed 
transmission interference-fringe pattern in the 
weak and medium absorption regions. Further, 
once an improved value of ݀̅ is determined, the 
values of ߙ൫ߣ୲ୟ୬୥൯, hence 
୲ୟ୬୥൯ߣ൫ߢ = ୲ୟ୬୥ߣ(୲ୟ୬୥ߣ)ߙ ⁄ߨ4 , can be 
determined in weak and medium absorption 
regions using the determined ̅ݔ൫ߣ୲ୟ୬୥൯.  

Determination of Optical Constants of the 
Film in the Strong Optical Absorption Region 

In the region of medium to nearby strong 
optical absorption, the interference fringes 
become rather small and experimental 
uncertainties in the magnitude of the last few 
resolved extrema often lead to erroneous 
calculated values of ߙ൫ߣ୲ୟ୬୥൯ [36, 39]. Hence, 
one has to choose only the number of data 
points, counted from the long-ߣ side, which do 
not produce randomly varying and noisy 
 at wavelengths (ߣ)ߙ ୲ୟ୬୥൯ values. Values ofߣ൫ߙ
of non-adopted last extrema in the medium 
absorption region and at shorter wavelengths in 
the strong absorption region cannot be 
determined by the use of interference condition 
given in Eq. (7), which is not strictly valid in the 
absorption region, and there is no means of 
extracting ݊(ߣ) values from the interference-free 
transmission curve alone. The values of (ߣ)ߙ in 
the quasi-/strong- optical absorption regions can 
be obtained by the use of different means [36, 
37, 39-43].  

A tactic to achieve such goal is to extrapolate 
the non-noisy ݊(ߣ୲ୟ୬୥) of the weak and medium 
absorption regions in the remainder of the 
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spectrum via fitting such ݊൫ߣ୲ୟ୬୥൯ −  ୲ୟ୬୥ dataߣ
to an appropriate dispersion formulation. The 
obtained fit ݊(ߣ)-formula can then be utilized to 
determine the respective values of (ߣ)ݔ, and 
hence of (ߣ)ߙ, in the weak and medium 
absorption regions using an evocative 
formulation relating ݊(ߣ) and (ߣ)ݔ, which 
involves the transmission maxima ୑ܶ as that 
described by the expression given below [36, 40, 
42-45]:  

ݔ =  
୑ܧ −  ெܧ]

ଶ − (݊ଶ − 1)ଷ(݊ଶ − ݊ୱ
ସ)]

ଵ
ଶ

(݊ − 1)ଷ(݊ − ݊ୱ
ଶ) ; 

୑ܧ  = ଼௡మ௡౩
்౉

+ (݊ଶ − 1)(݊ଶ − ݊ୱ
ଶ).                   (9)  

Eq. 9 has been frequently used to determine 
 for films with uniform thickness in the (λ)ߙ
weak and medium absorption regions since ݊(ߣ) 
and ݊ୱ(ߣ) are already known [36, 37]; 
nonetheless, it has been argued that Eq. 9 can 
also be valid for non-uniform films in the 
spectral region where the interference fringes 
start to disappear and thus the maxima and 
minima envelope curves converge to a single 
curve in the strong absorption region, in which 

୑ܶ ≈ ୫ܶ ≈ ܶ [42-45]. Alternatively, a formula 
that includes interference-free transmission 
geometric mean ஑ܶ = ඥ ୑ܶ ୫ܶ [36, 42, 43] can 
also be utilized to determine (ߣ)ݔ in weak, 
medium and strong absorption regions. This 
formula is often used in optical and infrared 
studies and is described in the expression given 
by [39]:  

ݔ =  
൜ܩ − ଶܩ] − (݊ଶ − 1)଺(݊ଶ − ݊ୱ

ସ)ଶ]
ଵ
ଶൠ

ଵ
ଶ

(݊ − 1)ଷ(݊ − ݊ୱ
ଶ)  ,  

ܩ = ଵଶ଼௡ర௡౩
మ

்ഀమ + ݊ଶ(݊ଶ − 1)ଶ(݊ୱ
ଶ − 1)ଶ +

(݊ଶ − 1)ଶ (݊ଶ −
݊ୱ

ଶ)ଶ    .                                                            (10)   

For spectral wavelengths shorter than where 
the last extrema is resolved, Eq. (9) and Eq. (10) 
can be used for calculating (ߣ)ݔ, but with taking 
the transmission value incorporated into them 
directly from the original spectrum and using the 
extrapolated ݊(ߣ) values [40-45]. In the present 
study, Eq. (10) has been found to yield more 
satisfactory results for the transmission spectrum 
of our non-uniform undoped flash-evaporated 
PbI2 films.  

The above-described comprehensive optical 
analytical procedures based on Swanepoel’s EM 
of non-uniform films [39] and extended to deal 
with transmission spectra of films that are 
absorbing in the whole ߣ-range of interest [42, 
43] complete the determination of the optical 
constants ݊(ߣ), (ߣ)ߙ and (ߣ)ߢ of PbI2 films, in 
addition to optimal values of their average 
thickness ݀̅ and thickness non-uniformity Δ݀. 
The obtained optical constants as a function of 
wavelength ߣ in the interference-fringe maxima 
and minima region (520-900 nm) and in strong 
absorption region over the whole spectral range 
studied are plotted as a function of wavelength ߣ 
or of the respective photon energy ܧ୮୦ = ℎߥ =
ℎܿ/ߣ (= 1240 ⁄(nm)ߣ  eV) of light incident on 
the film to explicate spectral dispersion and 
inter-bandgap electronic transitions operative in 
studied flash-evaporated PbI2 films, as discussed 
later.  

Implementation of the above-described 
procedures for analyzing the transmittance 
spectra of our samples F1 and F2 displayed in 
Fig. 1 was started by choosing an initial guess 
value of ∆݀ = 25 nm in the Mathematica 
program to solve Eq. (4) and Eq. (5) with ̅ݔ = 0 
to find initial values of ݊൫ߣ୲ୟ୬୥൯, which are 
labelled as ݊ଶ൫ߣ୲ୟ୬୥൯ in Table 1 and the values 
of ∆݀൫ߣ୲ୟ୬୥൯ depicted in Fig. 4 which are 
labelled in Table 1 as ∆݀ୡୟ୪൫ߣ୲ୟ୬୥൯. This initial 
value of ∆݀ did not give viable results of 
subsequent calculations or simulated 
transmittance spectra, which was then varied 
until feasible results were achieved. The 
optimum values of ∆݀, found to be 14 nm for 
sample F1 and 14.5 nm for sample F2, were then 
used to determine more reasonable values for 
refractive index ݊൫ߣ୲ୟ୬୥൯ and ݔ൫ߣ୲ୟ୬୥൯ in the 
weak and medium absorption regions, which are 
designated as ݊ଷ൫ߣ୲ୟ୬୥൯ and ݔଷ൫ߣ୲ୟ୬୥൯ in Table 
1. The ݔଷ൫ߣ୲ୟ୬୥൯ values were determined from 
Eq. (10) using the values of ݊ଷ൫ߣ୲ୟ୬୥൯, 
݊௦൫ߣ୲ୟ୬୥൯ and ஑ܶ൫ߣ୲ୟ୬୥൯.  

However, as discussed above, the last 
extremes were recalculated to give more viable 
values for ݊൫ߣ୲ୟ୬୥൯ by extrapolating their values 
in the long- ߣ region by the use of a 4-constant 
Cauchy dispersion relation [28-30] and the 
values of noisy ݊ଷ൫ߣ୲ୟ୬୥൯ data were being 
replaced with the extrapolated values [42]. In 
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Table 1, the ݊൫ߣ୲ୟ୬୥൯ values found from such 
extrapolation procedure are denoted by 
݊ସ൫ߣ୲ୟ୬୥൯, which were used to plot ℓ/2-vs-
 ݊ସ൫ߣ୲ୟ୬୥൯/ߣ୲ୟ୬୥(nm) with ℓ = 0, 1, 2, 3, . .., in 
accordance with Eq. (8), the fit of which for the 
samples F1 and F2 gave an initial value for ݉ଵ 
(ℓ = 0) that was rounded off to integers ݉଴ = 7 
and 8 as the first extremes observed in their 
spectra were maxima. The obtained ݉଴ was then 
set constant in Eq. (8) to find improved values 
for average thickness ݀̅ of their films, which 
were 1072 nm for sample F1 and 1229 nm for 
sample F2. These results are shown in Fig. 5, 
with the values of interference order labelled as 
݉ in Table 1. The obtained ݀̅ value and order ݉ 
were then inserted in Eq. (7) to find a more 
improved values of ݊൫ߣ୲ୟ୬୥൯, labelled as 

݊ହ൫ߣ୲ୟ୬୥൯ in Table 1. The values of ݊ହ൫ߣ୲ୟ୬୥൯, 
݊௦൫ߣ୲ୟ୬୥൯ and ஑ܶ൫ߣ୲ୟ୬୥൯ were inserted in Eq. 
(10) to find ݔହ൫ߣ୲ୟ୬୥൯ values, which were then 
used to evaluate the corresponding values of film 
absorption coefficient ൫ߣ୲ୟ୬୥൯ listed in Table 1. 

The obtained ݊ହ൫ߣ୲ୟ୬୥൯-ߣ୲ୟ୬୥ data was then 
fitted to a 4-constant Cauchy dispersion relation, 
the fit formula of which was used to extrapolate 
the ݊(ߣ) at shorter wavelengths down to 500 = ߣ 
nm, lying into the strong absorption region and 
beyond. The final results were then used in Eq. 
(10) to find the corresponding values of (ߣ)ݔ and 
hence the matching values of (ߣ) from the 
relation (ߣ) = − ln (ߣ)ݔ̅ ݀̅⁄ , using the above-
deduced values of average film thickness ݀̅.  

 
FIG. 5. Plot of ℓ/2-Vs- n/λ(nm) for samples F1 and F2 of the 1 μm and 1.2 μm thick flash-evaporated PbI2 

films.  

TABLE 1. Values of ߣ, TM and Tm for the two samples F1 and F2 transmission spectra of Fig. 1; the 
underlined transmittance values are those calculated by the McClain envelope program. The rest of 
symbols in the table are explained in the text. The uncertainty in the finally calculated values of the 
film index of refraction was estimated to be better than 3%, while the uncertainty in the finally 
calculated average thicknesses of the studied films was around 5%.  
Sample ߣ 

(nm) s TM Tm n2 
∆dcal 
(nm) n3 x3 n4 m n5 x5  

(cm-1) 

F1 
∆dopt = 
14 nm 

dത = 
1072 nm 

833 1.585 0.6681 0.4792 3.608 40.0 2.666 0.791 2.666 7 2.720 0.791 2184 
776.5 1.588 0.6512 0.4647 3.730 36.8 2.711 0.778 2.711 7.5 2.716 0.778 2338 
730.5 1.591 0.6317 0.4528 3.857 34.3 2.734 0.762 2.734 8 2.726 0.762 2541 
690.5 1.594 0.6088 0.4412 4.004 32.2 2.744 0.740 2.744 8.5 2.737 0.740 2805 
657.5 1.597 0.5870 0.4296 4.156 30.4 2.754 0.720 2.754 9 2.760 0.720 3069 
628.5 1.600 0.5682 0.4175 4.305 28.5 2.781 0.703 2.781 9.5 2.785 0.703 3284 
604 1.603 0.5499 0.4053 4.461 26.9 2.812 0.687 2.812 10 2.817 0.687 3499 
583 1.605 0.5297 0.3926 4.640 25.4 2.838 0.669 2.842 10.5 2.855 0.670 3742 
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Sample ߣ 
(nm) s TM Tm n2 

∆dcal 
(nm) n3 x3 n4 m n5 x5  

(cm-1) 
565 1.608 0.5084 0.3797 4.839 24.0 2.860 0.648 2.893 11 2.899 0.653 3983 

549.5 1.610 0.4857 0.3651 5.074 22.7 2.890 0.627 2.960 11.5 2.947 0.633 4260 
537 1.613 0.4643 0.3476 5.334 21.3 2.965 0.610 3.034 12 3.006 0.613 4559 

F2 
∆dopt = 14.5 

nm 
dത = 

1229 nm 

835.5 1.585 0.6064 0.4426 4.004 39.3 2.696 0.731 2.696 8 2.719 0.731 2547 
793 1.587 0.5998 0.4346 4.069 36.8 2.736 0.728 2.736 8.5 2.743 0.728 2584 
755 1.589 0.5923 0.4287 4.130 34.7 2.759 0.723 2.759 9 2.765 0.723 2642 
722 1.592 0.5845 0.4230 4.193 32.9 2.779 0.717 2.779 9.5 2.791 0.717 2706 
693 1.594 0.5761 0.4160 4.267 31.2 2.809 0.712 2.808 10 2.820 0.712 2770 
667 1.596 0.5668 0.4081 4.352 29.6 2.843 0.705 2.843 10.5 2.850 0.705 2841 
644 1.598 0.5564 0.3994 4.449 28.1 2.881 0.698 2.881 11 2.883 0.698 2923 

623.5 1.600 0.5437 0.3901 4.565 26.8 2.917 0.689 2.917 11.5 2.918 0.689 3034 
605 1.602 0.5296 0.3802 4.697 25.5 2.953 0.677 2.953 12 2.954 0.677 3170 

588.5 1.605 0.5145 0.3699 4.844 24.4 2.989 0.665 2.989 12.5 2.994 0.665 3320 
574 1.607 0.5004 0.3597 4.993 23.3 3.031 0.655 3.031 13 3.037 0.654 3457 

561.5 1.608 0.4900 0.3495 5.121 22.2 3.098 0.650 3.090 13.5 3.085 0.644 3585 
550 1.610 0.4781 0.3397 5.264 21.3 3.155 0.642 3.144 14 3.133 0.635 3700 
540 1.612 0.4617 0.3280 5.461 20.4 3.212 0.629 3.200 14.5 3.186 0.621 3874 

531.5 1.614 0.4364 0.3125 5.776 19.3 3.262 0.605 3.255 15 3.244 0.599 4175 
 

The final values of ݀̅, ∆݀, (ߣ)݊ ,(ߣ)ݏ and 
(ߣ) determined from the optical analysis of our 
non-uniform, absorbing flash-evaporated lead 
iodide films of samples F1 and F2 on the basis of 
extended version [42, 43] of Swanepoel EM of 
non-uniform films were inserted in Eq. (2), 

which was then evaluated numerically at adopted 
wavelengths to get their simulated transmission 
curves. The obtained results yielded good match 
between their measured transmission spectra and 
the re-generated (simulated) curves, as illustrated 
in Fig. 6 for the two samples F1 and F2.  

 
FIG. 6. A plot showing the coincidence of measured transmittance spectra (solid curves) for samples F1 (݀̅ = 
1072 nm) and F2 (݀̅ = 1229 nm) and their re-generated (simulated) transmission curves and maxima/minima 

points (solid circles) by integrating numerically Eq. (2) using the attained improved values of their optical 
constants, their average thicknesses and substrate refractive index ݊௦ over the whole studied wavelength range.  
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Spectral Dispersion of Refractive Index of 
Flash-evaporated PbI2 Films  

Fig. 7 illustrates the spectral dispersion of the 
refractive index ݊(ߣ) of 1.2 m thick undoped 
flash-evaporated PbI2 film of sample F2 as a 
function of ߣ of the light incident on film 
surface. The plot includes ݊൫ߣ୲ୟ୬୥൯ −  ୲ୟ୬୥ߣ
values determined by the extended analytical 
EM using constructed maxima and minima 
envelope curves in weak and medium absorption 
regions and extrapolated ݊(ߣ) values in the 
strong absorption region using a fit of a 4-
constant Cauchy relation to the finally-improved 
݊൫ߣ୲ୟ୬୥൯ −  ୲ୟ୬୥ data. Similar results wereߣ
found for the 1 m thick PbI2 film of sample F1. 
The inset to Fig. 7 illustrates the validity 
wavelength range of the Wemple-DiDomenico 
(WDD) relation that describes the dielectric 
behavior of a forced-damped single harmonic 
oscillator [61] above the fundamental absorption 
edge of the material that is expressed in the 
following form:  

ଶ[(ߣ)݊] = 1 +
ௗܧ଴ܧ

଴ܧ
ଶ − ଶܧ                                     (11) 

The oscillator energy ܧ଴ is a measure of the 
‘average’ bandgap energy that is reported to 
scale with the Tauc bandgap energy ܧ୥

୭୮୲ or the 
direct bandgap energy ܧ୥ of the material as 
଴ܧ = ୥ܧܥ

୭୮୲, where ܥ is a constant having values 
in the range 1.5 – 2, depending on the type of 
material. The oscillator strength ܧௗ is a 
dispersion energy that is a measure of the 
average strength of interband optical transition.  

Using the obtained fit value of ܧ଴ = 3.75 eV, 
one can obtain ܧ୥

୭୮୲ = 2.3 eV for C = 1.6. The 
value of ܧௗ determined from the fit of WDD 
formula to the data chosen in the inset of Fig. 7 
was almost near 20.2 eV. These results are in 
good agreement with the literature findings of 
other studies on similar flash-evaporated films 
whose transmission curves were analyzed using 
rigorous conventional curve-fitting programs 
[31].  

 
FIG. 7. Spectral dispersion of refractive index ݊(ߣ) of the 1.2 m thick flash-evaporated PbI2 film of sample F2 
over the entire weak, medium and strong optical absorption regions. Details of determining ݊(ߣ) −  data are ߣ

given in text. Solid curves are curve-fits of ݊൫ߣ୲ୟ୬୥൯ −  ୲ୟ୬୥ data to a 4-constant Cauchy relation. The inset is aߣ
fit for the WDD relation.  
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Determination of Interband Transition 
Bandgap Energy of Flash-evaporated PbI2 
Films 

The variation of absorption coefficient (ߣ)ߙ 
with photon energy of the light incident on a film 
specimen below its fundamental absorption edge 
can be described by simplified expressions that 
exemplify band-to-band (interband) electronic 
transitions as given below:  

(ߥℎ)ߙ = ܤ
൫ℎߥ − ୥൯௠ܧ

ℎߥ
   .                                (12) 

The constant ܤ is characteristic of the 
material, related to the extent of band tailing into 
the bandgap, ܧ୥ defines the optical bandgap 
energy ܧ୥଴ in case of defect-free, perfectly 
crystalline semiconductors/dielectrics or the 
Tauc (optical) bandgap energy ܧ௚

୭୮୲ in case of 
non-crystalline (amorphous) semiconducting 

materials with disorder that causes broadening of 
the absorption tail. The numeral exponent ݉ has 
a variety of values, which depend on the nature 
of interband optical transition [23, 24, 30, 56-
63]. For allowed direct interband transitions, 
݉ = 1/2, while for Tauc model ݉ = 2, which 
can closely be assigned to allowed indirect 
phonon-assisted interband transitions.  

Fig. 8 illustrates the variation of (ߣ)ߙ of the 1 
m and 1.2 m thick crystalline, stoichiometric 
flash-evaporated PbI2 films of samples F1 and 
F2 with the photon energy of monochromatic 
light incident onto them on the basis of interband 
transition model with ݉ = 1/2. The fits are 
virtuous in the strong absorption region and yield 
a bandgap energy ܧ୥଴ ≈ 2.43 eV (< 3%) for 
their films, in good agreement with the results of 
other studies on similar flash-evaporated PbI2 
films [31].  

 
FIG. 8. Variation of absorption coefficient ߙ(ℎߥ) of the 1 m and 1.2 m thick crystalline, stoichiometric flash-

evaporated PbI2 films of samples F1 and F2 with photon energy (ℎߥ) of light incident onto them in the strong 
absorption region below the respective fundamental absorption edge. Data is represented by open circles and fits 

of the linear portions of the (ߙℎߥ)ଶ-Vs- ℎߥ plots were fitted to Eq. (12) and gave a bandgap energy ܧ୥଴ ≈
2.43 eV for both films.  

 
Conclusions  

Normal-incidence transmission-wavelength 
(ܶୣ ୶୮(ߣ) −  spectra of 1m and1.2 m thick (ߣ
flash-evaporated lead iodide (PbI2) films 

deposited on 1.1 mm thick glass slides held at 
200 ℃ display well-spaced several interference-
fringe maxima and minima in the ߣ-range 520-
900 nm. No transparent region exists at the high 
 side, where the maxima are well below the-ߣ
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normal-incidence transmittance ୱܶ of the glass-
slides used as substrates for such films. Below 
520 nm, the ܶୣ ୶୮(ߣ) −  curves decline sharply ߣ
to zero transmission values (at 505 ≽ ߣ nm) with 
no significant band-tailing effects, indicating 
stoichiometric, crystalline-like PbI2 film 
absorption. The McClain ENVELOPE algorithm 
was exploited, with few minor modifications, to 
construct the maxima ୑ܶ(ߣ୫ୟ୶/ߣ୫୧୬) and 
minima ୫ܶ(ߣ୫୧୬/ߣ୫ୟ୶) envelope curves from 
respective ܶୣ ୶୮(ߣ) −   .spectra of studied films (ߣ

No corrections of the measured (PbI2 
film/substrate} transmittance data for substrate 
absorption and for spectrometer slit-width effect 
were made, as they were found to be negligible 
over the studied ߣ-range. The observed low 
transmittance of (PbI2 film/substrate) system and 
drastic depression of interference-fringe maxima 
far below ୱܶ has been related to PbI2 film 
thickness non-uniformity (∆݀), which causes 
shrinkage of both maxima and minima, as well 
as to film optical absorption that reduces both 
maxima and minima. Thus, application of 
conventional Swanepoel envelope method (EM) 
of non-uniform films cannot be used as 
described by Swanepoel [39], but its extended 
version suggested by Richards et al. [42, 43] has 
been adopted.  

In the latter optical analysis, values of 
thickness non-uniformity Δ݀ was varied, in 
addition to implementing the improvement 
procedures utilized for determining optical 
constants of the film under study till a good 

match between the re-generated (simulated) and 
measured transmission curves was obtained. 
Excellent results were achieved from the 
application of such optical analysis method, 
which yields plausible values for the average 
thickness ݀̅ of studied flash-evaporated PbI2 
films, besides their refractive index ݊(ߣ) and 
absorption coefficient (ߣ)ߙ in weak, medium 
and strong absorption regions. The energy-
dependence of (ߣ)ߙ is discussed in view of 
interband electronic transition models and it was 
found that the direct interband electronic 
transition model described by Eq. (12) with 
݉ = 1/2 represents well the variation of ߙ(ℎߥ) 
with the photon energy ℎߥ. The value of 
respective bandgap energy ܧ୥଴ ≈ 2.43 eV 
indicates that the produced flash-evaporated PbI2 
films are stoichiometric with 2H-type hexagonal 
crystallinity, in good agreement with the findings 
of other studies on similar PbI2 films the 
transmission curves of which were analyzed by 
different means [31].  
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 .من ذوي الاختصاص والخبرة اثنين في الأقلمين حكِّم جانبمن  الفنيةويجري تحكيم البحوثِ الأصيلة والمراسلات القصيرة والملاحظات 
تم بــدعوة مــن هيئــة  يــ، فالفيزيائيــة النَشِــطَةخاصــة فــي المجــالات المقــالات النشــر وتُشــجع المجلــة البــاحثين علــى اقتــراح أســماء المحكمــين. أمــا   

 تمهيـداً تقـديم تقريـر واضـح يتّسـم بالدقـة والإيجـاز عـن مجـال البحـث          من كاتب المقال الخـاص   ويشار إليها كذلك عند النشر. ويطْلَب ،التحرير
 أو مسـتَكتبيها علـى   ، وتُشـجع كـاتبي مقـالات المراجعـة    نشطة سـريعة التغيـر  الفيزيائية الللمقال. وتنشر المجلةُ أيضاً مقالات المراجعة في الحقول 
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 × A4 )21.6علـى وجـه واحـد مـن ورق      مـزدوج، بسـطر  و ،Times New Romanنوعـه   12ط نبب ـ ثيجـب أن تـتم طباعـة مخطـوط البح ـ    
ويجـري تنظـيم أجـزاء المخطـوط      .منـه أو مـا اسـتَجد    2000روسـوفت وورد  سـم ، باسـتخدام معـالج كلمـات ميك     3.71سم) مع حواشي  27.9

مقدمة، طرق البحث، النتائج، المناقشـة، الخلاصـة، الشـكر والعرفـان،     ، ال)PACSرموز التصنيف (وفق الترتيب التالي: صفحة العنوان، الملخص، 

بينمـا   ،غـامق ثَم الأشكال والصور والإيضـاحات. وتُكْتَـب العنـاوين الرئيسـة بخـط       ،المراجع، الجداول، قائمة بدليل الأشكال والصور والإيضاحات
 مائلتُكْتَب العناوين الفرعية بخط.  

ويكتـب الباحـث المسـؤول عـن المراسـلات اسـمه مشـارا         كاملـة.  تشمل عنوان المقالة، أسماء الباحثين الكاملة وعناوين العملو: صفحة العنوان
 ،ويجـب أن يكـون عنـوان المقالـة مـوجزا وواضـحا ومعبـرا عـن فحـوى (محتـوى) المخطـوط            .إليه بنجمة، والبريـد الإلكترونـي الخـاص بـه    

  رجاع المعلومات.وذلك لأهمية هذا العنوان لأغراض است

هــم مــا توصــل إليــه أالنتـائج و وفيــه  والمــنهج المتبــعموضــحة هـدف البحــث،   ،: المطلــوب كتابــة فقــرة واحــدة لا تزيـد علــى مــائتي كلمــة  الملخـص 
  الباحثون.

  تعبر عن المحتوى الدقيق للمخطوط لأغراض الفهرسة. دالةكلمات  6-4: يجب أن يلي الملخص قائمة من الدالةكلمات ال

PACS: فرة في الموقع اوهي متو ،يجب إرفاق الرموز التصنيفيةhttp://www.aip.org/pacs/pacs06/pacs06-toc.html.  

مراجعة مكثفة لما نشـر (لا تزيـد المقدمـة عـن      ن تكونألا ح الهدف من الدراسة وعلاقتها بالأعمال السابقة في المجال، : يجب أن توضالمقدمة
  مطبوعة). الصفحة صفحة ونصف

ق موضــحة بتفصــيل كــاف لإتاحــة إعــادة إجرائهــا بكفــاءة، ولكــن باختصــار    ائــالطرهــذه : يجــب أن تكــون ئــق البحــث (التجريبيــة / النظريــة) طرا
  ق المنشورة سابقا. ائحتى لا تكون تكرارا للطر ،مناسب

  مناقشة تفصيلية.دون من مع شرح قليل في النص و ،: يستحسن عرض النتائج على صورة جداول وأشكال حيثما أمكنالنتائج

  : يجب أن تكون موجزة وتركز على تفسير النتائج.المناقشة

  : يجب أن يكون وصفا موجزا لأهم ما توصلت إليه الدراسة ولا يزيد عن صفحة مطبوعة واحدة.الاستنتاج

  باشرة.في فقرة واحدة تسبق المراجع م ان: الشكر والإشارة إلى مصدر المنح والدعم المالي يكتبعرفانالشكر وال
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