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Abstract: Since the discovery of the hydrocarbon micro-tremors, there have been 
numerous efforts to understand the causes of these microseisms related to oil and gas. A 
spectral ratio (SR) time-dependent equation was derived based on geological principles. 
The equation showed tremendous success in analyzing multi-layered geological terrain and 
estimating the spectral ratio in the Niger Delta region of Nigeria. This study seeks to 
develop a reliable model using standard seismic reflection data to analyze microseismic 
datasets from hydrocarbon reservoirs. Type A-SR acts over a longer duration and can be 
used to determine hydrocarbon reservoirs. Type B-SR acts in a short time with maximum 
impact. It can be used to determine gas condensate flow in the hydrocarbon reservoir. It is 
recommended that this technique be applied in real time to ascertain its accuracy. 
Keywords: Niger Delta, Microseismic, Amplitude, Special ratio, Geology. 
 

 

Introduction 
The outcomes of seismic investigations have 

increasingly become complex due to puzzling 
geological features within the subsurface and 
depositional trends [1]. Advances in new 
technologies and numerically efficient 
computing systems have provided an in-depth 
understanding of subsurface complexity [2]. 
However, a few anomalies in understanding the 
subsurface may stem from the foundational 
theories of the equipment or technique used. So 
far, numerical solutions of mathematically 
derived seismic attributes are salient in pre-
modeling complex situations. Thus, this concept 
is a critical part of the model-building technique 
for the determination of seismic imaging and 
attribute anomalies.  

The horizontal-to-vertical (H/V) spectral ratio 
of the seismic noise technique has gained wide 
usage since it was proposed by Nogoshi and 
Igarashi [3, 4]. This technique has proven to be 
very useful in a deltaic environment for 

characterizing the sediments on top of the 
bedrock [5-7]. The technique basically computes 
the ratio between the Fourier amplitude spectra 
of the horizontal and vertical components of 
seismic noise measurements, as depicted in the 
formula below: 

=
∗

            (1) 

where SNS, SEW, and SV are the magnitudes of the 
smoothed Fourier spectra of the north-south, 
east-west, and vertical components, respectively. 
The experimental factors often affect the H/V 
spectral ratio (HVSR) results. These factors 
include complex geological terrains, subsalts, 
formations beneath volcanic rocks, formations 
with low acoustic impedance contrast, and 
seismic damage distributions [8, 9]. Also, the 
general trends of the H/V technique indicate that 
horizontal motion is larger than vertical motion 
on soft ground, while horizontal and vertical 
motions are similar on hard ground. This can 
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pose a major challenge when the geology terrain 
includes integrated profiles of hard and soft 
ground or rock formations. 

Basically, the HVSR is mainly obtained from 
microtremor surveys. Beyond its above-listed 
application, the HVSR technique is now adopted 
in oil and gas exploration for estimating drilling 
risk and monitoring reservoirs [10, 11]. Haris et 
al. compared the results of microtremor surveys 
and time-reverse modeling (TRM) over a 
hydrocarbon reservoir [12]. It was observed that 
HVSR showed a potential hydrocarbon zone, 
while TRM predicted the depth range of this 
zone. HVSR is used for modeling sedimentary 
basins using a simple two-layer model, 
consisting of node side (hard rock basement) and 
open-end (surface of the basin).  

Hydrocarbon reservoirs within the 
sedimentary basin act as frequency converters, 
producing a unique spectral signature that is used 
as a direct hydrocarbon indicator. Many 
companies have affirmed that low-frequency 
passive seismic anomalies are common features 
of hydrocarbon reservoirs [13, 14].  

However, the quality of signal resolution is 
quite important as it helps clarify the effects of 
some geological features. Q estimation is widely 
used, as it is a proven tool to obtain better signal 
resolution via inverse Q filtering principles. Q 
refers to the attenuation factor of the transmitted 
seismic wavelet. Various scientists who have 
worked on the building technique of seismic 
technologies have made discoveries that show 
the dynamism of the subsurface. For example, 
the cyclic succession of sand and shale 
properties was used to create a 1D seismic model 
for lithological elements [15]. The Q estimation 
factor for quantifying attenuation has been used 
to characterize rock properties, reservoir 
heterogeneity, and subtle geological structures 
[14, 16, 17]. Q can also be used in reservoir 
characterization [17].  

It has been established that the zero-offset 
ray-tracing technique for primary P waves is 
efficient for creating a 2D seismic model to 
predict the seismic responses of geological 
features [18]. Therefore, Q-factor can be derived 
from transmission data, such as vertical seismic 
profiling (VSP) data [19], crosswell dataset [20], 
and sonic logging datasets [21]. Q estimation 

depends on frequency shifts in the geological or 
geotechnical setting. Li et al. [17] used this 
concept (frequency shifting) to prevent the 
exponential decay of seismic amplitude with 
respect to time and depth. In other words, Q 
estimation is largely dependent on theoretical 
configurations. These configurations include 
time-domain modification of the spectral ratio 
method [22], statistical analysis of spectral ratio 
[23], frequency shift method [17], and spectral 
ratio time-dependent method [24], all of which 
are essential for fieldwork to obtain Q-factor. 

Since the discovery of hydrocarbon 
microtremors, there have been numerous efforts 
to understand the causes of this phenomenon 
related to oil and gas [25]. In this paper, the 
time-dependent spectral ratio (TDSR) is 
modified to enable the use of standard seismic 
reflection data to analyze the microseismic 
emissions from hydrocarbon reservoirs. The 
second section of the paper introduces the 
theoretical formulations. The mathematical 
implications of the technicalities of the theory 
are explained in the third section. The 
application of the new theory to an oil field is 
illustrated in the fourth section. The oil field is 
located in the Niger Delta region of Nigeria. The 
surface geology of the region is illustrated in the 
red box in Fig. 1. 

Background Theories and 
Formulation 

Seismic waves lose energy and magnitude of 
frequency when traveling through the subsurface 
of the Earth. The time-frequency decomposition 
S (τ,ω) of a seismic trace s(t) in the presence of 
inelastic attenuation Q and time-varying 
amplitude is given as: 

푆(휏, 휔) = 푊(휔) × 퐴(휏) × 퐴 푒푥푝
( )

      (2) 

where ω is the frequency, τ is the time, W (ω) 
represents the frequency/amplitude spectrum of 
the underlying wavelet, A(τ) is the time-varying 
amplitude effect, and 퐴 푒푥푝

( )
 defines the 

time-varying Q contribution. Most researchers 
have tried to modify the amplitude using a 
constant Q model: 

퐴 (푓) = 퐴 (푓) exp(− )           (3) 
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FIG. 1. Surface geology of Nigeria with the Niger Delta region within the red box (Adapted from [36]). 

Emetere et al. modified the ratio of the 
amplitude in Eq. (3) and used Maclaurin's series 
to simulate the multilayer implementation of 
seismic signals through the subsurface [24]. 
From the amplitude misfit function and its 
corresponding gradient, the volume of 
hydrocarbons can be estimated using a multi-
layer probe. 

푉 = 퐴휑. ∑ ( , )
( , )          (4) 

where A is the area of the areal extent of the 
deposition, s is the speed of the seismic probe, 
and 휑 is the porosity. 

In this research, the time-frequency 
decomposition of two geographical points within 
the same location was adopted to modify Eq. (2). 
The mathematical implication is illustrated in 
Eq. (5). Technically, the reason for adopting two 
seismic signals is to capture the conversion 
processes as microseismic events come from 
passive seismology, while seismic reflection-
wave surveys are related to active methods of 
seismic exploration [26]. 

푆(휏, 휔) = 푊(휔 − 휔 ) × 퐴(휏 − 휏 ) ×
퐴 푒푥푝 ( )( )

(( ))
           (5) 

where 푊(휔) = sin(2푛휋휔휏) + cos(2푛휋휔휏) 

Hence, adopting the assumption that 휔 휏 =
0 푎푛푑 휔 휏 = 0, the expanded Eq. (5) becomes: 

푆(휏, 휔) = {sin (2푛휋휔 휏 (cos(2푛휋휔 휏 ) −
sin(2푛휋휔 휏 )) +
cos (2푛휋휔 휏 (sin(2푛휋휔 휏 ) +
cos(2푛휋휔 휏 ))} × 퐴(∆휏) ×
퐴 푒푥푝

(∆ )
            (6) 

Dividing Eq. (6) by Eq. (5) under the 
assumption that 푄(휏) ≈ 푄(∆휏), we get: 

(∆ )
( )

=
( ) ( )

 ( ( ( ) ( ))
 ( ( ( ) ( ))

×

 푒푥푝
( )

             (7) 

or  
(∆ )
( )

=
( ) ( )

 ( ( ( ) ( ))
 ( ( ( ) ( ))

×

 푒푥푝
( )

           (8) 

However, based on the estimation of 
individual seismic signals at each geographical 
point, Eqs. (7) and (8) can be simplified into : 

(∆ )
( )

=
( ) ( )

 ( ( ( ) ( ))
 ( ( ( ) ( ))

×

 푒푥푝
( )

            (9) 

or  
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(∆ )
( )

=
( ) ( )

 ( ( ( ) ( ))
 ( ( ( ) ( ))

×

 푒푥푝
( )

         (10) 

(∆ )
( )

=
( ) ( )

 ( ( ( ) ( ))
 ( ( ( ) ( ))

×

 푒푥푝
( )

          (11) 

or  
(∆ )
( )

=
( ) ( )

 ( ( ( ) ( ))
 ( ( ( ) ( ))

×

 푒푥푝
( )

         (12) 

Numerical Analysis of the Spectral 
Amplitude on the Niger Delta Field  

The parameters adopted in this section were 
obtained from Barton, where the Q factor ranged 
between 26 and 200 and the frequency between 
450 and 725 Hz [27]. Though the travel time of 
S waves through the sedimentary rock was 
estimated by Campbell to be 1.10 s [28], a 
maximum time of 4 s was considered to 
accommodate the physics of the site attenuation 
(Q) parameter, which may dependend on either 
the maximum frequency [29, 30] or corner 

frequency. The spectral amplitude was observed 
to gradually decrease with depth in the 
inhomogeneous subsurface. The decrease trend 
of the SR method with respect to time was 
monitored as shown in Figs. 2-4.  

Figure 2(a) presents a scenario where 
퐴 (푓, 푡) and 퐴 (푓, 푡) are in their original forms. 
The amplitude misfit is highest at the maximum 
spectral and modified amplitudes. The 
projections of the spectral and modified 
amplitudes are shown in Figs. 2(b) and 2(c). 
These features suggest that the trends of the 
spectral and modified amplitudes are critical for 
understanding deposits incomplex geological 
settings like the Niger Delta. This is because the 
distribution of sub-weathering velocities in the 
subsurface is affected by high-velocity 
Palaeozoic carbonates and lower-velocity 
Cretaceous clastic [31]. When a multi-layered 
petroleum system is considered in the complex 
geometry, as described by Eq. (4), the 
distribution of sub-weathering velocities 
changes, as shown in Figs. 3-4. Figures 3(a) and 
4(a) depict the sine and cosine forms of the 
amplitude misfit under the influence of the 
individual spectral and modified amplitudes. 

Application of Spectral Amplitude: 
Case Study of the Niger Delta Field  

The cross-sectional profile of the Akata 
Formation in the Niger Delta region of Nigeria is 
presented in Fig. 5.  

 
FIG. 2(a). 퐴 (푓, 푡) and 퐴 (푓, 푡) in their original form. 
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FIG. 2. (b) The misfit amplitude projection under the influence of 퐴 (푓, 푡). (c) The misfit amplitude projection 

under the influence of 퐴 (푓, 푡). 

 
FIG. 3(a). 퐴 (푓, 푡) and 퐴 (푓, 푡) in their sine form. 

 
FIG. 3. (b) The misfit amplitude projection under the influence of the sine form of 퐴 (푓, 푡). (c) The misfit 

amplitude projection under the influence of the sine form of 퐴 (푓, 푡). 
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FIG. 4(a). 퐴 (푓, 푡) and 퐴 (푓, 푡) in their cosine form. 

 
FIG. 4. (b) The misfit amplitude projection under the influence of the cosine form of 퐴 (푓, 푡). (c) The misfit 

amplitude projection under the influence of the cosine form of 퐴 (푓, 푡). 

 
FIG. 5. The depth profile of the Niger Delta region [32]. 
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The Akata Formation is known to have the 
highest number of hydrocarbon reservoirs in the 
Niger Delta [33-35]. The primary source rocks in 
the Niger Delta petroleum system include the 
upper Akata Formation, the marine-shale facies 
of the delta, and the interbedded marine shale of 
the lowermost Agbada Formation. The higher-
density delta-front sands in the Agbada 
Formation and the under-compacted delta-slope 
clays in the Akata Formation influence seismic 
transmission in the Niger Delta as presented in 
Fig. 5 [32].  

In this study, the depth profile analysis of the 
Akata Formation is illustrated in Fig. 6. Two 
seismic signals are presented in Fig. 6. The 
source of the dataset is documented in Tuttle et 
al. [32]. The iso-reflectance (Ro) values and 
their corresponding depths are 0.6 at 2.5 km, 0.8 
at 3.2 km, 1.2 at 4.2 km, and 2.0 at 5.4 km. 

The theory presented in Eqs. (2)-(12) 
propounds that two seismic signals within the 
same geographical site can generate 
microseismic events, which are used to 
determine salient geological features, such as 
hydrocarbon reservoirs. The two seismic signals 
presented in Fig. 6 are analyzed at two different 
depths: 6 km and 7 km. The combined effect of 
the two seismic signals depends on the reference 
frame chosen. If the higher seismic signal is used 
as the reference, Eq. (7) applies. Similarly, if the 
lower seismic signal is the reference, Eq. (8) is 
applied. Furthermore, Eqs. (7) and (8) can be 
classified into individual seismic signals, as 
presented in Eqs. (9)-(12). Equation (12) is 
referred to as case 1, Eq. (10) as case 2, Eq. (11) 
as case 3, and Eq. (9) as case 4. 

 
FIG. 6. Depth profile of two close seismic signals in Akata Formation. 

The spectral ratio against the depth for 
푒푥푝

( )
 is presented in Fig. 7. This 

scenario reflects a situation where the lower 
seismic signal dominates the microseismic 
events. Usually, the microtremors of 
hydrocarbons have energy in the low-frequency 
spectrum. Hence, there is a possibility of wave 
superposition if an experiment is carried out in 
real time. In this case, it was observed that the 
hydrocarbon microtremor (HDM) could be 
found within 6-7 km depth in the Niger Delta 
region. This spectral ratio, termed Type A-SR, is 
generally lower compared to scenarios where 
higher seismic signals dominate, as presented in 
Fig. 8.  

The advantage of the latter scenario, where a 
larger seismic signal dominates the micro-

seismic event, is its potential to locate the gas 
condensate flows, found at the depth of 1850 m 
in this study. It is salient to note that the above 
condition leads to spectral ratio attenuation to 
zero at lower depths (Fig. 8). This type of 
spectral ratio is named Type B-SR. The 
hypothesis in this regard is that there will be 
spectral ratio quenching at higher depths when 
the seismic signal is 푒푥푝

( )
. 

The analysis of the spectral ratio versus the 
geological time scale is presented in Figs. 9 and 
10. Type A-SR has a broad operational duration 
with its maximum at 18 s (Fig. 9). Hence, the 
HDM can also be estimated at a maximum (type 
A) spectral ratio when the exponential 
conversion from the seismic reflection wave 
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survey to the micro-seismic event is 

( )
. Also, it was observed that the 

Type B-SR acts within a short time at high 

magnitude (Fig. 10) when the exponential 
conversion from the seismic reflection wave 
survey to the micro-seismic event is 

( )
.  

 
FIG. 7. Spectral ratio variation within 푒푥푝

( )
 depth profile. 

 
FIG. 8. Spectral ratio variation within 푒푥푝

( )
 depth profile. 
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FIG. 9. Spectral ratio variation within 푒푥푝

( )
 geologic time scale. 

 
FIG. 10. Spectral ratio variation within 푒푥푝

( )
 geologic time scale. 

In other words, the actual determination of 
the HDM depends on the seismic signal and the 
geological profiles of a geographical location. 

Conclusion 
These features of the SR time-dependent 

method suggest that the trend of the spectral and 
modified amplitudes is a vital parameter for 
understanding deposits within the complex 
geology of a petroleum system. The distribution 
of sub-weathering velocities in the subsurface is 
determined by the magnitude of the spectral and 
modified amplitudes. The adoption of the SR 

time-dependent method in a complex geological 
setting, such as the Niger Delta, depends on the 
active to passive seismic conversion process 
between two seismic signals within the same 
geographical location. Two types of spectral 
ratios were proposed. Type A spectral ratio acts 
over a longer time and can be used to determine 
hydrocarbon reservoirs. Type B spectral ratio 
acts over a shorter time with maximum impact 
and can be used to detect gas condensate flow in 
the hydrocarbon reservoir. It is recommended 
that this technique be applied in real time to 
ascertain its accuracy. 
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Abstract: This study presents the results of the calculation of the mass fractions of isotopes 
from hydrogen to nickel during the entire core burning phases of a 25 M⊙ star. A simple 
stellar model was used, considering four main parameters: temperature, density, initial 
composition, and time, without accounting for mass loss or mixing. The mass fractions of 
the isotopes were calculated using the open-source package NucNet Tools and the updated 
reaction rates from the JINA Reaclib database. A comparison of our results with existing 
similar data is performed and acceptable agreement is conspicuous. Hydrodynamic 
conditions in massive stars favor the production of 26Al, therefore particular attention was 
given to the isotopes 26Al and 27Al and the ratio of their mass fractions 푅  for comparison 
with the literature. The averaged value of the controversial 푅  during the star's lifetime is 
found to be 1.68×10-4. 
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Introduction 

The study of massive stars plays a significant 
role in the advancement of theories dealing with 
the evolution of the universe. Stars with main-
sequence masses of 20-25 M⊙ are crucial sites of 
nucleosynthesis because they produce elements 
up to the iron peak in reasonable agreement with 
solar abundance ratios [1]. Rates of 
nucleosynthesis are high in these massive 
luminous stars. The synthesis of low Z elements, 
especially those with atomic numbers 8 to 20 is 
generally attributed to stars having masses 
greater than 10 M⊙ [2]. Aluminium-26 is 
significantly produced with an initial mass above 
~2 M⊙ by proton capture on 25Mg during core 
and shell hydrogen burning in all stars. In 
massive stars, additional phases of carbon and 
neon convective shell burning contribute to 26Al 
production [3, 4]. Such stars end their lives as 
supernovae with the explosive ejection and 

explosive processing of their ashes from 
previous helium, carbon, neon, oxygen, and 
silicon burning phases [2]. Studying the 
elemental composition of stars and galaxies is 
crucial for understanding the origin and 
evolution of the universe. The abundance of an 
element is defined as the relative elemental 
content in a given system (e.g., the sun, a planet, 
a meteorite, or a comet). It can be determined by 
the mass fraction of that element relative to the 
total mass of the star. The sun, being the nearest 
star to us, is the best-known reference for 
abundance analyses of other stars. Solar system 
abundances are derived from the outer layers of 
the sun and meteorites [5, 6]. 

Aluminium is the 12
th most abundant element 

in the universe. Amongst its 21 known isotopes, 
27Al is the only stable one, while 26Al is non-
stable with a half-life of 0.7 Myr. 26Al and 27Al 
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are synthesized from magnesium isotopes 
through the MgAl cycle reactions. The main 
production reaction is 25Mg(p,γ)26Al with 25Mg 
produced by the neutron capture reaction: 
24Mg(n,γ)25Mg. It transforms almost all available 
25Mg into 26Al. About 80% of the created 26Al is 
in the ground state 26Alg, while the remaining 
20% exists in the isomeric state 26Ali which 
disintegrates in 6.3 s into 26Mg [7].  

Aluminium-26 is an important isotope 
because it plays a key role in γ-ray astronomy 
and cosmochemistry [8]. Since the lifetime of 
this nucleus is very short compared to the time 
scale of galactic evolution, it offers an 
opportunity to confront nucleosynthesis theories 
with observational data [9]. Interest in 26Al 
increased following the discovery that this 
nuclide decays into various meteoritic 
inclusions, leading to an observed 26Mg excess, 
known as the Mg anomaly1. This anomaly 
indicates that the measured isotopic ratio of 
magnesium cannot be related to the solar 
composition of the given element [10]. This is 
compatible with an average abundance ratio of 
26Al/27Al ≃ 5×10-5 at the time of formation of the 
solar system.  

Interest in 26Al was further amplified by the 
discovery of the 1.8 MeV γ-ray line, which is 
produced in beta decay of 26Al. The disciplines 
of gamma-ray astronomy and nuclear 
astrophysics are brought closer together because 
of this particular line. Based on the intensity of 
this line, it is estimated that about 3-4 M⊙ of 
26Al nuclides are present in the interstellar 
medium of our galaxy. This discovery has 
provided insight into the possible astrophysical 
sources of 26Al and their distribution throughout 
the galaxy [11, 12]. 

The synthesis of aluminum can occur in 
various astrophysical sites: 1) during the burning 
phases of stellar evolution, e.g., massive main 
sequence stars, 2) in asymptotic giant branch 
stars, and 3) in explosive and non-explosive 
burning events, e.g., supernovae and novae [11].  

                                                
1 This anomaly can be explained as the result of the 

bombardment of a gas of solar composition by high 
fluxes of energetic protons. It follows that 26Mg is 
mainly created and stored in the form of 26Al by the 
reaction 26Mg (p, n)26Al. The beta decay of 26Al 
restores 26Mg. Aluminum-rich materials condensing in 
meteorites have positive 26Mg anomalies, whereas 
magnesium-rich materials have negative anomalies 
[10]. 

The production and destruction reaction rates 
of 26Al depend on the different temperature and 
density regimes of these corresponding 
astrophysical sites. Theoretical calculations have 
determined uncertainties for some of these 
reactions, but others couldn’t be calculated 
because of a lack of information. This is mainly 
due to experimental uncertainties in measuring 
expected low-energy resonances in proton decay 
[13]. 

Earlier work on computing the abundance of 
26Al/27Al in massive stars has been done by 
several authors. Wallerstein et al. calculated the 
time evolution of the mass fractions of the MgAl 
chain reactions at temperatures ~ 0.05 GK, 
assuming a constant density of 100 g cm-3 and 
solar initial abundances [14]. They found that the 
mass fraction of 26Al is on the order of 10-6, 
while the mass fraction of 27Al is around 6×10-4 
during 1010 s. They concluded that the main 
effect of the MgAl cycle at low temperatures is 
the production of 26Al at the expense of 25Mg, 
which also leads to the production of 26Mg via 
the β+ decay of 26Al. High 26Al/27Al ratios (0.38-
0.95) were achieved, with uncertainty in this 
ratio attributed to the uncertainty in the 
26Mg(p,γ)27Al and 26Al(p, γ)27Si reaction rates. 
For higher temperatures, Wallerstein et al. 
performed the calculations at a constant 
temperature of 0.3 GK and density of 6×103g 
cm-3. These conditions might be found at the 
peak of a nova explosion on an O-Ne white 
dwarf. The mass fractions of 26Al and 27Al were 
found to be in the range of 10-6-10-5 and 10-5-10-4 
during 103 s, respectively. They concluded that 
26Al evolves in parallel with 25Mg, and the drop 
in 24Mg diminishes the production of 25Mg, 
resulting in a decrease in both 25Mg and 26Al. 
The 27Al mass fraction shows the effects of 
competition between the 26Mg(p,γ)27Al reaction 
and the 27Al(p,γ)28Si and 27Al(p,α)24Mg reactions 
[14]. 

Nucleosynthesis occurring in the carbon shell 
of a massive star (M⋆= 12 M⨀), with emphasis 
on the production of 26Al, is studied by Arnett 
and Wefel [15]. They used an over-simplified 
model for their chosen star, with a temperature 
greater than 2 GK and a density of 105g cm-3. 
They found that the 26Al/27Al ratio is 
approximately (1-2) × 10-3 [15].  

Iliadis studied the nucleosynthesis of isotopes 
produced during the burning phases of a 25 M⨀ 
with solar initial composition as per Lodders [6]. 
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The calculations were performed using a post-
processing reaction network that requires 
constant temperature, density, time, and initial 
composition. The used network is not available 
publicly. Using their reaction rates, Iliadis et al. 
obtained the mass fractions of the isotopes 
during the advanced burning phases [16, 17]. 

In this work, the mass fractions (abundances) 
of isotopes (H to Ni) were calculated using a 
similar simple model but with updated reaction 
rates from the JINA Reaclib database for a 25 
M⊙ star. This was done for comparison purposes 
with the results of Iliadis [17]. The 26Al/27Al 
ratio was also calculated and compared to 
findings from previous studies. 

Methodology 
A nuclear reaction network is a set of 

reactions between nuclear species that leads to 
the production and destruction of elements. 
Abundances can be calculated by solving a 
system of coupled equations, the so-called 
Bateman equations, using specific temperature 
and density as initial conditions. The open-
source package "NucNet Tools", developed by 
the Webnucleo project headed by Bradley Meyer 
from the Astronomy and Astrophysics group at 
Clemson University, South Carolina, USA, is 
used to compute the abundances of a selection of 
isotopes ranging from H to Ni [18, 19]. NucNet 
Tools uses the Newton-Raphson method to 
iteratively solve these equations until a defined 
convergence is reached. The procedure is 
detailed and well explained by Meyer [20]. 

In this work, the nucleosynthesis of elements 
from H to Ni, in a 25M⊙ star is studied. Such a 
star undergoes six burning phases: hydrogen 
burning, helium burning, carbon burning, neon 
burning, oxygen burning, and silicon burning. 

A simple model was used to obtain the 
abundance of the mentioned isotopes, utilizing 
parameters such as temperature, density, initial 
composition, and the lifetime needed for each 
stage to burn its content. This simple model is 
aligned with the parameters used by Iliadis [17] 
for comparison purposes.  

The main parameters used for initializing the 
calculations - temperature and density - depend 
on the expansion timescale τ, which can be 
defined as = − . By choosing τ to be 
infinity, the core temperature and density, 
expressed as T(t) = T(0) e−t/τ and ρ(t) = ρ(0) 
e−t/τ, are kept constant all along the calculations. 
These static calculations for such a star with 
solar initial composition have been performed 
using NucNet Tools [6]. 

This assumption is representative of the 
hydrostatic status of the core during the burning 
phases. Although this does not represent a real 
star, it is useful for obtaining physical insights 
into nucleosynthesis and energy production.  

The initial abundances of the isotopes for 
core hydrogen burning were taken from 
Lodders’ solar composition data [6]. The final 
values of abundances of each phase (ashes), 
resulting from the solution of coupled equations, 
served as the initial abundances for the next 
phase.  

Appropriate nuclides and reaction data from 
the JINA (Joint Institute for Nuclear 
Astrophysics) database were used to obtain the 
reaction rates of the isotopes [21]. 

Calculations for each of the six burning 
phases, mentioned earlier, were performed using 
the initial conditions of temperature, density, and 
lifetime, as shown in Table 1. These conditions 
are similar to those used by Iliadis [17] and 
Woosley et al., 2002 [22].  

TABLE 1. Initial conditions for the core burning phases. 
Burning Phase Temperature (GK) Density (g cm-3) Phase Duration 

Hydrogen 0.0381 3.81 6.7 Myr 
Helium 0.196 7.6×102 0.839 Myr 
Carbon 0.9 1 ×105 3.2 kyr 
Neon 1.5 5 ×106 0.891 yr 

Oxygen 2.2 3 ×106 0.412 yr 
Silicon 3.6 3×107 0.733 yr 
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Results and Discussion 
For clarity, calculations are arranged by 

burning phase containing the discussion of the 
properties and the results of each single phase. 
The special case of aluminum isotopes is treated 
in detail at the end of this section. 

Hydrogen Burning 

In this first phase, hydrogen burns to produce 
helium via the proton-proton (pp) chains and the 
carbon-nitrogen-oxygen (CNO) cycles. The star 
now is in its main sequence phase and will 
continue burning hydrogen for approximately 
6.7 Myr. Initially, the star is predicted to contain 
0.7491 hydrogen, 0.2377 helium, and 0.0133 

metals (elements heavier than helium). 
Calculations for the first phase were performed 
at T = 0.0381 GK (denoted as t9 = T in GK in the 
following sections) and ρ = 3.81 g cm-3.  

The mass fraction of the produced helium 
reaches the value of 0.985, and the calculation is 
terminated when the mass fraction of hydrogen 
decreases to 2.73×10-5. The main product of this 
phase is 4He, and most of the initial 12C and 16O 
are converted to 14N during the CNO burning. 
The time evolution of the mass fractions of 1H, 
4He, 12C, 13C, 14N, 16O, 17O, and 18O during core 
hydrogen burning is shown in Fig. 1.  

 
FIG. 1. Time evolution of the mass fractions during core hydrogen burning. Hydrogen isotopes are sufficiently 
transformed into 4He isotopes, which accumulate in the core to initiate the next burning phase. The calculations 

are terminated when hydrogen mass fractions fall below 2.73×10-5. 

Helium Burning 

Once hydrogen is exhausted inside the core, 
leaving helium as the product of the previous 
burning phase, the core’s temperature rises to 
around 0.1 GK, initiating helium burning. 
Meanwhile, hydrogen burning continues in a 
shell around the core. The star now moves to the 
next phase, the so-called red supergiant phase, 
where helium is transformed into heavier 
elements over approximately 0.839 Myr. The 
calculations were conducted at 0.196 GK and 
0.76×103 g cm-3. The final mass fractions from 
the end of the hydrogen-burning phase were used 
as initial values for helium burning. The mass 

fraction of helium after the burning decreases to 
0.006, while the mass fractions of carbon and 
oxygen increase to 0.308, and 0.667, 
respectively. The core becomes composed of 
carbon and oxygen, which are the main products 
of this phase. Figure 2 shows the time evolution 
of the mass fractions of 4He, 12C, 16O, 20Ne, 
24Mg, 25Mg, and 26Mg during core helium 
burning. The most abundant nuclides at the end 
of the calculation are 12C (0.3075), 16O (0.6671), 
and 20Ne (0.0141). The mass fractions of the 
other isotopes are less than 10-3.  
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FIG. 2. Time evolution of the mass fractions during core helium burning. In this phase, 4He is transformed into 

12C and 16O, which become the main fuel for the carbon-burning phase. The calculations are terminated when the 
mass fraction of helium reaches 0.006. The mass fractions of carbon and oxygen increase to 0.308, and 0.667, 

respectively. 
Carbon Burning 

At the end of the helium-burning phase, the 
mass fraction of helium decreases by a factor of 
nearly 100, and the core becomes composed of 
carbon and oxygen. The temperature rises to 
around 0.9 GK where carbon burning begins, 
and helium burning continues in a shell around 
the core. During the burning, the existing free α 
particles, protons, and neutrons interact with the 
nuclei present, including CNO nuclei from the 
hydrogen- and helium-burning phases, leading to 
the production of heavier elements.  

At the end of the calculation, the mass 
fraction of carbon decreases to 0.004, while the 

mass fractions of oxygen and neon increase to 
0.497, and 0.409, respectively. Figure 3 shows 
the time evolution of the mass fractions of 12C, 
16O, 20Ne, 21Ne, 22Ne, 23Na, 24Mg, 25Mg, 26Mg, 
and 27Al during core carbon burning. The most 
abundant nuclides at the end of the calculation 
are 16O (0.497), 20Ne (0.409), 23Na (0.023), 24Mg 
(0.040), and 25Mg (0.011). The other isotopes 
have mass fractions less than 10-3. Results for the 
main isotopes, 16O and 20Ne, agree rather well 
with previous studies, showing values of 0.600 
and 0.350, respectively [17].  

 
FIG. 3. Time evolution of the mass fractions during core carbon burning. The main fuel in this phase is 12C and it 

burns to produce 16O and 20Ne, which are needed for the next burning phase. The mass fraction of carbon 
decreased to 0.004, while the mass fractions of oxygen and neon increased to 0.497, and 0.409, respectively. 
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Neon Burning 
Neon burning starts with the reaction 20Ne (γ, 

α) 16O when the central temperature t9 = 1.5 and 
the density ρ = 5×106 g cm-3. This temperature is 
enough to photodisintegrate 20Ne, and the freed α 
particles can combine readily with 20Ne to form 
24Mg. The main products of this phase are 16O, 
24Mg, and 28Si. Figure 4 shows the time 
evolution of the mass fractions of 16O, 20Ne, 

24Mg, 25Mg, 26Mg, 27Al, 28Si, 29Si, and 30Si during 
core neon burning. The most abundant nuclides 
at the end of the calculation are 16O (0.708), 
24Mg (0.115), 27Al (0.015), 28Si (0.112), 29Si 
(0.015), and 30Si (0.013). The mass fractions of 
16O and 24Mg agree with the values reported in 
[17]: 0.770 and 0.110, respectively.  

 
FIG. 4. Time evolution of mass fractions during core neon burning. 20Ne is transformed into 16O, 24Mg, and 28Si, 

preparing the with fuel for the subsequent oxygen burning. 

Oxygen Burning 

Oxygen burning begins when the core 
temperature rises to around 2.2 GK, while neon 
continues burning in a shell around the core. The 
oxygen nuclei begin to fuse together, producing 
28Si and α particles. Several reactions occur, 
freeing α particles, protons, and neutrons that 
interact with the present nuclei and produce 
heavier elements. The main isotopes resulting 
from this phase are 28Si and 32S. Figure 5 shows 
the time evolution of the mass fractions of 16O, 
27Al, 28Si, 29Si, 30Si, 31P, 32S, 33S 34S, 35Cl, and 
36Ar during core oxygen burning at a constant 
temperature t9 = 2.2 and density ρ = 3×106g cm-3. 
The most abundant nuclides at the end of the 
calculation are 28Si (0.565), 32S (0.299), 34S 
(0.031), and 36Ar (0.028). These abundances 
agree rather well with the corresponding values 
in [17]: 28Si (0.54), 32S (0.280), 34S (0.044), and 
36Ar (0.027). For all other isotopes, calculations 
give mass fractions less than 10-3.  

Silicon Burning 

At the end of the oxygen-burning phase, the 
mass fraction of oxygen decreases, and the core 
becomes composed of silicon and sulfur. The 
temperature rises to around 3.6 GK, where 
silicon burning begins, while oxygen-burning 
continues in a shell around the core. This phase 
involves a series of nuclear reactions that start 
with the products of the oxygen burning and 
synthesize nuclei up to the iron peak. 
Photodisintegration of the nuclei produces α 
particles, protons, and neutrons, which are 
essential for this synthesis. Figure 6 shows the 
time evolution of the mass fractions of 24Mg, 
27Al, 28Si, 29Si, 30Si, 32S, 34S, 36Ar, 52Cr, 53Mn, 
54Fe, 55Fe, 56Fe, 57Co, and 58Ni during core 
silicon burning. The calculation assumes a 
constant temperature t9 = 3.6 and density ρ = 
3×107 g cm-3. The most abundant nuclides at the 
end of the calculation are 52Cr (0.008), 53Mn 
(0.018), 54Fe (0.683), 55Fe (0.047), 56Fe (0.081), 
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57Co (0.020), and 58Ni (0.103). These values do 
not agree with those reported in [17]. The mass 
fractions of the other isotopes are found to be 
less than 10-4.  

At the end of this phase, the core will be 
composed of iron. Since iron nuclei are the most 
stable nuclei, the core will collapse into a 
neutron star and release an enormous amount of 
energy. A tiny fraction of this energy is 
sufficient to explode the star as a supernova [21].  

 
FIG. 5. Time evolution of the mass fractions during core oxygen burning. The mass fraction of oxygen decreases 

to 0.001, while the mass fractions of 28Si and 32S increase to 0.565 and 0.290, respectively, preparing them for 
the silicon burning phase. 

 

 
FIG. 6. Time evolution of the mass fractions during core silicon burning. Si nuclei burn to produce heavier 

elements (up to the iron peak). Iron isotopes cannot undergo further fusion, they rather let the core collapse to a 
neutron star and release an enormous amount of energy. The star now starts to explode as a supernova. 
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26
Al and 

27
Al  

Detailed calculations were performed for the 
mass fractions of 26Al and 27Al and the ratio RAl 
was defined as: 

푅 =    
   

          (1) 

The production and destruction of aluminum 
isotopes come from several reactions, including 
proton-induced, neutron-induced, α-induced, and 
photodisintegration reactions. Figures 7 and 8 
show the time evolution of the mass fractions of  
26Al and 27Al and the variation with of their mass 
fractions ratio during the advanced burning 
phases, respectively. 

 
FIG. 7. Time evolution of the mass fractions of 26Al and 27Al during the advanced burning phases: (a) carbon 

burning (b) neon burning, (c) oxygen burning, and (d) silicon burning. It is concluded that 26Al has high 
destruction reaction rates, and the reaction rate of 26Mg(p, γ)27Al is higher than the reaction 25Mg(p, γ)26Al in 

these phases. 

 
FIG. 8. The time variation of the mass fraction ratio 26Al/27Al during the burning phases: (a) carbon burning, (b) 

neon burning, (c) oxygen burning, and (d) silicon burning. 
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During the evolution of the star, the core 
evolves to a higher temperature where the 
production and destruction reaction rates 
increase [23]. We notice that at 0.9 GK, the 
required temperature for the core carbon burning 
phase, most of 26Al is destroyed during the final 
two thousand years. This would also mean that 
the ratio 푅  should normally decrease, as shown 
in Fig. 8(a). When the temperature is around 1.5 
GK, which is the required temperature for neon 
burning, the production and destruction reaction 
rates of both 26Al and 27Al indicate that the ratio 
푅  should decrease during the major part of the 
phase, and this is what we observe in Fig. 8(b).  

During oxygen burning, both isotopes are 
destructed, thus, 푅  decreases from its initial 
value, as shown in Fig. 8(c). In the final phase, 
an increase of the ratio 푅  is observed for the 
period of [0.001-0.05] d, followed by a decrease 
for the remainder of the phase, as seen in Fig. 
8(d). A thorough study should consider the 
possible systematic and statistical errors.  

Conclusions 
The open-source package NucNet-tools from 

the Webnucleo group was used to calculate the 
mass fractions of isotopes from H to Ni in a 25 
M⊙ star across six burning phases: hydrogen, 
helium, carbon, neon, oxygen, and silicon 
(Figs.1-6). Special attention was given to the 
isotopes 26Al and 27Al. Comparisons were made 
with the results of Iliadis [17] for the advanced 
burning phases. The comparison shows a 
satisfactory agreement for the carbon, neon, and 
oxygen-burning phases. This is due to the fact 
that calculations for these phases have been 
performed with the same input physics using 
simple nuclear networks. However, differences 
were noted in the silicon burning phase. Iliadis 
[17] used different initial mass fractions for 28Si 
and 30Si, set at 0.70 and 0.30, respectively, while 

our calculations yielded 0.56 and 0.001, ashes of 
the oxygen-burning phase, respectively. These 
discrepancies can be attributed to differences in 
initial abundances, nuclear reaction networks 
involved, and reaction rates used in the 
calculations. 

The average value of the calculated 
aluminum ratio, 푅 , was found to be 2.85×10-

4, 2.23×10-4, 1.29×10-4, and 3.46×10-3 in carbon, 
neon, oxygen, and silicon burning phases, 
respectively. For the first three advanced phases, 
it was observed that as the temperature increases 
inside the core, the aluminum ratio 푅  
decreases. For the silicon burning phase, 
reactions favoring the production of both 
isotopes have higher reaction rates than the 
destruction ones, which explains the different 
behavior of the variation of 푅 , as seen in Fig. 
8(d), hence the peculiar value of 푅 = 3.46×10-

3.  

One way of testing the calculation procedure 
is to observe the time evolution of the mass 
fractions of the main fuels during the various 
core burning phases. As expected, the latter 
initially varies smoothly, followed by a more 
pronounced decrease during the later stages of 
each phase.  

The results of this study are, hopefully, 
expected to provide new insights into 
nucleosynthesis and the evolution of massive 
stars.  
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Abstract: The Dirac comb problem in quantum mechanics is revisited by estimating its 
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upper edge. 

Keywords: Dirac comb, Bound energy, Band structure, Dispersion relation, Band gap, 
Bandwidth, Effective mass. 

 
 

1. Introduction 
In quantum mechanics, only a handful of 

problems can be solved analytically. One of 
these problems is the Kronig-Penney potential, 
introduced in the early 1930s to model the short-
range nature of the atomic potentials and the 
periodic lattice structure [1]. A year later, Kronig 
and Penney simplified the original model and 
introduced the Dirac comb potential, which 
consists of one-dimensional evenly spaced delta-
function peaks. This model is suitable for 
obtaining many general properties of realistic 
quantum systems. It is a solvable model 
frequently used to describe systems with very 
short-range interactions which are located 
around evenly spaced given points [2, 3].  

The impressive progress in experimental 
physics in the early 1980s, coupled with the 
advances in semiconductor technology and 
nanophysical systems twenty years later, made 
possible the fabrication of heterostructures, 
quantum wells, and new synthetic materials. 
This renewed the interest of scientists and 
engineers in this elementary type of simple 
model [4, 5]. It has contributed immensely to 
explaining the electronic band structure in a 
crystalline solid such as band gap formation [4, 

5]. This has led to a huge advancement in solid-
state and condensed-matter physics. Many 
macroscopic properties of materials are closely 
related to their microscopic band structures. 
They are of extreme practical importance 
because they play a major role in understanding 
the transport phenomena theory of insulation and 
conduction in solids [6-11].  

Because material properties are strongly 
influenced by energy band patterns, many 
physical properties of solids are determined from 
the location of band edges, band gaps, and their 
widths [6-11]. The goal of this work is to 
estimate the energy band structure (band gap, 
bandwidth, and effective mass) of an electron 
under the influence of a strong attractive Dirac 
comb potential. Similar attempts have been made 
for bound and unbound band structures under the 
influence of a weak attractive Dirac comb 
potential [12, 13]. 

2. Band Gap and Band Width 
Calculation 

One of the few problems in quantum 
mechanics that can be solved analytically is the 
Dirac comb [14-17]. This work considers only 



Article  Sid A. Sfiat 

 284

the attractive case of this model, where the 
associated potential is expressed as:  
푉(푥) = −흀 ∑ 훿(x − n퐚)          (1) 

with strength λ and lattice spacing a. 

Only the bound states are considered and 
therefore the electron energy is negative and 
expressed as: 

푬 =  − ħ 퐊             (2) 

K is related to the Bloch wave number k 
through the following transcendental equation 
[14-17]: 

−푷 (퐊 )
퐊

+ cosh(퐊a) = cos(퐤a)          (3) 

where 푷 =
ħ

 is a dimensionless parameter 
representing the scattering power of the Dirac 
comb potential. 

Equation (3) determines the permitted 
energies E through the values of the parameter 
K. This transcendental equation cannot be solved 
analytically; it can only be solved numerically or 
graphically. 

These permitted energies are determined 
because the right-hand side of Eq. (3) is 
bounded: 

−1 ≤ cos(퐤a) ≤ 1           (4) 

Analyzing Eq. (3) numerically (see Table 1) 
and graphically (Figs. 1-5), we note the 
following facts: 
 A single bound energy band is formed, 

regardless of the value of the scattering power 
P.  

 The band is partial and not complete when 0 
< P < 2. It does not span the entire half-
interval of the first Brillouin zone from 0 to 
휋, but rather the interval from 0 to arccos (1- 
P). 

 The band is complete and spans the whole 
half-interval of the first Brillouin zone from 0 
to 휋 when P ≥ 2. 

 The band width increases very fast when 0 < 
P < 2. 

 The band width reaches its maximum value 
when P = 2. 

 The band width decreases at a slower rate 
than the initial increase when P > 2. 

 The band width almost vanishes and cannot 
be detected when P ≥ 15. 

TABLE 1. The energies at both ends of the band and its width  

P (퐾푎)  (퐾푎)  퐸 (
ħ

2ma
) 퐸 (

ħ
2ma

) 푊(
ħ

2ma
) 

0 0 x 0  0 
0.5 1.04363 x -1.08916 0 1.08916 
1.0 1.54340 x -2.38208 0 2.38208 
1.5 1.98036 x -3.92183 0 3.92183 
2.0 2.39936 0 -5.75693 0 5.75693 
2.5 2.81770 1.77603 -7.93943 -3.15428 4.78515 
3.0 3.24364 2.57568 -10.52100 -6.63413 3.88687 
3.5 3.68095 3.23488 -13.54939 -10.46445 3.08494 
4.0 4.13068 3.83007 -17.06252 -14.66944 2.39308 
4.5 4.59212 4.38973 -21.08757 -19.26973 1.81784 
5.0 5.06363 4.92812 -25.64035 -24.28637 1.35398 

10.0 10.0090 9.99909 -100.18008 -99.98009 0.19999 
15.0 15.0000 15.0000 -225.0000 -225.0000 0 

* Numerical values in Table 1 are provided by dCode equation solver tool. 
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FIG. 1. The function " − 푷 (퐊 )

퐊
+ cosh(퐊a)"  versus 퐊a for (a) 0 < P < 2, (b) P =2, (c) P > 2. 

 
FIG. 2. Dispersion relation versus 퐤a for (a) 0 < P < 2, (b) P =2, (c) P > 2.  

   
FIG. 3. The band width as a function of the scattering power P.  

The case of the strong Dirac comb potential is 
considered in this work and therefore the 
scattering power P >>1. 

Analyzing Fig. 4 below, we notice that the 
left-hand side of Eq. (3) intersects the axis Ka at 
a value very close to P. It also intersects the 
horizontal lines representing the points 퐤a = 0 
and 퐤a = π at: 

퐊 a = 푷 + δ             (5) 

and 

퐊 a = 푷 − δ             (6) 

respectively, where 0 ≤ δ0 << 1 and 0 ≤ δπ << 1. 

Inserting Eq. (5) into Eq. (3) when 퐤a = 0, 
we get: 
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−푷 ( )
( )

+ cosh(P + δ ) = 1         (7) 

Solving for δ0 to the first-order 
approximation, yields [18, 19]: 
δ0 ≈ 2Pe-P            (8) 

Therefore, 
퐊 a ≈  푷(1 + 2e 푷)            (9) 

The lowest energy of the band is at: 

푬  =  − ħ 퐊 ≈ − ħ 푷 ( 푷)        (10) 

Similarly, for 퐤a = π, the same approach 
yields: 

δπ ≈ 2Pe–P          (11) 

and 
퐊 a ≈  푷(1 − 2e 푷)         (12) 

The highest energy of the band is at: 

푬  =  − ħ 퐊 ≈ − ħ 푷 ( 푷)        (13) 

Therefore, the width of the band is: 

푾 = 푬 − 푬  =  ħ 푷 푷
        (14) 

 
FIG. 4. The function " − 푷 (퐊 )

퐊
+ cosh(퐊a)"  versus 퐊a for large values of P. 

Fig. 5 below shows the dispersion relation. It 
consists of a single bound energy band lying 
very far below the zero line. It is almost flat, 

with its width decreasing with increasing values 
of the scattering power P.  

 
FIG. 5. The dispersion relation versus 퐤a for large values of P. 
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Let us now find an analytical approximation 
for the dispersion relation E(k). For that, we 
make use of the observation made from the 
graph in Fig. 4. The left-hand side of Eq. (3), 
between the two horizontal lines representing the 
points 퐤a = 0 and 퐤a = π, can be approximated 
by a straight line passing through points 
(퐊 a, −1), (P,0), and (퐊 a, 1). Hence, this side 
of Eq. (3) can be expressed as: 

L. H. S = (퐊a − 푷)         (15)  

and this leads to: 
퐊a = δ cos(풌풂) + 푷         (16) 

Therefore, the energy E(k) can be expressed 
as a function of the Bloch wave number k as: 

푬(풌풂) = − ħ 풑ퟐ
[2e 푷 cos(풌풂) + 1]        (17) 

The width of the band can also be expressed 
as: 

푾 = 푬(흅) − 푬(ퟎ) =  ħ 푷 푷
         (18) 

The above dispersion relation E(ka) will be 
used in the next section to confirm and verify the 
final findings regarding the effective mass 
estimations. It is worth noting that Eqs. (17) and 
(18) are compatible with the results obtained in 
Eqs. (10) and (13) when the scattering power P 
>>1.  

With increasing scattering power P, the 
dependence of the above dispersion relation 
E(ka) on the Bloch wave number k weakens and 
becomes practically undetectable beyond P = 15, 
where the energy band collapses to a single 
energy level 푬 = − ħ 풑ퟐ

. This energy is similar 
to that of a particle under the influence of a 
single delta function potential. Consequently, 
this form of energy confinement leads to a 
spatial localization phenomenon near the delta 
spike. 

3. Effective Mass Calculation 
The effective mass is an important tool in the 

theory of solids. It is used to describe the 
features of band structure in semiconductors and 
insulators, where most experimental features 
arise from electron and hole occupation near the 
endpoints of valence and conduction bands [20-
23]. In this section, we evaluate the effective 
mass at both edges of the single bound energy 
band found in the previous section. 

 The lowest edge of the band: ka = 0. 

This edge corresponds to:  
퐊a = 퐊 a − ∈ (퐤a)         (19) 

with ∈(ka) << 1 and ∈(0) = 0  

The corresponding energy is expressed as: 

푬 = − ħ 퐊 = − ħ [퐊 a−∈]        (20)  

Combining Eqs. (19) and (3) yields: 

−푷 (퐊 ∈)
(퐊 ∈)

+ cosh(퐊 a−∈) − 1 = δ(퐤a)  
(21) 

where 

δ(퐤a) = −1 + cos(퐤a)         (22) 

Expanding the above expression for δ(퐤a) in 
Eq. (21) as a Taylor power series in ∈≪ 1 
yields:  

δ(퐤a) =
 [(퐊 ) (퐊 ) (퐊 )]푷 (퐊 ) (퐊 )

(퐊 )
∈

+O(∈ )          (23) 

Using the Taylor reversion process for Eq. 
(23) yields [18, 19]:  

∈=
 (퐊 )
[(퐊 ) (퐊 ) (퐊 )] (퐊 ) (퐊 ) δ +
O(δ )           (24) 

By using Eqs. (20), (22), and (24), the 
effective mass expression at the lowest edge of 
the band becomes: 

[ ] = ħ
∗ =

− ħ (퐊 )
[(퐊 ) (퐊 ) (퐊 )]푷 (퐊 ) (퐊 )

           (25) 

Hence, at the bottom of the band, the ratio 
(m*/m) of the effective mass to the mass of the 
electron is expressed as: 

[
∗
] =

− [(퐊 ) (퐊 ) (퐊 )]푷 (퐊 ) (퐊 )
(퐊 )

  
(26) 

Using Eq. (9) and the fact that P >> 1, the 
effective mass ratio can be simplified to: 

[
∗
] ≈

푷

ퟐ푷ퟐ          (27) 

The dispersion relation (17) is now used to 
verify and confirm the result of Eq. (27): 
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[ ] = ħ
∗ = 2 ħ 푷ퟐe 푷(1 + e 푷)       (28) 

Therefore, the effective mass ratio (m*/m) is 
estimated as: 

[
∗
] ≈

푷

ퟐ푷ퟐ (1 − e 푷) ≈
푷

ퟐ푷ퟐ        (29) 

which is exactly what was found in Eq. (27). 

In conclusion, the effective mass at the lowest 
edge of the band is positive and large in value. 

 The highest edge of the band: ka = π. 

This edge corresponds to:  
퐊a = 퐊 a + ∈ (퐤a)         (30) 

with ∈(ka) << 1 and ∈(π) = 0  

The corresponding energy is expressed as: 

푬 = − ħ 퐊 = − ħ [퐊 a+∈]        (31) 

Combining Eqs. (28) and (3) yields: 

−푷 (퐊 ∈)
(퐊 ∈)

+ cosh(퐊 a+∈) + 1 = ∆(퐤a)   
(32) 

where: 

∆(퐤a) = 1 + cos(퐤a)         (33) 

Expanding the above expression ∆(퐤a) in Eq. 
(32) as a Taylor power series in ∈≪ 1 yields:  

∆(퐤a) =
− [(퐊 ) (퐊 ) (퐊 )]푷 (퐊 ) (퐊 )

(퐊 )
∈

+O(∈ )           (34) 

Using the Taylor reversion process for Eq. 
(34) yields [18, 19]: 

∈=
 − (퐊 )

[(퐊 ) (퐊 ) (퐊 )]푷 (퐊 ) (퐊 ) ∆ +
O(∆ )          (35) 

By using Eqs. (31), (33), and (35), the 
effective mass expression at the highest edge of 
the band becomes: 

[ ] = ħ
∗ =

ħ (퐊 )
[(퐊 ) (퐊 ) (퐊 )]푷 (퐊 ) (퐊 )  

(36) 

Hence, at the top of the band, the ratio 
(m*/m) of the effective mass to the mass of the 
electron is expressed as: 

[
∗
] =
[(퐊 ) (퐊 ) (퐊 )]푷 ((퐊 ) (퐊 )

(퐊 )
  

(37) 

Using Eq. (12) and the fact that P >> 1, the 
effective mass ratio simplifies to: 

[
∗
] ≈ −

푷

ퟐ푷ퟐ          (38) 

Let us now use the dispersion relation (17) to 
verify and confirm the result of Eq. (38): 

[ ] = ħ
∗ = −2 ħ 푷ퟐe 푷(1 − e 푷)       (39) 

Therefore, the effective mass ratio (m*/m) is 
estimated as: 

[
∗
] ≈ −

푷

ퟐ푷ퟐ 1 + e 푷 ≈ −
푷

ퟐ푷ퟐ       (40) 

which is exactly what we have found in Eq. (38) 

In conclusion, the effective mass at the 
highest edge of the band is negative and large in 
value.  

4. Discussion and Conclusion 
Under the influence of an attractive Dirac 

comb potential, an electron exhibits a single-
bound band structure. 

With increasing values of the scattering 
power P, the bandwidth initially increases 
rapidly for 0 < 푷 < 2 and then decreases at a 
slower rate when 푷 > 2. The band is at its 
maximum width at P = 2.  

When the scattering power P is very large, 
the band is found to be lying below the zero line 
of the reference energy. The band becomes 
nearly flat, with a weak dependence on the Bloch 
wave number. As a result, it collapses into an 
energy level of a particle under the influence of a 
single delta function potential, with its energy 
confinement and spatial localization 
phenomenon. 

The dispersion relation is estimated and used 
to verify and confirm the findings regarding the 
effective mass at both ends of this single band. 
The effective mass is found to be very large, 
positive at the band’s lowest edge, and negative 
at its highest edge. 

Future investigations will aim to answer the 
following important questions: Can we expect 
similar results in the original case of the Kronig-
Penney potential? If so, what conditions on the 
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size and depth of the well must be met for the 
single band to exhibit a similar pattern as in the 

Dirac comb potential? 
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Abstract: We present a partonic-level analysis of the two leptons and 푏푏 final states 
processes at the ILC 푒  푒 → 푒 푒 푏푏. This process contains Higgs production with 
an electron-positron pair, where the Higgs decays into a 푏푏 quark pair as a sub-
process, 푒  푒 → 푒 푒 퐻 → 푒 푒 푏푏. We tried to isolate this sub-process with a 
minimum set of cuts. Particularly, cross-sections are estimated at different energies, 
and the main distributions of kinematic variables characterizing the process are derived 
using the software Calchep [16]. The results provide information on signal and 
background characteristics for different ILC operating stages. 

Keywords: Higgs physics at ILC, Higgsstrahlung process, ZZ fusion process, Calchep. 
 

 
1. Introduction 

The discovery of the Higgs particle at 
t h e  LHC by the Atlas and CMS 
collaborations [1, 2] has constituted a starting 
point of an extensive Higgs physics program 
aimed at determining its principal properties. 
LHC data have allowed the determination of 
the spin, charge, and parity which are not 
enough to confirm it as the SM Higgs because 
other models predict scalars with the same 
properties [3]. The couplings and width are 
poorly constrained and require high precision 
measurements since BSM physics predicts a 
few percent deviation from their SM values.  

One of the main fields of focus for the 
next generation of colliders is t o  p e r f o r m  
h i g h - precision Higgs physics experiments. 
With a precise initial state energy and a 
clean environment with respect to the LHC, 
because of the low QCD background, the ILC 
is without doubt the ideal machine to achieve 
this goal [4-6]. The three principal Higgs 
production channels are: Higgsstrahlung e+e− 

→ ZH , WW fusion e+e− → W +W −ν ν̄  → 
H ν ν̄ , and ZZ fusion e+e− → ZZe+e− → 
e+e−H, whose lowest order diagrams are 
illustrated in Fig.1. 

  To measure such Higgs properties as the 
Higgs mass and width or the HZZ coupling at 
ILC, several studies have focused mainly on 
the Higgsstrahlung process using the mass 
recoil variable to extract these properties in a 
model-independent way (an inclusive Higgs 
production) [7-14]. The recoil mass technique 
is based on measuring the decay products of 
the Z boson, which recoils against the Higgs 
boson independently of the Higgs decay mode. 
One gets a better signal selection efficiency, 
especially when only leptonic Z decays are 
considered [10]. 

e+e− → (Z → l+l−)(H → X) → l+l−X      (1)  

The recoil mass is given by the expression: 

푀 = 푆 + √푆 퐸 + 푀          (2)  
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where S is the center of mass energy squared, 
El+l− and Ml+l− are the energy and the 
invariant mass of the lepton pair, 
respectively. The Mrec distribution peaks at 
the Higgs mass (Fig. 2), from which the 
signal yield can be extracted. The e+e− → 
ZH cross section is maximal at 250 GeV, [8, 
10, 13] but at higher energies, other channels 

become important, like Higgs production via 
ZZ fusion e+e− → ZZe+e− → e+e−H [14, 15], 
as can be seen in Fig. 4 and Table 1.  

Figure 4 shows a comparison between the 
Higgsstrahlung cross-section σ(e+e− → ZH → 
e+e−H) and the total σ(e+e− → e+e−H) 
computed with unpolarized beams. 

 
FIG. 1. Feynman diagrams for the three principal Higgs production channels at ILC: (1) Higgsstrahlung, (2) ZZ 

fusion, and (3) WW fusion. 

 
FIG. 2. Recoil mass distribution of 푒 푒 → 푍퐻 followed by 푍 → 휇 휇 at 250 GeV with a Higgs mass of 125 

GeV taken from Ref. [5].

Their values and ratios at 250, 500, and 
1000 GeV are also reported in Table 1. 
This confirms the results obtained in previous 

work [14]. For the Higgs mass of 125 GeV, 
the highest branching ratio is Br(H → b b̄).   
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FIG. 3. Feynman diagrams of the process e+e− → e+e−H. 

 
FIG. 4. Cross sections of the Higgsstrahlung and the total processes as a function of the CM energy.  

TABLE 1. Cross sections of the Higgsstrahlung and the total processes as a function of the CM 
energy. 

CM energy (GeV) Total cross sec (pb) Higgsstrahlung cross sec (pb) Ratio 
250 9.60 × 10−3 8.75 × 10−3 1.1 
500 1.03 × 10−2 2.13 × 10−3 4.8 
1000 2.35 × 10−2 4.78 × 10−4 49 

 

Because of their high statistics and the b 
tagging and lepton identification capabilities of 
ILC, processes where the Higgs is produced 
with a pair of leptons,  followed by a Higgs 
decay to a b quarks pair, e+e− → l+l−H → 
l+ l− b b̄, are particularly interesting. 

2. Results and Analysis 
In most analyses, the production times 

decay approximation (σ·Br) is commonly used 
since it makes calculations simpler. However, 
this approach sacrifices valuable information 
and ignores the irreducible background, which 
may be significant. In this analysis, we used 

the Calchep software [16] (see appendix) to 
make a complete and exact computation of 
cross-sections and distributions for different 
kinematical variables of the process 푒  푒 →
푒 푒 푏푏 , as illustrated in Figs. 5 and 6.  

We are interested especially in the 
subprocess 푒  푒 → 푒 푒 퐻 → 푒 푒 푏푏, 
which constitutes the signal, as depicted in 
Fig. 5. The irreducible background is 
represented by the diagrams in Fig. 6. One 
has to permute the e+e− and 푏푏 pairs in the 
diagrams (1) and (2) and attach the Z and 
photon propagator to the different legs in (3).  
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FIG. 5. Feynman diagrams of the signal. 

 
FIG. 6. Feynman diagrams of the background. 

To extract the signal, we applied a cut on 
the 푏푏 invariant mass. It must be within the 
window Mh − 10 < M ( 푏푏)  < Mh + 10 
where Mh = 125 GeV is the Higgs  mass. 
Additionally, we applied cuts on the electron 
and positron transverse momentum Pt > 10 
GeV and their invariant mass M (e+e−) > 20 
GeV. These cuts serve to avoid the pole q2 = 
0 of the photon propagator because we are 

considering the electron and the positron as 
massless. We computed the cross-sections and 
obtained distributions of different kinematical 
variables, especially electron and b-quark 
rapidity and energy, both with the M ( 푏푏)  cut 
applied (signal) and without this cut (total = 
signal + background) at different energies 
(250 GeV, 500 GeV, and 1 TeV). 

 
FIG. 7. The invariant mass distribution of the 풃풃 quarks pair shows the signal peak at 125 and the two 

background peaks: the Z peak and the low M peak. 

TABLE 2. The computed cross sections with the M(풃풃) cut (signal) and without it (total). 
CM Energy (GeV) Signal (pb) (S) Signal + Background (pb) (S+B) Ratio S/(S+B) 

250 6.36 × 10−3 4.66 × 10−2 0.136 
500 7.15 × 10−3 6.32 × 10−2 0.113 
1000 1.63 × 10−2 9.05 × 10−2 0.180 
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FIG. 8. Pseudorapidity distribution of the electron 

at 250 GeV without the M ( 푏푏)  cut. 
FIG. 9. Pseudorapidity distribution of the electron at 

250 GeV with the M (푏푏)  cut. 

  
FIG. 10. Pseudorapidity distribution of the electron 

at 500 GeV without the M ( 푏푏)  cut. 
FIG. 11. Pseudorapidity distribution of the electron at 

500 GeV with the M (푏푏)  cut. 

  
FIG. 12. Pseudorapidity distribution of the positron 

at 1 TeV with the M (푏푏)  cut. 
FIG. 13. Pseudorapidity distribution of the electron at 

1 TeV with the M ( 푏푏)  cut. 

  
FIG. 14. Pseudorapidity distribution of the b jets at 

500 GeV without the M (푏푏)  cut. 
FIG. 15. Pseudorapidity distribution of the b jets at 

500 GeV with the M (푏푏)  cut. 
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FIG. 16. Pseudorapidity distribution of the b jets 

at 1 TeV without the M ( 푏푏)  cut. 
FIG. 17. Pseudorapidity distribution of the b jets at 1 

TeV with the M ( 푏푏)  cut. 

  
FIG. 18. Energy distribution of the b jets at 1 

TeV with the M ( 푏푏)  cut. 
FIG. 19. Energy distribution of the electron at 1 

TeV with the M ( 푏푏)  cut. 
 

3. Conclusion 
The signal 푒  푒 → 푒 푒 퐻 → 푒 푒 푏푏 

receives contributions from Higgsstrahlung 
e+e− → ZH → 푒 푒 푏푏 and ZZ fusion 
processes e+e− → e+e−ZZ → e+e−H 
→푒 푒 푏푏.  Higgsstrahlung is an s-channel 
process, whereas Z vector boson fusion is a t-
channel process. As the center of mass energy 
s increases, the Higgsstrahlung cross-section 
d ec r ea s es  as 1/s, but the Z-boson fusion 
production cross-section grows 
logarithmically.  

The ILC operation starts with the 
collision energy of 250 GeV (just above the 
threshold for HZ production), where the 
Higgsstrahlung process is dominant and the 
contributions of the fusion processes are small. 
At higher energies, the Z-boson fusion cross-
section becomes larger than the 
Higgsstrahlung cross-section for s > 450 
GeV, and at s = 1 TeV the Z-boson fusion is 
dominant, as shown in Fig. 4 and Table 1. 
Figure 7 displays the 푏푏 invariant mass 
distributions, illustrating that the background is 
not negligible, This is evident from a 

comparison of the Mh peak (signal) with the Z 
and the low-value M (푏푏)  peaks (background). 
The largest background is e+e− → ZZ → 
푒 푒 푏푏. As a consequence, the M (푏푏)  is 
efficient in eliminating the irreducible 
background by reducing events from non-Higgs 
processes. At the starting energy of 250 GeV, 
the Higgs is predominantly produced by the 
process e+e− → ZH → 푒 푒 푏푏. The signal is 
characterized by a central electron (positron) as 
shown in Fig. 9, and two central b jets from 
Higgs decays to 푏푏,  with their invariant mass 
consistent with the Higgs because of the 
Higgsstrulung dominance. The background 
contains events with larger electron and positron 
pseudorapidity values |η| > 2 (forward electrons, 
backward positrons), as depicted in Fig. 8. 

 At higher energies, 500 GeV and 1 TeV, the 
ZZ fusion process becomes dominant. In this 
regime, the Higgs is primarily produced by the 
process e+e− → ZZe+e− → 푒 푒 푏푏. The 
signal characteristics change as a consequence: 
it is characterized by two forward (backward) 
energetic electrons (positrons), respectively, as 
shown in Figs. 11, 12, 13, and 19, and central, 
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less energetic, b jets, as depicted in Figs. 17  
and 18.  

The b jets of the background are mainly 
produced in the forward and backward 
directions (see Fig. 16). So at high energy, the 
signal characteristics confirm the dominance 
of the ZZ fusion Higgs production at high 
energies. This should be exploited to make 
maximal use of the high energy reach of ILC. 
This provides essential motivation to increase 
the energy after running at 250 GeV.  

As a perspective, we can consider studying 
other processes with different final states [17, 
18] and in other machines [19]. 

4. Appendix 
CalcHEP is a package for the automatic 

calculation of elementary particle collisions and 
decays at the lowest order of perturbation theory 
(the tree approximation). It can be run in 
interactive or batch (non-interactive) modes. The 
interactive session of CalcHEP is graphical and 
menu-driven, guiding the user through the 
calculation by breaking it up into a series of 
steps. The batch session of CalcHEP is 
controlled by a set of scripts that perform 
common tasks non-interactively. Besides the 
standard model, CalcHEP has implemented 
many other models of particle interactions, such 
as  the minimal supersymmetric extension of the 
standard model, the next-to-minimal 
supersymmetric extension of the standard model 
the Technicolor model, and the little Higgs 
model. 

Example of a setup file (batch mode) 
####################################### 
#   batch_file for CalcHEP             # 
#   It has to be launched via             # 
#               ./calchep_batch batch_file             # 
# Lines beginning with # are ignored.             # 
####################################### 
####################################### 
#   Model Info             # 
#    Model is the exact model name.               # 
#   Gauge specifies gauge. Choices are           # 
#                Feynman or unitary.                    # 
####################################### 
Model: SM 
Model changed: False 
Gauge: Unitary 
####################################### 
# Process Info               # 

# Process specifies the process.                      # 
#######################################
Process: e,E->e,E,b,B 
####################################### 
#        PDF Info             # 
#  ISR and Beamstrahlung are only available   # 
#                for electrons and positrons,           # 
#                      Default pdf: OFF                  # 
####################################### 
pdf1: OFF 
pdf2: OFF 
####################################### 
#   Momentum Info(center of mass energy)     # 
#                            in GeV                           # 
####################################### 
p1: 500 
p2: 500 
####################################### 
#            Physical_Parameters Info                 # 
####################################### 
Parameter: EE = 3.1343E-01 
Parameter: Mb = 4.2500E+00 
Parameter: MZ = 9.1188E+01 
Parameter: MW = 8.0385E+01 
Parameter: Mh = 1.2500E+02 
Parameter: wZ = 2.49444E+00 
Parameter: wW = 2.08895E+00 
####################################### 
#                       Cut Info             # 
####################################### 
Cut parameter: M(b,B) 
Cut invert: False 
Cut min: 115 
Cut max: 135 
Cut parameter: T(e) 
Cut invert: False 
Cut min: 10 
Cut max:  
Cut parameter: T(E) 
Cut invert: False 
Cut min: 10 
Cut max:  
Cut parameter: M(e,E) 
Cut invert:  False 
Cut min:  20 
Cut max:   
####################################### 
#                        Kinematics Info                  # 
#######################################  
Kinematics: 12 -> 34, 56 
Kinematics: 34 -> 3, 4 
Kinematics: 56 -> 5, 6 
####################################### 
#                     Regularization Info                # 
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#######################################  
Regularization momentum: 34 
Regularization mass: MZ 
Regularization width: wZ 
Regularization power: 2 
Regularization momentum: 56 
Regularization mass: MZ 
Regularization width: wZ 
Regularization power: 2 
Regularization momentum: 56 
Regularization mass: Mh 
Regularization width: wh 
Regularization power: 2 
####################################### 
#                  Distribution Info                        # 
#     Only 1 dimensional distributions are        # 
#                currently supported.                    # 
####################################### 
Dist parameter: M(b,B) 
Dist min:  0 
Dist max:  500 
Dist n bins:  300 
Dist x-title:  M(b,B) (GeV) 

Dist parameter: N(e) 
Dist min:  -4 
Dist max:  5 
Dist n bins:  300 
Dist x-title:  N(e) (GeV) 
Dist parameter: N(E) 
Dist min:  -4 
Dist max:  5 
Dist n bins:  300 
Dist x-title:  N(E)  
####################################### 
#                  Vegas integration                      # 
#       nSess_1: number of the 1st sessions       # 
#    nCalls_1: number of calls per 1st sessions # 
#    nSess_2: number of the 2nd sessions         # 
#   nCalls_2: number of calls per 2nd sessions # 
####################################### 
nSess_1: 5 
nCalls_1: 10000000 
nSess_2: 5 
nCalls_2: 10000000 
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Abstract: Solar cells made of monocrystalline silicon can convert more solar energy into 
electrical energy if the cells can absorb greater amounts of light. Recently, it has been 
observed that metal-assisted catalyzed etching (MACE) is a good technology for 
manufacturing micro and nanostructures on silicon substrates. In this work, we use silver as 
a catalyst in a two-step metal-assisted etching process followed by a rebuilding 
nanostructure (NSR). We study the effect of changing the parameters of the second step in 
the MACE process (concentrations of etching solution materials, temperature, and reaction 
time), where black silicon was obtained with a reduced reflection of 3% without the NSR 
process. We tested the effect of two types of alkaline solutions in the NSR process on the 
surface structure of silicon. After performing an NSR operation with sodium hydroxide 
solution, the field emission scanning electron microscopy (FESEM) image shows a surface 
with upright pyramidal structures intertwined with deep cavities, and with a reflectance of 
10.74%. However, after performing the NSR process with a solution of sodium silicate, the 
FESEM image shows a rough surface with non-overlapping pores of small cross-sections, 
achieving a reflectance of 8.65% within the wavelength range of 550-850nm. 

Keywords: Texturing, Monocrystalline silicon, Ag-assistance chemical etching, Black 
silicon, Reflectance. 

 
 

Introduction 
Solar cells are considered one of the 

promising technologies in the field of renewable 
energy due to their potential for low-carbon 
energy production and cost reduction [1]. 
Despite expectations that their production costs 
had reached a minimum, they have decreased by 
another 20% [2]. The field of photovoltaics has 
witnessed significant advancements in recent 
years, with ongoing studies aimed at increasing 
the capacity of cells and reducing production 
costs [3]. Crystalline silicon cells dominate the 
solar cell market, accounting for 90% of the 
global photovoltaic market [4].  

The dominance of silicon photovoltaic cells 
can be attributed to several factors: silicon is 
abundant, making it inexpensive and non-toxic, 
with its energy gap is almost suitable for the 

solar spectrum [4, 5]. However, one of its main 
disadvantages is its low photon absorption which 
results in lower cell efficiency [4]. Therefore, 
absorbance must be increased, either by using an 
anti-reflection coating [6, 7] or by the texturing 
process [8]. Texturizing the silicon surface leads 
to the formation of micro- or nanostructures, 
which alter the mechanical and electrical 
properties of the surface [9].  

The indirect bandgap of silicon makes it 
difficult to transfer electrons from the valence 
band to the conduction band [4]. However, 
nanoscale silicon structures such as porous 
silicon [10], quantum dots [11], and nanowires 
[12], have a direct bandgap, facilitating easier 
electron movement between the valence and 
conduction bands.  
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The texturing process on crystalline silicon 
wafers can be carried out in several ways, 
including lithography [13], mechanical grooving 
[13, 14], reactive ion texturing [16], laser 
texturing [17], acidic texturing [18], alkaline 
texturing [19], and metal assistant chemical 
etching [20]. The efficiency of a solar cell can be 
increased by performing a wet chemical etching 
process with the help of metals,  either in a 
single-step [21] or two-step [22] procedure. 
MACE, one of many fabrication techniques, has 
become popular as a low-cost, adaptable method 
for creating Si nanostructures with simple 
control over position, diameter, and length [22-
24]. In MACE, a Si substrate is etched in an 
oxidant-containing HF solution using noble 
metal particles or membranes with pores. Si 
substrates covered in noble metal particles or 
films etch substantially more quickly than those 
without metal coverage. Thus, the morphology 
of the resultant Si nanostructures can be 
modified by varying the morphology of the 
precipitated noble metal.  

The nanostructure rebuilding (NSR) process 
is used to change the shape of the nanostructure 
formed by chemical etching with the help of 
minerals on the silicon surface and to enhance 
the light absorption process [26].  Pu et al. 
reported that a one-step metal-assisted chemical 
etching process using Ag/Cu, followed by the 
NSR process, leads to the formation of uniform 
inverted pyramids with a reflection rate of 
19.77%  [27]. Chen et al. applied the two-step 
metal-assisted chemical etching process to single 
and multicrystalline silicon wafers, achieving 

reflectivity rates of 19.4% and 18.7%, 
respectively [28].  

In this work, we textured monocrystalline 
silicon wafers using a two-step metal-assisted 
chemical etching process followed by the NSR 
process. We varied the main parameters of the 
second step in the metal-assisted etching process 
(concentration, temperature, and reaction time) 
and compared the use of sodium hydroxide with 
a new solution of sodium silicate in the NSR 
process. 

Materials and Methods 
This study used P-type (Nexolon) 

monocrystalline silicon wafers, 200 ± 20 µm 
thick, with an area of 6 cm2 and resistivity of 
0.5-3.0Ω.cm as substrates. To remove saw 
damage, the wafers were dipped in a 10% 
sodium hydroxide solution (KOH) for 15 min at 
75°C, followed by immersion in a 10% 
hydrofluoric acid (HF) solution at room 
temperature for 2 min to remove the native 
oxide.  

The two-step MACE process involved a first 
step with a solution of AgNO3:HF:DIW = 
0.004:8:50 at room temperature for 10 s. The 
second step used varying concentrations, 
temperatures, and reaction times of 
AgNO3:HF:H2O2: DIW, as detailed in Table 1. 
Ag nanoparticles were removed by immersing 
the wafers in H2O2:NH3.H2O (1:3) for 90 s at 
room temperature. The NSR process was applied 
using a sodium hydroxide and isopropyl alcohol 
solution (NaOH:IPA:DIW) for 10 min at 75°C. 

TABLE 1. Experimental groups of silicon wafers for studying the effects of parameters in the silver-
assisted chemical etching process and subsequent NSR process using a NaOH:IPA:DIW solution. 
(DIW volume: 25 ml) 

Groups HF:H2O2 
(ml) Time (s) Temperature 

(°C) 

TA1 
4:6 

70 55 6:8 
8:10 

TA2 8:10 
60 

55 70 
80 

TA3 8:10 60 
45 
50 
55 

TA4 
6:8 

60 50 8:10 
10:12 
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We selected wafers etched with the MACE 
process under conditions of HF:H2O2 = 4:6, 70 s, 

and 55°C to test the sodium silicate solution for 
the NSR process, as outlined in Table 2. 

TABLE 2. Group division of silicon wafers for studying the effects of Na2SiO3 concentration and 
etching time in the NSR process (DIW volume: 25 ml). 

Groups Na2SiO3 (g) IPA (ml) Temperature 
(°C) 

Time 
(min) 

TA5 1.5 0.5 80 
1 
2 
3 

TA6 
1.5 

0.5 80 1 2 
5 

 

After measuring the reflectance and obtaining 
the NSR conditions that yielded the lowest 
reflectance (Na2SiO3:IPA:DIW = 5:0.5:25, 1 

min, 80°C), the NSR process was performed on 
the etched wafers, as shown in Table 3. 

TABLE 3. Group division of silicon wafers for studying the effects of parameters in the two-step 
silver-assisted chemical etching process, followed by the NSR process using a Na2SiO3:IPA:DIW 
solution. 

Groups HF:H2O2 (ml) Time (s) Temperature (°C) 

TA7 
6:8 

60 50 8:10 
10:12 

TA8 8:10 
60 

50 70 
80 

 

The reflectance of the wafers was measured 
using a Shimadzu UV-2550, and the wafers were 
imaged by field emission scanning electron 
microscopy (FESEM) (ZEISS SIGMA FE-
SEM). 

Results and Discussion 
In the first step, silver nanoparticles were 

deposited on silicon wafers using an  AgNO3:HF 
precipitation solution through a galvanic 
displacement reaction, where two simultaneous 
processes occur on the silicon surface [12]: 

Cathode reaction: 
2H+ + 2e-   H2           (1)  
Ag+ + e-   Ag           (2) 
Anode reaction: 
Si + 2F-   SiF2 +2e-          (3)  
Si + 2F- + 2H+     SiF2           (4)  

After the silver particle deposition process, 
the silicon wafers were placed in the etching 
solution (HF:H2O2). The presence of silver 
particles on the wafer surfaces stimulates the 

etching of silicon. Holes are generated through 
redox reactions at the interface between the 
metal particles and etching solution. According 
to Eq. (5), the metal catalyzes the process of 
reduction of the oxidizing agent (H2O2), which 
subsequently injects holes into the silicon 
surface directly under the metal particles [29]: 

H2O2 + 2H+   2H2O + 2h+         (5) 

The open space around the metal particles 
allows the etching solution to penetrate, oxidize 
the silicon, and dissolve it using HF. Thus, the 
metal particle penetrates the silicon surface. 
Immediately below the metallic particle, the hole 
density is high, as silicon is removed extensively 
there. The silicon is first oxidized by the process 
described in Eq. (6), and then the oxide is 
dissolved by HF, as shown in Eq. (7) [30]: 
Si + H2O2 + 4h+     SiO2 + 4H+          (6) 
SiO2 + 6HF   H2SiF6 + 2H2O          (7) 

After etching in the HF:H2O2 solution, 
FESEM images showed that the rough surface of 
black silicon possesses sponge-like 
nanostructures, with random formation of 
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nonporous, as seen in Fig. 1(a).  This structure 
resulted in a reflectance of 3%, as seen in Fig. 
1(b), when the etching solution concentration 

was 4:6, the temperature was 55°C, and the 
etching time was 70 seconds. 

 
FIG. 1. (a) FESEM image showing the porous structure of the silicon surface. (b) Reflection spectrum as a 

function of wavelength (350-950 nm) for etched silicon with a concentration of HF:H2O2=4:6 at 55°C and an 
etching time of 70 s. 

NSR Process by NaOH Solution. 

After the etching process, nanostructure 
rebuilding (NSR) was carried out by immersing 
the wafers in an alkaline etching solution 
(NaOH:IPA:DIW). Three groups were prepared 
to study the effects of the etching solution’s 
material concentration, temperature, and etching 
time. 

Effect of Changing the Concentration of 
Etching Solution Materials at 55°C  for 70 
seconds. 

In group TA1 (Table 1), we studied the effect 
of changing HF:H2O2 ratios while maintaining a 
fixed DIW volume of 25 ml, with the etching 
temperature at 55°C and time at 70 s. 

The lowest reflection of 12.78% was recorded 
at a concentration ratio of  8:10  (Fig. 2). The 
H2O2 concentration is crucial for adjusting the 
silicon nanostructures during the texturization 
process. Increasing the H2O2 concentration raises 
the silicon etching rate, leading to the formation 
of nanostructures with porous walls due to the 
presence of metallic nanoparticles [31]. These 
porous walls can be etched later by the NSR 
process, forming new structures on the silicon 
surface, with their shape depending on the depth 
of the pore structures formed by the metal-
assisted etching process [9]. Depending on the 
concentration of H2O2, the precipitated Ag NPs 
can decompose into Ag+ ions and re-deposit 
elsewhere on the silicon, causing the MACE 
process to restart at those sites [32]. 

 
FIG. 2. Reflectance spectra as a function of 

wavelength (350-950 nm) for silicon wafers of the 
TA1 group etched with different concentrations of 

HF:H2O2. 
Fig. 3 shows FESEM images of the silicon 

after etching with different solution ratios. At a 
low ratio (4:6), inverted pyramidal structures 
mixed with deep cavities resulted in a relatively 
high reflectance of 14.73%, as seen in Fig. 3(a). 
As the etching solution ratio increased to 6:8, the 
surface reflectance rose to 20.78%. Figure 3(b) 
illustrates that the formed cavities had defined 
walls, with the presence of some inverted 
pyramid structures separating these deep cavities 
with flat, empty spaces from any geometric 
shapes, contributing to the high reflection.  

The reflectance decreased to 12.8% with the 
increase of the ratio of the etching solution to 
8:10. The FESEM images in Fig. 3(c) reveal a 
combination of inverted pyramidal structures and 
the appearance of moderate pyramidal structures, 
with deep cavities covering most of the surface. 
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FIG. 3. FESEM images of Si wafers in the TA1 group etched at 55°C for 70 s with different concentrations of 

HF: H2O2: (a) 4:6 ml, (b) 6:8 ml, (c) 8:10 ml. 

Effect of Changing the Etching Process Time 
on the Optical and Morphological Properties 
of the Wafers.  

To study the effect of etching time on silicon 
reflectance and surface composition, TA2 group 
samples were prepared with etching times of 60, 
70, and 80 s using an 8:10:25 etching solution 
ratio at 55°C. The lowest reflectance of 11.39% 
was obtained at 60 s (Fig. 4).  

FESEM images in Fig. 5(a) display a 
defective pyramidal structure overlapping with 
some deep cavities appearing at an etching time 
of 60 s. At 70 s, the surface reflectance increased 
to 12.78%, as the upright pyramid structures 
disappeared and inverted pyramids appeared 
alongside deep cavities, as depicted in Fig. 5(b). 
Further increasing the etching time to 80 s 
resulted in a higher reflectance of 19.8%, as 
shown in Fig. 5(c), where deep cavities overlap 
with flat areas devoid of geometrical structures. 

 
FIG. 4. Reflectance spectra as a function of wavelength (350-950 nm) for TA2 group silicon wafers etched for 

different durations (60, 70, and 80 s). 
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FIG. 5. FESEM images of Si wafers in the TA2  group etched for different durations: (a) 60, (b) 70, and (c) 80 s. 

Effect of Changing the Temperature of the 
Etching Solutions on the Optical and 
Morphological Properties of the Wafers. 

In the TA3 group, we studied the effect of 
varying the temperature of the etching solution, 
specifically at 45°C, 50°C, and 55°C. The porous 
layer formed before the etching process affects 
the shape and depth of the porous nanostructures 
formed by the metal-assisted etching process at 
different temperatures, with the thickness of the 

black silicon layer increasing at higher 
temperatures [33]. 

Fig. 6 shows the reflectance of the wafers. A 
reflectance of 20.38% was obtained when the 
temperature of the etching solution was 45°C. 
This high reflectance can be attributed to the 
surface morphology, characterized by upright 
pyramid structures, with some areas still 
containing silver particles due to the incomplete 
etching process at a relatively low temperature, 
as shown in Fig. 7(a). 

 
FIG. 6. Reflectance spectra as a function of wavelength (350-950 nm) for TA3 group silicon wafers etched at 

different temperatures (45°C, 50°C, and 55°C). 
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FIG. 7. FESEM image of Si wafers of the TA3 group etched at different temperatures: (a) 45°C, (b) 50°C, and 

(c) 55°C. 

When the temperature was raised to 50°C, the 
surface reflectance decreased to 10.74% as the 
silicon surface became covered with moderate 
hierarchical structures intertwined with deep 
cavities, as shown in Fig. 7(b). The surface 
reflectance increased to 11.39% after raising the 
temperature to 55°C, as the number of deep 
cavities increased. As for the upright pyramid 
structures, their number decreased significantly, 
with flat areas separating the deep cavities, 
leading to an increase in reflectivity, as seen in 
Fig. 7(c). 

 
Effect of Changing the Concentration of 
Etching Solution Materials at a Temperature 
of 50°C and Etching Time of 60 seconds. 

 
 In group TA4, we studied the effect of 

etching solution material ratios, as outlined in 

Table 1, with a constant DIW ratio of 25 ml for 
all  solutions, at 50°C and 60 s etching time. 

Fig. 8 shows the reflectance spectra of the 
wafers. A high reflectance of 22.27% was 
obtained at a low etching solution concentration 
of 6:8, where the surface structure of the silicon 
exhibited deep, overlapping cavities, as shown in 
Fig. 9(a). As the concentration of the etching 
solution increased to 8:10, the reflectance 
decreased to 10.74%, and the surface structure 
transformed into upright pyramidal structures 
intertwined with deep cavities, as seen in Fig. 
9(b). The reflectance rose to 22.51% when the 
concentration increased to 10:12, and the surface 
structure changed into irregular pyramids in 
height, with the inverted pyramidal structures 
disappearing, as depicted in Fig. 9(c). 
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FIG. 8. Reflectance spectra as a function of wavelength (350-950 nm) for silicon wafers in the TA4 group, 

etched with different concentrations of HF:H2O2. 

 
FIG. 9. FESEM images of Si wafers from the TA4 group etched at 50°C for 60 s using different concentrations 

of HF:H2O2: (a) 6:8 ml, (b) 8:10 ml, (c) 10:12 ml. 
Texturing Process Using Two-step Ag-assisted 
Chemical Etching Followed by the NSR 
Process with Sodium Silicate (Na2SiO3) 
Solution. 

The NSR process was performed on wafers 
that had been etched using a two-step silver-
assisted etching method. For the second step of 
the etching, the conditions were as follows: the 
etching solution consisted of 4 ml of HF and 6 
ml of H2O2 added to 25 ml of DIW. The process 
was conducted at a temperature of 55°C with an 
etching time of 70 s. 

Studying the Effect of Changing the NSR 
Process Time on the Optical and 
Morphological Properties of the Wafers.  

In group TA5 (Table 2) we studied the effect 
of NSR etching time while maintaining a 
constant Na2SiO3 concentration (1.5 g) and IPA 
concentration (0.5 ml) in 25 ml of DIW at a 
temperature of 80°C. At an etching time of 1 
min, a reflectance of 16.68% was obtained, as 
shown in Fig. 10. FESEM images in Fig. 11(a) 
revealed a rough surface with deep cavities, free 
of pyramid structures, resembling a porous 
surface where the layer was not fully removed. 
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FIG. 10. Reflectance spectra as a function of wavelength (350-950 nm) for silicon wafers group TA5, processed 

with the NSR method at different etching times (1, 2, and 3 min). 

 
FIG. 11. FESEM image of Si wafers in group TA5 etched using the NSR process at different etching times: (a) 1 

min, (b) 2 min, and (c) 3 min. 

As the etching time increased to 2 min, 
surface reflection rose to 19.68%. The FESEM 
images in Fig. 11(b) show that the surface 
became irregular and free of pyramid structures, 
with small pores present. At an etching time of 3 
min, the reflection decreased to 17.89% as the 
etching depth increased, causing the porous layer 
to disappear and pyramid structures to appear, 
interspersed with deep cavities, as seen in Fig. 
11(c). 

Study of the Effect of Changing the Na2SiO3 
Concentration in the NSR Process on the 
Optical and Morphological Properties of 
Wafers. 

 In group TA6 (Table 2), we investigated the 
effect of changing the concentration of Na2SiO3 
in the etching solution (1.5, 2 and 5 g), while 
keeping the IPA concentration fixed at 0.5 ml, 
the etching time at 1 min, and the temperature at 
80°C. At a low Na2SiO3 concentration of 1.5 g, a 
reflectance of 16.68% was obtained (Fig. 12). 
The silicon surface exhibited a rough texture 
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with deep intervening cavities, similar to a 
porous surface and free of pyramid structures, as 
seen in Fig. 13(a). 

With the increase of the concentration to 2 g, 
the surface reflectance decreased to 14.23%, and 
a rough surface was formed as seen in Fig. 13(b), 

with the disappearance of overlapping deep 
pores. At a concentration of 5 g, the reflectance 
decreased to 8.65%, with the formation of a 
rough surface characterized by non-overlapping 
pores with a smaller cross-section, as shown in 
Fig. 13(c). 

 
FIG. 12. Reflectance spectra as a function of wavelength (350-950 nm) for silicon wafers in group TA6, 

processed with the NSR method at different Na2SiO3 concentrations (1.5, 2, and 5 g). 

 
FIG. 13. FESEM images of Si wafers in group TA6 etched with different concentrations of Na2SiO3: (a)1 g, (b) 

2 g, and (c) 5 g. 
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Testing the Effect of the NSR Process on the 
Optical Properties of Etched Wafers Using 
Different Etching Solution Concentrations 
and Etching Times.  

We also tested the NSR process on wafers 
textured by a two-step silver-assisted etching 
process at different etching times and 
concentrations while maintaining a constant 
temperature of 50°C. For the NSR process, the 
etching solution concentration was 
Na2SiO3:IPA:DIW = 5:0.5:25, with an etching 
time of 1 min at a temperature of 80°C.  

Effect of Changing the Etching Solution 
Concentration on the Optical Properties of 
the Wafers. 

In group TA7, we studied the effect of the 
concentration of etching solution materials 
(HF:H2O2:DIW) in different ratios (6:8, 8:10, 
and 10:12) at a temperature of 50°C and an 
etching time of 60 s. The reflectance 
measurements for the TA7 wafers are shown in 
Fig. 14. The results were very similar across the 
different concentrations, with the lowest 
reflectance of 24.88% obtained at a 
concentration of (6:8). 

 
FIG. 14. Reflectance spectra as a function of wavelength (350-950 nm) for silicon wafers of the TA7 group 

etched at different etching solution concentrations (6:8, 8:10, and 10:12). 

The Effect of Changing the Etching Process 
Time on the Optical Properties of the Wafers 

In the TA8 group, the effect of the etching 
process time (60, 70, and 80 s) was tested at a 
temperature of 50°C with an etching solution 

concentration of 8:10. The wafer reflection is 
shown in Fig. 15. The reflectance measurements 
were similar across the samples, with the lowest 
reflectance of 18.34% observed an etching time 
of 80 s. 

 
FIG. 15. Reflection spectra as a function of wavelength (350-950 nm) for silicon wafers in the TA8 group at 

different etching times (60, 70, and 80 s). 
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Conclusion 
In our work, we investigated the effect of the 

NSR process on the wafers that were textured 
using a two-step silver-assisted chemical etching 
process. The NSR process was performed on the 
wafers after the metal-assistance etching process 
to change the shape of the surface structure from 
black porous silicon to pyramid structures, deep 
pores, and a rough surface with small pores.  

For the NSR process, two solutions were 
tested. The first solution consisted of sodium 
hydroxide and isopropyl alcohol. We examined 
the effects of the etching process parameters, 
including materials concentration, etching time, 
and temperature. When studying the 
concentration of the etching solution, the lowest 
reflection of 12.78% was obtained with an NSR 
process ratio of HF:H2O2 = 8:10. In terms of 

etching time, the minimum reflection of 11.39% 
was obtained with an etching duration of 60 
seconds. Regarding temperature, the lowest 
reflection of 10.74% occurred at 50°C, resulting 
in surface structures that featured pyramids 
overlapping with deep cavities.  

When using sodium silicate (Na2SiO3) 
solution and isopropyl alcohol (IPA) in the NSR 
process, the effect of the etching process 
parameters (materials concentration, etching 
time) was studied. The lowest reflection of 
17.89% was observed when the NSR process 
was performed for 1 minute. Additionally, when 
the etching solution concentration was 
Na2SiO3:IPA = 5:0.5, the lowest reflection of 
8.65% was achieved, and the wafer surfaces 
exhibited a rough texture. 
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Abstract: In this study, alkaline earth aluminates were investigated as potential hosts for 
new blue luminescent materials with nanoparticles. Ba1-xEuxAl2O4 with the stuffed 
tridymite hexagonal structure was successfully synthesized at 900 °C under controlled sol-
gel conditions. Divalent europium was effectively used to activate this host material, 
producing a brilliant blue-emitting phosphor. Its spectral photoluminescence at 408 nm 
appears to be in a region close to the laser blue region, with chromaticity coordinate values 
suitable for the standard blue of the PAL TV system. 

Keywords: Blue phosphors, BaAl2O4, Divalent Europium (Eu2+), Sol-Gel synthesis, 
Critical energy transfer. 

 
 

Introduction 
New phosphors are in constant demand, 

mostly for flat panel display applications where 
specific color rendition and adequate chemical 
and physical stability are required under the 
harsh environment of display operations [1-3]. 
Potential new blue phosphors are of great 
interest, especially if their optimal emission 
peaks are close to 405 nm. 

The most common alkaline earth aluminate 
MAl2O4 (M = Ba, Ca, and Sr) is the BaAl2O4 
hexagonal structure (space group P6322, 182). 
Various synthesis methods have been used to 
prepare BaAl2O4. These include solid-state 
reactions [4, 5], combustion [6, 7], and sol-gel 
synthesis [8]. When these techniques are 
compared to each other, the sol-gel technique 
offers several advantages, including relatively 
low preparation temperatures, ease of 
stoichiometry control, and the no need for 
expensive setups or equipment. 

Divalent europium Eu2+ is one of the most 
common rare-earth elements used for doping 
BaAl2O4 among alkali metal-based aluminate 
phosphors [8-10]. Consequently, considerable 
efforts have been dedicated to studying the 
reduction processes of Eu3+ to Eu2+ during 
phosphor preparation [11-13]. These techniques 
usually require complicated systems of furnaces 
coupled to quartz tubes through which inert 
gases are forced to flow to produce reducing 
atmospheres. These reducing atmospheres may 
include only H2 or a mixture of gases such as N2 
+ H2 [14]. Alternatively, a carbon atmosphere 
can be employed as a simplified method, 
sometimes favored for its ease of application 
across various systems [2]. Moreover, based on 
the model of the charge compensation 
mechanism, some complexes tend to allow 
spontaneous self-reduction of their constituents 
in air [15]. 
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The current work presents findings on the 
barium aluminate BaAl2O4 which can be 
activated with divalent europium to yield blue 
photoluminescence. Previous work on BaAl2O4 
produced luminescence around 500 nm due to 
the effect of the preparation methods and 
conditions [9]. 

Experimental Methods 
In a modified sol-gel technique, powder 

samples of Ba1-xEuxAlO4 with varying 
concentrations of 0-8 mole % were prepared. 
The starting materials were powders of 
Al(NO3)3.9H2O (98% extra pure, Alpha 
Chemika), Ba(NO3)2 (ACS: > 99.0% KT, Puriss. 
P.A.), and citric acid anhydrous (C6H8O7⋅H2O, 
extra pure). Eu(NO3)3.5H2O (99.9% trace metals 
basis, ALORICH) was added as the activator. 
Barium nitrate and aluminum nitrate were used 
as the source for metals, while citric acid acted 
as a polymerizing and chelating agent. The 
stoichiometric amount of citric acid was added to 
the solution in a 1:1 molar ratio with respect to 
the total cations (Ba2+ and Al3+) to complex the 
cations. All the starting materials were made part 
of a homogeneous solution in deionized water, 
D.I. [10]. The resultant clear solution was then 
heated for 30 minutes on a magnetic stirrer. 
Meanwhile, an ethylene diamine was added to 
this clear solution drop by drop to adjust the pH 
to 6. The mixture was then dried overnight using 
an infrared lamp. 

The collected mixture was then placed in a 
muffle furnace at 700 °C for 6 hours to remove 
all organic components. The recovered powder 
was later divided into two equal batches, each 
transferred to a separate crucible. These 
crucibles were placed individually in a regular 
muffle furnace and heated at 900 °C for 3 hours 
with a heating rate of 5 °C/min. One crucible 
was annealed in the presence of air, while the 
other was treated in a carbon atmosphere using a 
double crucible technique. In this technique, the 
sample is placed in the inner crucible, while 

activated charcoal powder fills the space 
between the inner and outer crucibles. 

Results and Discussion 
BaAl2O4 was prepared in both pure and 

doped phases, as shown in Figs. 1 and 2, and was 
found to be stable up to at least 1100 °C. The X-
ray diffraction patterns agreed well with the 
reference pattern from the International 
Collection of Diffraction Data for Powders 
(ICDD Card No. 96-100-8090). These figures 
show several doping concentrations of Eu2+ 
synthesized in air (1-8 mole %) and in a carbon 
atmosphere (1-3 mole %) compared to the ICDD 
standard card for BaAl2O4.  

The calculated unit cell parameters for the 
non-doped pure phase were a = b = 5.152 Å and 
c = 8.744 Å. These results can be compared 
compared to the values of Ref. [18], where a = b 
= 5.209 Å and c = 8.761 Å. These results were 
based on the collected diffraction pattern. 
Moreover, utilizing the Debye-Scherer’s 
equation for the calculation of the average 
crystallite sizes at the maximum peak (h k l) = (0 
1 2) for the hexagonal configuration, yielded 
values ranging from ~32 to 40, nm depending on 
the calcination time and duration. XRD 
measurements were performed using a Shimadzu 
XRD-7000 diffractometer with Cu K radiation 
( = 1.5404 Å). 

The particle size of freshly prepared powder 
samples was studied utilizing scanning electron 
microscopy (SEM, JEOL JSM6300 model). The 
images in Fig. 3 show a moderately well-
controlled distribution of particle sizes, with the 
nanocrystalline nature of the samples apparent. 
Moreover, the samples prepared in the presence 
of activated charcoal, as shown in Fig. 3(b), 
exhibited a larger density of relatively tiny 
particles residing on top of larger grains 
compared to samples prepared in air, as depicted 
in Fig. 3(a).  



Structural and Luminescent Characteristics of Divalent Europium Activated Barium Aluminate with the Tridymite Structure 
Synthesized by the Sol-Gel Technique 

 315

 
FIG. 1. Powder XRD of sol-gel synthesized BaAl2O4 annealed at 900°C for 3 h, with various concentrations of 

Eu2+, both in air and in the presence of activated charcoal. 

 
FIG. 2. Enlarged view of powder XRD for sol-gel synthesized BaAl2O4 annealed at 900 °C for 3 h (pure phase 
vs. 2 mole % Eu2+, annealed in air and in the presence of activated charcoal), compared to ICDD standard card 

No. 96-100-8090. 

  
(a) (b) 

FIG. 3. SEM images of the freshly prepared Ba0.99Eu0.01AlO4 in (a) air and (b) the presence of activated charcoal.     
Note the higher density of smaller particles atop the larger ones in the sample prepared in the presence of carbon 

atmosphere compared to the sample prepared in air. 
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The room temperature photoluminescent 
spectra (PL) of the freshly prepared powders 
were recorded using a Cary Eclipse (Varian) 
spectrofluorometer. The instrument settings 
included adjusting the voltage to 600 V to 
maximize the output of the Xenon lamp, which 
served as the light source. The excitation spectra 
were scanned and collected at a photoemission 
wavelength of 495 nm for both samples prepared 
in air and under a carbon atmosphere. The 
emission spectra were scanned at excitation 
wavelengths of 334 and 325 nm for samples 
prepared in air and under a carbon atmosphere, 

respectively. The emission spectra of Ba1-

xEuxAlO4 prepared in air, shown in Fig. 4(a), 
reveal two spectral broa-band emissions peaking 
at ~ 405 and 495 nm. Similar dual emission 
peaks have been reported recently [16], 
attributed to two distinct sites available for rare 
earth cations in the BaAl2O4 tridymite structure 
at the Ba Sites [19, 20]. These different sites 
likely favor different environmental preparation 
conditions. This was obvious from the distinct 
luminescent behaviors of the two samples shown 
in Figs. 4(a) and 4(b), prepared in air and under a 
carbon atmosphere, respectively. 

  
(a) in air (b) in carbon 

FIG. 4. Emission behavior of the two samples of Ba0.98Eu0.02AlO4 prepared in (a) air and (b) under the influence 
of carbon. Both samples were excited with a UV xenon handheld lamp at 365 nm. 

Usually, photoluminescence and absorption 
spectra of divalent europium exhibit broad bands 
due to electronic transitions from the ground 
state 8S7/2 (4f7) to the crystal field components of 
the 4f65d excited state configuration [21]. This 
emission of the Eu2+ can occur at any 
wavelength, extending from the blue region to 
the red region of the visible light, depending on 
the host material structure and the preparation 
conditions. The reduction of Eu3+ to Eu2+ in 
solid-state compounds prepared at high 
temperatures in air is generally governed by four 
conditions (model of charge compensation 
mechanism): (1) the host compounds must not 
contain any oxidizing ions; (2) the cation 
(europium in this investigation) must substitute a 
divalent cation in the host matrix; (3) the 
substituted cation must have a radius of the order 
comparable to that of the substituent (Eu2+) ion; 
and (4) the host compound should possess an 
appropriate structure, typically involving 
tetrahedral anion groups BO4, SO4, PO4, SiO4 or 
AlO4. Even though all these conditions may 
apply to the studied host structure, the varying 
luminescence intensities with different dopant 

concentrations suggest that spontaneous 
reduction of Eu3+ to Eu2+ can’t be a complete 
process without a reducing atmosphere. Citric 
acid used in the preparation may indeed act as a 
reducing agent, but this reduction was limited. 
Applying a reducing atmosphere results in 
further reduction and apparently to higher 
concentrations of Eu2+ cations. Considering this 
is the case, then the more reduced the dopants, 
the more help in producing the luminescence is 
recorded and shown in the figures. 

As shown in Fig. 5(a), the photoluminescence 
spectra of Ba1-xEuxAlO4 (x = 0.01, 0.02, 0.03, 
0.05, and 0.08) powders synthesized in air, in the 
wavelength range of 400 to 600 nm, reveal two 
broad peaks centered around 415 and 495 nm. 
The 495 nm band is more pronounced than the 
other band at the lower wavelength when 
samples are heated in air. We were successful in 
forcing luminescence to be concentrated near the 
wavelength of 408 nm at the expense of the other 
emission band by adjusting the sintering 
atmosphere to include carbon during this process 
and controlling the heating rate at a relatively 
slow 5°C/min up to soaking temperature. This 
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treatment resulted in the photoluminescence 
shown in Fig. 5(b) for BaAl2O4 doped with 
xEu2+ (x = 0.01, 0.02, 0.03, 0.05, and 0.08), 
where the rare-earth europium divalent cations 

favor residing on one of the barium sites. 
Moreover, the presence of carbon during the 
heating of the samples enhanced the relative 
luminescence intensity, as shown in Fig. 5(c). 
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FIG. 5. Emission spectra of Ba1-xEuxAlO4. The spectral bandpasses were kept at 2.5 nm for both the excitation 
and emission monochromators for all samples for comparison reasons. Samples were prepared (a) in air and (b) 

in the presence of carbon. (c) Comparison of spectra. 

In an attempt to estimate the critical energy-
transfer distance (rc) for divalent europium 
activators in the host matrix material, we utilized 
the subsequent equation [15]: Rc = 
2[3V/4XcZ]1/3. Here, Z  = 2 represents the 
available cation sites within the unit cell 
acknowledging two accessible distinct 
crystallographic sites for divalent europium in 
the BaAl2O4 crystal structure. Xc represents the 
Eu2+ critical concentration in the BaAl2O4 host 
material (~ 0.02) and V = 198.69 Å3 represents 
the unit cell volume. As such, the Eu2+ critical 
energy-transfer distance was approximated to be 
21.2 Å.  

Three competing mechanisms could describe 
the non-radiative processes between Eu2+ 
activators: excitation–emission spectral overlap, 
exchange-intercalation, and electric-multipolar 
intercalation. Out of these, the transfer-
intercalation necessitates shorter critical 
distances of a few Å or less, separating the 
donor-acceptor pairs, as it is typically 
responsible for the forbidden energy-transfer 
transitions. However, since the electric dipole 

(8S7/2 → 5d) transition of the divalent europium 
is parity-allowed [22], the exchange-intercalation 
mechanism can be neglected in BaAl2O4:Eu2+ 
phosphors. Moreover, the registered insignificant 
spectral overlap in the BaAl2O4:Eu2+ phosphors 
(Fig. 5) suggests that the radiation-reabsorption 
mechanism is to be disregarded also for this 
particular luminescent behavior since this 
mechanism can only be considered when 
substantial overlap is shown between the 
excitation and emission spectra. Hence, we are 
only left with the possibility that the electric-
multipolar intercalation processes of divalent 
europium activators in BaAl2O4 are possibly 
accountable for the photoluminescence 
quenching and the energy transfer. 

The blue emission near 408 nm of the 
BaAl2O4:0.02Eu2+, along with its excitation 
spectrum shown in Fig. 6, indicates that this 
material could be a promising candidate for blue 
phosphors. This potential makes it worthwhile to 
check its chromaticity coordinates for 
comparison with other emerging blue phosphors. 
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FIG. 6. Excitation and emission spectra for Ba0.98Eu0.02Al2O4. The spectral monochromator slits were set to 2.5 

nm, with medium voltage setting adjusted to 600 V. 
The chromaticity coordinates of the sol-gel 

prepared BaAl2O8:Eu2+ powder samples based 
on the CIE 1931 were calculated depending on 
the emission spectra and plotted on the 
chromaticity diagram (Fig. 7). It is worth 
mentioning here that the white-point 
chromaticity coordinates are (0.333, 0.333). In 
order to display the degree of the color purity of 
the luminescent emission, one typically 
determines how far the color is shifted from the 
saturated color locus at the spectralboundary. 
Hence, color purity is calculated as the length of 
the line representing how far the calculated 

chromaticity coordinates with respect to the 
chromaticity coordinates of the white point 
divided by the length of the line representing 
how far the chromaticity coordinates of the 
saturated color locus compared to the 
chromaticity coordinates of the white point 
multiplied by 100%. Based on this procedure, it 
is found that the BaAl2O8:Eu2+ color purity 
amounts to 88.4%, compared to 94.9% reported 
for CaB2Si2O8:Eu2+ which was found suitable for 
the NTSC values for the blue standard [22], and 
83.9% for the Osram-Sylvania BAM (used as a 
reference for blue phosphor) [23]. 
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FIG. 7. CIE 1931 chromaticity diagram with chromaticity coordinate points labeled “Carbon” and “Air”, 

indicating the calculated color coordinates obtained from the luminescence emission spectra of sol-gel prepared 
Ba1-xAl2O4:xEu2+ phosphor samples either in air or in the presence of carbon. 
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The two points for the 2% doped samples 
prepared in air and under a reducing atmosphere 
are placed on the chromaticity diagram adjacent 
to the saturated color locus and specified on the 
color space diagram by their locations. The color 
purity coordinates of the Ba0.98Eu0.02Al2O4 
powder sample prepared with activated charcoal 

are listed in Table 1, alongside those of 
Ca0.96Eu0.04B2Si2O8 and the Osram Sylvania Blue 
reference phosphor. Moreover, the color purity 
of the prepared Ba0.98Eu0.02Al2O4 powder sample, 
shown in Fig. 7, is found to be close to the 
standard CIE PAL TV primary values for blue 
[23]. 

TABLE 1. CIE chromaticity coordinates of sol-gel synthesized barium aluminate activated with 
divalent europium in the presence of carbon, compared to divalent europium-activated danburite 
and the BAM Osram Sylvania blue reference phosphor type 2461. 

Concentration (mol %) X Coordinate Y Coordinate  
Ba0.98Eu0.02AlO4 0.1697 0.0630 This Work 

Ca0.96Eu0.04B2Si2O8 0.1427 0.0576 Synthetic Danburite [22] 

BAM Reference 0.1417 0.1072 [Osram-Sylvania type 2461 
Reference phosphor] 

 

Conclusion 
Phase-pure nanocrystalline barium aluminate 

with the stuffed tridymite structure was 
successfully prepared via a modified sol-gel 
reaction of barium nitrate and aluminum nitrate. 
When activated by Eu2+, it exhibited initial 
emission from cations residing on both Ba2+ 
competing sites. Annealing under a reducing 
atmosphere resulted in an enhanced probability 
of reducing Eu3+ and hence improving their 
likelihood of occupying favorable sites. This 
process resulted in a brilliant, single blue broad-
band phosphor with а maximum centered at ~ 
408 nm. This wavelength, suitable for the laser 
blue color rendition, is produced at the optimal 
doping concentration of about 2 mol.% of Eu2+ 
in the BaAl2O4 host. In addition, the critical 
energy transfer distance was calculated to be ~ 

21.2 Å. The calculated chromaticity coordinates 
of these successfully sol-gel synthesized 
phosphors were found to be (0.169, 0.063). 
Finally, based on the 1931 CIE chromaticity 
diagram and the tables of the PAL TV systems 
for blue phosphors, these prepared materials 
appear to be promising candidates. 
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Abstract: In this work, we measure the plasma parameters by using an AC high-voltage 
power supply that generates a non-thermal plasma jet system at atmospheric pressure. A  
nickel (Ni) metal strip, with dimensions of 1.5 × 10 cm2, was connected to the anode 
electrode of the AC power supply. This nickel strip was immersed in a flask with a small 
amount of distilled water positioned below the plasma plume nozzle. Optical emission 
spectroscopy (OES) was used to diagnose the plasma system at different argon gas flow 
rates (1-5 L/min) and varying applied voltage values (11-15 kV). It is significant to know 
the processes accompanying plasma generation to measure their parameters which include 
the electron temperature (Te), electron number density (ne) of the plasma, Debye length 
(λD), and plasma frequency (fp). Our results showed an increase in the intensity of spectral 
lines with the increase in applied discharge voltage (11-15 kV). The maximum peak for ArI 
was observed at a wavelength of 811.531 nm, and the maximum peaks for nickel (Ni) were 
observed at wavelengths of 285.21 and 519.70 nm. Also, the results indicated a gradual 
increase in electron temperature (Te) and electron density (ne) values at the applied voltage 
of 0.403-0.468 eV. Likewise, the electron density (ne) was in the range of (11.486-13.851) 
× 1017 cm-3. 

Keywords: Atmospheric plasma jet, Nickel (Ni) plasma parameters, Electron temperature, 
Spectroscopic optical emission (OES). 

 
1. Introduction 

Plasma has free-charged particles at the 
macroscopic level, with both negative and 
positive charges storing roughly the same 
amount of energy [1]. The energy needed to 
generate plasma can be supplied in several ways: 
through heat from a combustion process, through 
the interaction between laser radiation and a 
solid, a liquid, or gas, or through electrical 
discharges in gases, in which free electrons take 
energy field and lose it through excitation and 
ionization processes of the atoms and molecules 
in the gas. On a macroscopic scale, plasmas are 
electrically neutral since the number of positive 
and negative charges is similar [2]. The goal of 
plasma diagnostics is to obtain information about 
plasma parameters through various experimental 

techniques [3]. In order to determine plasma 
attributes, it is necessary to understand the 
effects of the numerous physical processes that 
occur and to determine the effects of these 
processes. Electrical sampling and optical 
spectroscopy of emissions are examples of such 
diagnostics [4]. Spectroscopic procedures, such 
as laser dispersion, emission, absorption, and 
fluorescence spectrometry, are unique methods 
for collecting distinct sections of plasma without 
altering its status or structure [5]. One of these 
techniques is optical emission spectroscopy 
(OES), which relies on calculating the plasma's 
optical radiation to describe plasma parameters 
in the chemical, molecular, and ionic radiator's 
near environments [6, 8]. So, in order to obtain 
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information about plasma, such as electron 
density, excited species state densities, 
collisional electron–atom, atom-atom, and ion–
atom effects, energetic distribution of species, 
temperature of species, charge transfer between 
plasma components, rotating structure of 
molecules, and even electric charge, 
spectroscopy serves as a non-intrusive method 
for analyzing electromagnetic radiation from a 
plasma source [7, 9] Atomic spectra are 
primarily concerned with the exchange of energy 
between the atom and electromagnetic radiation, 
which can be associated with a valence electron 
changing its orbit in the simplest model [7, 10].  

Recent developments have sparked renewed 
interest in using atmospheric pressure plasmas in 
a myriad of applications biology, 
nanotechnology, and agriculture [11]. This is 
especially true in biomedicine, where uses 
include inhibiting microorganisms, regenerating 
tissue, and whitening teeth, among others [12]. 
For such low-density plasmas, the population 
densities of the new rates are computed using a 
balance between radiative decay to ground state 
and collisional excitations. Due to its ability to 
recognize and forecast particular properties of 
plasma, such as populations with particle 
velocity distribution and relative energy levels, 
the temperature of the plasma is a crucial 
thermodynamic attribute. The electron 
temperature (Te in eV) is calculated using the 
equation below [3]: 

푙푛 = − 퐸 + ln ( )           (1) 

where gj denotes the statistical weight of the 
second spectrum line, λji denotes the wavelength 
of the second level (j) and the first level (i), and 
Ej is the excited state energy of the upper level. 
Ei is the first level in the spectrum of plasma in 
eV, Iji denotes the spectrum intensity of the 
second level (j) and the first level (i), Aji denotes 
the transition probability of the second (j) and 
the first level (i), N denotes the density of the 
state's population, and KB denotes the Boltzmann 
constant. Another main parameter for plasma, 
the electron density, can be calculated from the 
equation [3]: 

 푛 = ∆ 푁  (푐푚 )            (2) 

where Δλ is the full width at half maximum 
(FWHM) in nm of the line, ωs is the Stark 
broadening parameter found in standard tables, 

Nr is the reference electron density. In the 
analysis of plasma spectra, Stark broadening is 
an essential factor in spectral line widening 
because it provides the necessary electron 
density at the desired plasma electron 
temperature [13]. Doppler broadening, 
instrumental broadening, and natural broadening 
all contribute to the Gaussian profile [14]. If 
electron impact widening is considered while the 
ion dynamics are neglected during the radiative 
process, a Lorentzian profile can be obtained. 
The frequency of plasma is determined from the 
following equation [15]: 

f =
∘

= 8.98 푛  (Hz)            (3) 

where e2 represents electron charge, ne electron 
number density, me electron mass, and Ɛᵒ 
permittivity. Debye shielding is the response of 
charged particles to lower local electric fields, 
giving plasma its quasi-neutrality feature. To 
calculate the Debye length 휆퐷, we can use this 
equation [16]: 

휆 =  = 743 ×  (푐푚)          (4) 

The main objective of this paper is to 
describe the use of OES to analyze a nickel 
plasma jet, calculate plasma parameters by the 
Boltzmann plot method, which is used to 
estimate the electron temperature, calculate other 
plasma parameters, and understand the effects of 
increasing applied voltage and gas flow on the 
behavior of electron temperature and electron 
density. 

2. Material and Methods 
2.1. Preparation of Nickel Metal and Main 
Tools 

A small flask containing distilled water was 
used to partially submerge a nickel-metal (Ni) 
plate. The detection instrument of the 
spectrometer was installed close to the plasma jet 
head to measure the intensity of the emission 
spectra. An S3000-UV-NIR spectrometer was 
used to measure the spectral wavelengths 
emitted during plasma jet generation, with the 
spectral emission recorded in the range of 270-
1000 nm. The dimensions of the nickel plate 
were  1.5 × 10 cm, with 6 cm of nickel (Ni) 
submerged in the distilled water. The optical 
fiber of the spectrometer device sensed the 
spectral emissions during the generation of the 
plasma and its interaction with the distilled water 
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in the flask. The length of the plasma was 
controlled by the gas flow device (flowmeter) at 
an applied voltage of 11-15 kV. 

2.2. Setup of Plasma Jet System 

To generate plasma in this system, argon gas 
was used. A high alternating voltage power 
supply of up to 20 kV was used with a cut-off 
frequency of 50 kHz. The high-voltage power 
supply represented the main unit in the plasma 
jet system for ionizing the argon gas and 
obtaining plasma at room pressure. The cathode 
electrode of the voltage supply was connected to 
the tip of the plasma jet, while the anode 
electrode high-voltage power supply was 
connected through a connecting wire with nickel 
metal, which connected with the protruding part 
of the nickel metal immersed in the flask below 
the plasma jet as shown in Fig. 1. The voltage 

used to generate plasma was changed from 11 to 
15 kV with the gas flow value fixed at 5 L/min.  
Similarly, the gas flow rate was varied between 1 
and 5 L/min while keeping the applied voltage 
fixed at 15 kV. Diagnostics were performed in 
the laboratory at the atmospheric pressure of the 
room. A spectrometer linked to a control unit 
(PC) was used to record the resulting spectra and 
obtain spectral data at the above variables. The 
plasma spectrum of argon gas was collected at 
690-975 nm, while the nickel spectrum data 
(NiI) was recorded at 280-915 nm. These 
recorded data were examined and matched with 
data from the National Institute of Standards and 
Technology (NIST). Finally, the nickel metal 
plasma parameters were calculated, and their 
properties were explained. 

 
FIG. 1. Schematic setup of atmospheric nickel plasma jet and spectroscopic device with the rest of the tools, 

including the high voltage power supply to generate plasma, argon gas bottle, and gas flow device controlled by 
a flowmeter. 

3. Results and Discussion 
After preparing the plasma system for optical 

diagnostics, the S3000-UV-NIR optical 
diagnostic device was prepared, and its optical 
fiber detector was positioned close to the 
generated plasma plume. An optical spectrum of 
the system was obtained using the spectrometer 
diagnostic device. Figure 2 presents the optical 
emission spectrum for the plasma jet system at 
different voltages with a fixed value of argon gas 
flow. Figure 3 presents the measured optical 
spectrum for the plasma system at a different 
flow of argon gas, with the applied voltage fixed 
at 15 kV.  

In both figures, the influence of applied 
voltage and gas flow on the optical diagnosis is 
evident, as the peak intensities increase 
progressively with both factors. The peaks of 
nitrogen gas (N2I) appear in the wavelength 
range of 280 to 422 nm, while the peaks of argon 
gas (ArI) are observed from 690 to 975 nm. In 
both figures, the highest peak of nitrogen gas 
(N2I) is at a wavelength of 336.93 nm, and the 
highest peak of argon gas is at 811.53 nm. It is 
also clear from the figures that multiple peaks of 
nickel metal NiI are visible from 285 to 915 nm, 
including peaks at 285.21, 317.39, 335.62, and 
409.55 nm, and so on, up to 915.34 nm. These 
peaks become more pronounced with the 
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increasing values of influencing factors, 
indicating a rise in the number of interactions 
between plasma particles and an increase in the 
emission of ArI gas. All the peaks illustrated in 

the two figures correspond to the data from the 
National Institute of Standards and Technology 
(NIST) and are consistent with the results of 
previous studies by other researchers [17-19]. 

 
FIG. 2. Diagnosed optical spectrum of a nickel plasma jet system using OES at different discharge voltages (11-

15 kV) with a fixed gas flow rate of 5 L/min. The spectrum lines include nickel (Ni), (Ar), and (N2), ranging 
from 285.21 to 915.34 nm.  

 
FIG. 3. Diagnosed optical spectrum of a nickel plasma jet system using OES at different gas flow rates (1-5 
L/min) with a constant discharge voltage of 15 kV. The spectrum lines include nickel (Ni), (Ar), and (N2), 

ranging from 285.21 to 915.34 nm. 
At a low flow level of argon gas, a small part 

of the gas atoms emerging from the plasma 
nozzle ionizes through interactions and thermal 
collisions between the atoms. With the gradual 
increase in the level of gas flow (1-5 L/min) or 
applied voltage (11-15 kV), and as a result of the 
applied voltage difference between the 
electrodes, electrons are released from the 
negative electrode and are then accelerated. This 
process, coupled with an increase in the level of 

gas flow or an increase in the voltage applied, 
leads to an increase in the collisions of gas 
atoms. These collisions generate pairs of 
electrons and ions by interacting with neutral 
atoms, causing further ionization for these 
neutral atoms. Nickel metal, which contains 
secondary electrons on its surface, contributes to 
the chain of reactions inside the flask, with the 
increasing flow of argon gas and applied voltage 
used to generate plasma during diagnostics.  
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One of the most important parameters of 
plasma is the electron temperature. Using Eq. 
(1), one can calculate the temperature by 
determining the slope of the linear fit of the 
curve obtained from plotting 푙푛⌈휆푗푖퐼푗푖/ℎ푐퐴푗푖푔푗⌉ 
versus Ej, as shown in Fig. 4. Another important 

plasma parameter is the electron number density 
(ne), which can be determined through the data 
obtained by using Eq. (2). This calculation 
involves the full width at half maximum 
(FWHM) values at each applied voltage (11-15 
kV), as shown in Fig. 5. 

 

 
FIG. 4. Boltzmann plot of 푙푛⌈휆푗푖퐼푗푖/ℎ푐퐴푗푖푔푗⌉ vs. the upper energy level (Ej) of nickel metal spectrum generated by 
an atmospheric plasma jet system for different values of applied voltage (11-15 kV) and constant gas flow rate of 

5 L/min. 
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FİG. 5. Full width at half maximum (FWHM) of the nickel metal spectrum in an atmospheric plasma jet system 
at different values of applied voltage (11-15 kV) and a constant gas flow rate of 5 L/min (Lorentzian Fitting) at 

807-815 nm. 

 Table 1 shows the measured plasma 
parameters diagnosed at a variable applied 
voltage of 11-15 kV, with the gas flow value 
being fixed at 5 L/min. These plasma jet 
parameters were determined using Eqs. (1) - (4). 
It is clear from the table that the measured 

plasma frequency fp increases with the increase 
in the applied voltage values, while the Debye 
length λD decreases with the increase in the 
applied voltage under the same argon gas flow 
conditions. 

TABLE 1. Atmospheric plasma jet parameters for nickel metal (Ni) at different applied voltages (11-
15 kV) with a fixed gas flow rate of 5 L/min. 

V (kV) Te (ev) FWHM (nm) ne x 1017 (cm-3) fp x 1012 (Hz) λD (x 10-6 cm) 
11 0.403 1.700 11.486 9.624 0.440 
12 0.427 1.800 12.162 9.903 0.428 
13 0.451 1.900 12.838 10.175 0.441 
14 0.448 2.000 13.514 10.439 0.430 
15 0.468 2.050 13.851 10.569 0.432 

 

Figure 6 depicts the correlation between 
electron temperature and electron number 
density as a function of the applied voltage used 
to generate plasma in this system. The results 
show a clear increase in electron temperature 
from 0.403 to 0.468 eV with increasing applied 
voltage at a constant argon gas flow rate of 5 
L/min. Similarly, the electron density increases 
from 11.486 x 1017 to 13.851 x 1017 cm-3 at an 
applied voltage of 11-15 kV. At the first value of 
the applied voltage, 11 kV, the electron 
temperature was 0.403 eV and the electron 
density was 11.486 x 1017 cm-3. With the 
increased value of the applied voltage, electron 
temperature and density began to rise. The 
reason for this is the increase in the neutral 

electronic collisions that occur on the walls of 
the plasma jet. The value of the electron 
temperature at 15 kV is 0.468 eV, and the 
electron density is 13.851x1017 cm-3.  

There are more collisions between electrons 
and argon atoms before getting out of the plasma 
nozzle when the applied voltage is gradually 
increased, which results in an increase in the 
amount of energy transferred from electrons to 
gas molecules, which increases the temperature 
of the gas, so the electron density will gradually 
increase, especially since gas flow is 5 L/min.  

This behavior indicates that the amount of 
argon gas passing through the plasma is 
substantial, leading to a slight increase in both 
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electron temperature and density. It is clear that 
the applied voltage is directly related to the 
measured plasma parameters, as electrons are 
accelerated from the cathode to the anode, 
gaining kinetic energy and colliding with gas 
molecules between the electrodes. This 
acceleration continues until the electron collides 
with an argon gas molecule. At lower collision 
energies, only elastic scattering occurs. 
However, as the applied voltage increases 
gradually from 11 kV to 15 kV, electrons can 
lose significant amounts of energy by exciting 
gas molecules to higher internal energy states, 
and at even higher energies, ionization can occur 
within the plasma jet. 

The ionization process is, of course, essential 
to achieve an increase in electron temperature 
and number density. Consequently, some of 
electrons are absorbed by the neutral particles, 

while others are lost in collisions (electron-
neutral particles). The loss of charged particles 
(electrons and ions) takes place through 
diffusion to the walls of the plasma jet tube, 
where they recombine. In the case of the plasma 
jet, the shape of the plasma tube resembles a 
cylinder, with ionization and collision events 
occurring along and inside this cylindrical 
column. Under these conditions, the tube radius 
of the plasma jet influences electron distribution 
through collisions and diffusion to the walls by 
an increase in applied discharge voltage and 
argon gas flow [20-22]. As the applied field 
accelerates the newly liberated and colliding 
electrons, a secondary ionization process occurs, 
leading to the collapse process, which increases 
electron temperature and electron number 
density in the plasma jet system, as shown in 
Fig. 6, consistent with previous studies [3,14]. 

 
FIG. 6. Electron temperature (Te) and electron number density (ne) plot for the nickel metal plasma jet at 

different applied voltages (11-15 kV) and a constant flow rate of 5 l/min. The highest electron temperature (Te = 
0.468 eV) and electron number density (ne=13.851x1017 cm-3) were both observed at  an appplied voltage of 15 

kV. 

4. Conclusions 
In this research, the results obtained by 

measuring and studying the plasma parameters 
of nickel showed a clear discrepancy between 
electron temperature (Te) in the plasma and 
electron number density (ne) with the gradual 
increase of applied voltage from 11 to 15 kV 
during plasma generation. The electron 
temperature ranged from 0.403 to 0.468 eV, 
while the electron number density values ranged 
from 11.486 x 1017 to 13.851 x 1017 cm-3 for the 
different applied voltages. Many spectral peaks 

of these emissions were observed as well, 
including spectral lines for Argon (ArI), (NiI), 
and (N2I). The highest intensity for argon gas 
(ArI) was obtained at a wavelength of 811.53 
nm, while the maximum peak for nitrogen gas 
(N2I) was found at 336.93 nm. Multiple nickel 
emission line peaks appeared, ranging from 
285.21 to 915.34 nm. According to the results, 
the rise in spectral emission intensity caused by 
the passage of argon gas indicates that the 
number of gas molecules is increasing. This 
implies that the electrolyte field's energy is 
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sufficient to induce secondary ionization of 
molecules, hence ionizing the vast majority of 
gas particles traveling through the plasma tube. 
Consequently, this points to a close correlation 
between the increase in energy and the increase 
in the values of the measured plasma parameters. 
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Abstract: Due to their excellent electronic properties, full-Heusler compounds have 
become one of the most interesting families of alloys in superconductivity. More recently, 
computational methods have been actively employed to support the rapid discovery of new 
complete Heusler alloys by identifying stable compositions with desired properties. 
Therefore, we investigated the stability, structure, and electronic properties of the lithium-
based Heusler compound LiGa2Ir using first-principles calculations. We explored the 
effects of exchange-correlation, namely Perdew-Burke-Ernzerhof (PBE), PBE+U, and 
Tran-Blaha modified Becke-Johnson potentials, as well as the effect of heavy metal spin-
orbit coupling on these Heusler compounds. The results show that LiGa2Ir is energetically 
stable, and the obtained lattice parameter value (a = 6.0927 Å) agrees with the experimental 
results. LiGa2Ir exhibits metallic behavior under all three exchange-correlation estimates. A 
much stronger spin-orbit coupling effect is observed for electronic states with energies 
below the Fermi level EF, especially in the Tran-Blaha modified Becke-Johnson 
approximation. Significant spin-orbit coupling effects are evident from the total and partial 
density of states figures, especially in the energy range from -4.5 eV to -2 eV. The 
contributions from Ir-d and Ga-p orbitals are the largest, while the contribution from the Li 
atom is small. Our findings will benefit future theoretical and practical work on lithium-
based full-Heusler alloys. 

Keywords: Full-Heusler, DFT, Spin-orbit coupling, Electronic properties, Density of 
states. 
 

 
1. Introduction 

Heusler alloys have received significant 
attention due to their attractive physical 
properties [1] such as interesting magnetic 
properties [2, 3], high spin polarization [4], spin-
gapless semiconducting nature [5], 
superconductivity [6], diverse optoelectronic [7] 
and thermoelectric properties [8]. They are 
considered among the most promising 
nanomaterials for applications that include 
thermoelectric materials [9], new spintronic 
devices [10-13], optoelectronic [14], 
ferromagnets [15], magnetocaloric materials 

[16], topological insulators [17], 
superconductors [6], shape memory alloys [18], 
and more recently, catalysts [19].  

Heusler compounds are among the best 
intermetallic compounds. They are represented 
by the general formula X2YZ, XYZ, or XXʹYZ, 
where X, X ,ʹ and Y are transition metal atoms 
and Z is a main group element. Depending on 
the configuration and number of elements 
involved, the compounds can be full, half, 
inverse, semi, or quaternary Heusler alloys. All 
Heusler compounds crystallize in the L21 cubic 



Article  Ouahdani et al. 

 332

structure (space group Fm-3m), with four 
interpenetrating face-centered cubic (fcc) 
structures [20]. 

Identifying Heusler materials with interesting 
physical properties has proven to be a difficult 
task in scientific research. Among these Heusler 
compounds, Li-based Heusler materials are 
gaining increasing attention due to their 
extraordinary properties and potential 
applications, particularly in optical and photonic 
devices, semiconductors for high-efficiency 
power electronics, and superconductors [14].  

Damewood et al. investigated the role of Li in 
half-Heusler LiMnZ (where Z = N, P, Si) in 
stabilizing and increasing the magnetic moments 
of half-metals [21]. LiMgBi, LiZnP, LiCdP, and 
LiAlSi were studied using first-principles density 
functional calculations by Kandpal et al. [22]. 
This report focused on the examination of band 
gaps and the nature (covalent or ionic) of 
bonding in semiconducting half-Heusler 
compounds [22].  

Amudhavalli et al. also employed first-
principles calculations based on density 
functional theory to study semiconducting Li-
based half-Heusler compounds (LiBeAs, 
LiBeSb, LiBeBi, and LiScGe) [14]. Their 
computed electronic structure profile reveals the 
semiconducting behavior of these materials [14].  

Manoj et al. studied the thermoelectric 
properties of Li-based half-Heusler alloys LiYZ 
(Y = Be, MgZn, Cd and Z = N, P, As, Sb, Bi), 
showing that all the compounds have larger 
values of power factors [23].  

Weibo Yao et al. reported using first-
principle predictions of the half-metallic 
ferrimagnetism in Li-based full-Heusler alloys 
Mn2LiZ (Z = Sb, As) with highly ordered 
structure [24].  

The structural, electronic, magnetic, and 
thermoelectric properties of the new full-Heusler 
compounds Mn2LiZ (Z = Si, Ge, and Sn) were 
investigated by Hadji et al., who showed that 
these compounds exhibit half-metallic 
ferrimagnetism with a fairly large gap and a low 
net spin magnetic moment [25].  

The superconductivity in LiGa2Rh was 
studied experimentally by Carnicom et al., and it 
was demonstrated that the full-Heusler 
compound LiGa2Rh is a superconductor with a 
Tc of 2.4K [26].  

Using first-principles calculations, Hadji et 
al. reported the structural, electronic, magnetic, 
and electronic transport properties of new 
Heusler compounds Mn2LiZ with Z = Al and Ga 
[27]. Their findings from the band structure 
calculations indicated that the Mn2LiAl 
compound is a spin-gapless semiconductor and 
Mn2LiGa is a nearly spin-semimetal [27].  

More recently, Karolina et al. studied 
experimentally and theoretically the 
superconductivity in the LiGa2Ir Heusler-type 
compound. Their measurements indicated a bulk 
superconductivity with a Tc of 2.94K. Through 
first-principles calculations, they examined the 
electron-phonon interaction and the SOC effect 
on the electronic structure. The phonon 
dispersion curve showed the dynamical stability 
of the compound, while the electronic bands and 
DOS curves indicated a small effect of SOC near 
the Fermi energy (EF).  

The efficiency and accuracy of DFT are given 
by the best choice of exchange-correlation (XC) 
functionals. In the present work, we applied DFT 
calculations to study the Heusler-type compound 
LiGa2Ir with different XC functionals, namely 
Perdew-Burke-Ernzerhof (GGA-PBE), the Tran-
Blaha modified Becke-Johnson (TBmBJ) 
exchange potential, and the generalized gradient 
approximation developed by PBE with Coulomb 
Potential (PBE + U). These functionals have 
been found to perform better in calculating the 
structural and electronic properties of several 
Heusler-type compounds, although they have not 
been applied previously to LiGa2Ir examined in 
the present paper.  

We carried out systematic calculations using 
these XC functionals, combined with SOC 
effects, to analyze the thermodynamic stability, 
as well as structural and electronic properties of 
the LiGa2Ir Heusler-type compound. This work 
is structured as follows. Section 2 describes how 
to calculate. Section 3 presents the results and 
the discussion on stability, structural properties, 
and the effects of XC and SOC on the electronic 
band structure, along with total and partial 
density of states (DOS and PDOS) profiles. 
Finally, Section 4 presents the conclusion. 

2. Computational Method 
We performed calculations in the context of 

density functional theory (DFT) using the full-
potential linearized enhanced plane wave method 
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(FP-LAPW) implemented in the Wien2k code 
[28] to characterize the structural and electrical 
features of the LiGa2Ir Heusler compound. To 
approximate the XC energy function, we added 
the PBE form to the GGA, the exchange 
potential TB-mBJ, and the Coulomb potential to 
be used (PBE + U). The Hubbard effective 
potential Ueff = U - J (where U represents the 
Coulomb interaction and J expresses the 
exchange interaction for both Ir and Ga atoms) 
was used for strongly d- or f-correlated electrons 
[29]. In this work, we used an effective Ueff = 1.6 
eV on the Ir atom site (strongly 5d correlated 
electrons), computed using the constrained 
random-phase approximation (cRPA) [30], 
which yields a very good account of the ground-
state electronic and magnetic properties [31-33]. 
For different approximations of the XC, we 
performed the calculations in the presence and 
absence of SOC.  

The LiGa2Ir compound consists of three 
atoms with electronic valence configurations as 
follows: Ir (4f 14, 5d7, 6s2), Ga (4s2, 3d10, 4p1), 
and Li (2s1). The cutoff energy separating the 
core and valence states was set at -6 Ry. The 
muffin-tin (MT) radii used for Li, Ga, and Ir 
were 2, 2.24, and 2.47 a.u, respectively. The 

crystal structure was relaxed until the force on 
each atom converged to less than 0.01 Ry/u.a. 
We expanded the basis function to RMTxKmax = 7, 
where RMT is the minimum radius of the atomic 
sphere and Kmax is the largest k-vector in the 
plane wave expansion. The charge density of the 
Fourier expansion was truncated at Gmax= 
12Ry

1/2. The maximum angular momentum of 
the atomic orbital basis functions was set to lmax 
= 10. The total number of k-points in the first 
Brillouin zone (BZ) was determined to equal 
1000. The iteration process was stopped when 
the total energy convergence threshold of 0,0001 
RY was reached. 

3. Numerical Results and Discussion 
3.1. Structural Properties and Stability 

The compound LiGa2Ir crystallizes in a face-
centered cubic structure with space group Fm-
3m (No. 225). It has the formula unit in the 
primitive Bravais cell, with atoms occupying the 
following Wyckoff positions: Li at (4b) (1/2, 1/2, 
1/2), Ga (8c) (1/4, 1/4, 1/4), and Ir (4a) (0,0,0). 
The crystal structure of LiGa2Ir is shown in Fig. 
1. The unit cell volume of LiGa2Ir has been 
optimized. 

 
FIG. 1. Optimized crystal structures of LiGa2Ir Heusler alloy compounds.

To assess the stability and ground-state 
properties of the LiGa2Ir structure, we plotted the 
variation in unit cell volume as a function of 

total energy using the Murnaghan equation of 
state [35], given by: 
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1. Ref. [34] Experimental value. 

2. Ref. [34] GGA-PBEsol without SOC. 

3. Ref. [34] GGA-PBEsol with SOC. 

4. Ref. [26] Other theoretical methods. 
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where E0 is the minimum energy at 0 K, V is the 
unit cell volume, V0 is the unit cell volume at P = 
0 GPa, B0 is the bulk modulus, and 0

B is the 
pressure derivative of the bulk modulus.  

The total energy (E) versus volume (V) for 
the LiGa2Ir structure is plotted in Fig. 2. The 
equilibrium geometry is established by 

minimizing the energy E(V) as a function of 
volume using the GGA-PBE approximations, 
where the optimized volume is the volume 
corresponding to the minimum of the E(V) 
curve. On the other hand, the ground-state 
energy of the unit cell, corresponding to the 
optimized lattice parameter, is the energy 
obtained as the minimum energy. Table 1 shows 
the estimated ground-state parameters, with a 
lattice constant value of a = 6.0927Å, which is in 
good agreement with previous theoretical and 
experimental data [34]. In addition, the table 
shows the results of another Li-based full-
Heusler compound, LiGa2Rh, indicating that the 
lattice constant of LiGa2Rh is a little lower than 
that of LiGa2Ir, which may be due to the larger 
size of Ir atoms compared to Rh. 

 
FIG. 2. Optimized energy-volume curves of LiGa2Ir Heusler alloy compounds under the PBE-GGA exchange-

correlation function. 

TABLE 1. The calculated values of lattice constant (a), unit cell volume at P = 0 GPa (V0), bulk 
modulus (B0), pressure derivative of bulk modulus (ܤᇱ ), minimum total energy (E0), and band gap 
(Eg) for LiGa2Ir Heusler alloy compound. 
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To investigate the stability and the possibility 
of synthesis of the LiGa2Ir compound, we 
calculated the formation energy using Eq. (2) 
[36, 37]: 

 tot 2 Li Ga Ir
f

E LiGa Ir 2
E (2)

4
     

        (2) 

where Etot(LiGa2Ir) is the total energy of the 
LiGa2Ir compound, while µLi, µGa, and µIr are the 
chemical potentials for Li, Ga, and Ir atoms, 
respectively. These chemical potentials are 
calculated as the total energy per atom of the 
most stable structure of the elements. The bulk 
forms of these atoms are considered the most 
stable structures. A negative calculated 
formation energy (Ef = -0.65 eV) indicates that 
the LiGa2Ir compound is structurally stable and 
experimentally synthesizable [38, 39, 11]. 

3.2. Electronic properties 

3.2.1 Exchange-correlation Effects on the 
Electronic Band Structure  

The generalized gradient approximation PBE 
and PBE+U are used to treat the potential 
exchange-correlation function, where U is the 
Hubbard site [40]. A Coulomb interaction 
correction of U = 0.50 eV was employed in this 

work for transition metal Ir. Due to the confined 
3d or 4f orbitals of transition metal atom Ir in 
Heuslers, the GGA+U method on Coulomb 
repulsion may provide important benefits. 

Additionally, we used the TB-mBJ 
approximation, where the combination 
coefficient is set in the mBJ potential according 
to the electron density distribution of each 
system under study (mBJ) [41]. The mBJ, which 
is a part of the Kohn-Sham (KS) DFT, is a 
semilocal technique with a low computational 
cost that can create KS band gaps that are more 
consistent with experimental bands than 
conventional GGA functionals [41, 42]. 

This section contains the calculation of the 
band structure of the LiGa2Ir compound along 
the highly symmetrical directions of the first 
Brillouin zone, specifically the W-L-Γ-X-W-K 
path, as shown in Fig. 3. In addition, we detail 
how the band structure and band gap are affected 
by the XC functionals and the SOC effect.  

Using PBE, PBE+U, and TB-mBJ, we notice 
that all three approaches exhibit similar 
behavior. For the most part, a few valence bands 
touching the Fermi level can be seen clearly 
lying to a metallic. 

 
FIG. 3. Calculated band structures without (blue lines) and with (red lines) SOC for LiGa2Ir using PBE, PBE + 

U, and TB-mBJ XC approximations.

In Fig. 3(a), we present the calculated band 
structure with GGA-PBE approximation, which 
denotes metallic character in the region where 
the Fermi level crosses the energy valence 

bands. Although U is used, the electronic band 
structure of PBE+U is still quite similar to those 
of PBE, as seen in Fig. 3(b). However, the band 
structures under TB-mBJ, depicted in Fig.3(c),  
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are slightly different. We may observe that the 
bands separate along the X direction, especially 
at energies below 7 eV, while the bands move 
toward one another along the G direction in the 
conduction band. The mBJ causes the valence 
bands to shift upward, placing the Ef within the 
valence band. Under all three XC estimates, 
LiGa2Ir exhibited metallic behavior. 

3.2.2 SOC Effects on the Band Structure 

The spin-orbit coupling (SOC) effect plays a 
crucial role in compounds containing heavy 
elements like Iridium (Ir), as it significantly 
impacts the electronic properties. SOC increases 
the kinetic energy of electrons and the relativistic 
effects become very important. Furthermore, 
SOC interactions were taken into account in this 
study to enhance the XC approximation 
calculations of our material [43].  

To better understand the application of first-
principles approaches, we need to clarify the 
physical basis for the observed behavior of 
LiGa2Ir. The band structures of LiGa2Ir obtained 
by PBE, PBE+U, and TB-mBJ with and without 
SOC are plotted with blue and red lines, 
respectively, and are shown in Fig. 3. The lower 
and upper part of the valence band consists of 
the Ir-5d, Ga-4s, and Ga-4p states (about 10 eV), 
while the lower part of the conduction band 
consists of Ga-4s and I-p states. The contribution 
from Li is negligible, as detailed in the DOS 
section. From the band structure obtained by the 
TB-mBJ method, it can be seen that the Ir-5d 
states move to higher energy levels, and a 
blurring along VB leads to passing the Fermi 
level. The Fermi level was set as 0 eV. The 
constituent atoms of the compound are not 
particularly heavy, so spin-orbit coupling has no 
visible effect on the electronic states near the 
Fermi level [42]. However, for electronic states 
with energies below Ef, we observe much 
stronger SOC effects, such as band anticrossing 
in the W-Γ direction. Therefore, upon further 
analysis, three bands cross the Fermi level. So, it 
is clear that most of the bands in the XC 
approximation used in this study are metallic. 

All atomic sites in the cubic structure of 
LiGa2Ir have Td symmetry, which causes the 
crystal field to split the d-orbitals of Ir atoms into 
degenerate double and triple orbitals, E(dx2-y2, 
dz2) and T2 (dxy, dyz, dzx), respectively [44-
46]. The p-orbitals reside in the T2 state, 
resulting in a triplet which the SOC then 
produces. This is the nearest neighbor for our 

structures, and the d-states with the same T2 or E 
symmetry hybridize with each other. 

The SOC in the X-W-K direction has no 
significant impact on the degeneracy of the CBM 
bands. The point-occupied state is VBM, which 
is a degenerate triplet (T2) in the absence of 
SOC, as shown in Fig.3. XC and SOC have a 
similar effect for each of the three estimates. The 
states with the highest and lowest occupancy 
rates are adjusted up and down to maintain 
balance. However, the most and least occupied 
states are moved up and down for W-L-Γ-X, 
respectively. In the following subsection, we will 
delve into the details of our findings by 
combining the total and partial density of states 
(DOS and PDOS) computations.  

3.2.3 Density of States (DOS) Profile 

In order to understand the contributions of Ir, 
Ga, and Li atoms to the formation of the valence 
band (VB) and conduction band (CB) energies 
for the LiGa2Ir compound, as well as the 
possible hybridization and interactions between 
these atoms, we performed total and partial 
density of states (TDOS and PDOS, 
respectively) calculation. Figures 4 and 5 
summarize the calculated TDOS and PDOS, 
respectively, of LiGa2 Ir structure with the 
presence and absence of SOC effect in the 
energy range between -11 eV and 7 eV with 
different XC approximations: PBE, PBE+U, and 
TB-mBJ. The Fermi level separates the VB from 
CB and is set at 0.0eV. The results show that the 
choice of XC approximation does not 
significantly affect the TDOS and PDOS 
profiles. However, significant SOC effects are 
seen in the TDOS profile at the energy range -
4.5 eV to -2 eV, which may be due to relativistic 
effects, which play an important role in the 
accurate description of the electronic properties 
of compounds. The SOC effect corrects the total 
energy, thereby enhancing our understanding of 
the various characteristics of the compound. This 
effect becomes particularly pronounced when the 
inner shell electrons of heavy atoms, such as Ir, 
are close to the nucleus. Thus, the relativistic 
effects become crucial in this case because the 
SOC effect may enhance the kinetic energy of 
electrons [47, 48].  

As can be seen from the TDOS graphs in 
Figs. 4(a)-4(c), in all XC approximations with 
and without SOC effects the LiGa2Ir compound 
has a metallic behavior confirming the results 
found in the band structure profile. We can 
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understand the TDOS and PDOS profiles 
between the region -11 eV to 7 eV by dividing 
this interval into three different regions: the first 

region from -11 eV to -5 eV, the second region 
from -5 eV to 1 eV, and the third region from 1 
eV to 7.0 eV. 

 
FIG. 4. Total DOS without SOC and with SOC for LiGa2Ir using PBE, PBE+U, and TB-mBJ XC 

approximations. 

 
FIG. 5. Partial DOS without SOC and with SOC for LiGa2Ir using PBE, PBE+U, and TB-mBJ XC 

approximations. 
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In the first region, deep inside the VB, across 
all XC approximations with and without SOC, it 
can be observed that the Ga atom (more 
precisely the Ga-s orbitals) predominantly 
contributes to the TDOS of the LiGa2Ir 
compound, with minimal contributions due to 
the Ir and Li atoms in this region.  

In the second region (from -5 to 1 eV), strong 
peaks appeared clearly in the case of all XC 
approximations with and without SOC effect. 
The SOC effect is particularly noticeable here, 
especially with the TBmBJ approximation, as 
shown in Figs. 4(c), 4(f), 5(c), and 5(f), where 
there is an increase in the maximum values of 
the observed peaks. This region’s maximum and 
high contribution comes from Ir-d orbitals for all 
XC approximations. There is also a smaller 
contribution from the Ga-p orbitals, suggesting 
that the hybridization between Ir-d and Ga-p 
orbitals is responsible for the observed TDOS 
profile, indicating strong interactions between 
these atoms. In contrast, the PDOS of the Li 
atom shows a weak contribution of Li orbitals. 

 In the CB’s third region (from 1 eV to 7 eV), 
the TDOS and PDOS profiles change 
significantly, with a noticeable decrease in the 
intensity of the peaks compared to the second 
region in all cases of XC approximations with 
and without SOC. It can be observed that the 
major contribution is due to Ir and Ga atoms. 
The electronic states of Ir-d and Ga-p orbitals 
hybridize and contribute significantly to the 
TDOS profile in this region, indicating strong 
interactions between these atoms within the CB. 

The contribution from the Li atoms in the CB 
remains minimal. 

 
4. Conclusion 

In this work, the Li-based Heusler alloy 
LiGa2Ir was investigated using different XC in 
DFT calculations, both with and without the 
SOC effects. The stability, structural, and 
electronic properties were studied. The structure 
was found to be energetically stable, with a 
lattice parameter of a = 6.0927Å,  which aligns 
well with experimental results. The electronic 
band structure and the DOS profile indicated a 
metallic behavior of LiGa2Ir.  

The results showed no significant differences 
between all XC approximations. However, it was 
observed that the SOC effects are much stronger 
for electronic states within the valence band 
(VB) at energies lower than the Fermi level (EF), 
especially in the energy range of -4.5 eV to -2 
eV. Understanding the LiGa2Ir and Heusler 
compounds’ bonding structure was made 
possible by the PDOS profile. The findings 
revealed that Ir and Ga atoms make a significant 
impact, while Li atoms make a weaker 
contribution. This indicates a strong interaction 
between Ir and Ga atoms and their responsibility 
for the electronic behavior of the LiGa2 Ir 
compound.  

Our findings suggest that the Li-based 
Heusler compound LiGa2Ir holds promise for 
further theoretical and experimental studies, 
particularly for applications in electronic devices 
such as metallic interconnectors. 
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Abstract: This study aims to evaluate the radiation levels resulting from plant fertilizers 
and pesticides in Babylon City, Iraq. The specific activity of the studied radionuclides (e.g. 
238U, 232Th, and 40K) was identified using the spectroscopy approach of the sodium-
activated iodide thallium (NaI (Tl)) with dimensions of 3" × 3". The resulting data revealed 
that the specific activities for the aforementioned nuclides were 6.254 Bq/kg, 4.3694 
Bq/kg, and 112.751 Bq/kg, respectively. The results indicated that the average radiation 
hazard metrics for fertilizers (i.e., gamma index, alpha index, absorbed dose rate, ambient 
dose equivalent rate, annual gonadal dose equivalent, and excess lifetime cancer risk) were 
lower than the reference levels. 

Keywords: Radiation hazard, Fertilizer, Pesticides, Risk parameters, Gamma activity. 
 

 
1. Introduction 

Soil is considered to be one of the key 
elements of the environment. This is because it is 
a medium that provides humans with food 
resources. However, when soil becomes 
contaminated, it can lead to long-term 
environmental pollution, affecting food, water, 
and air. Using phosphate-based fertilizers, which 
are expected to involve high levels of radiation 
in the surrounding environment, is the most 
important human activity that causes radiological 
exposure [1]. Natural radiological elements are 
known to be widely spread out in the 
environment and constitute the main source of 
human radiation exposure. In this regard, the 
agricultural activity of human affects the 
radioactivity in soil [2].  

The Earth has harbored radioactive elements 
since its formation, many of which have decayed 
over time. Considering what remains to this day 
of the aforementioned radionuclides of terrestrial 

origin, they have a lifespan that is greater than 
the age of the Earth. These are known by the 
series of 238U, 235U, and 232Th, as well as 
potassium 40K [3]. Humans and other living 
organisms are expected to be subjected to 
radiation on a regular basis from both natural 
and anthropogenic sources [4].  

Soil pollution depends on the movement of 
radioactive materials and their accumulation or 
transmission, which are governed by the 
interaction of the materials and compounds with 
the hard part of the soil. The soil's physical, 
chemical, and biological characteristics affect 
how well it can bury radioactive contaminants.  
Moreover, the amount and type of radionuclides 
movement are determined by soil management 
practices, the types of cultivated plants, rainfall 
rates, and the amount of irrigation water used [5, 
6]. In this context, fertilizers are very important 
since they enrich the agricultural soil with 
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essential elements such as potassium, nitrogen, 
and phosphorous, which are often depleted due 
to repeated cultivation. Phosphate fertilizers are 
valuable because of their phosphorous content,  a 
key element for plant growth.  
      However, phosphate fertilizers are also a 
source of concern because they often contain 
uranium, a naturally occurring radioactive 
element that is geochemically associated with 
phosphate wherever it is found. The excessive 
use of fertilizers has been shown, through many 
investigations, to increase the levels of nuclides 
in the soil and even in groundwater. These 
nuclides can then enter the human body via the 
intake of contaminated drinking water and food 
[6].  
      In order to establish a database on the 
radioactivity level to be later used as a reference 
point for radiological accidents, a large number 
of studies have been undertaken to measure 
radioactivity. One such study was conducted in 
the northern regions of Sudan [7]. In this work, 
the dose ranged from 44 to 53 nGy, while the 
annually effective dose ranged from 53 to 65 
μSv y -1. The average absorbed dose in eastern 
Sudan ranged from 24 to 48, with an average of 
38 nGy h-1. Central Sudan showed air-absorbed 
dose measurements at a height of 1 m ranging 
from 31 to 47 nGy h-1, and the effective annual 
dose was between 6 and 47.8 Sv y -1. In western 
Sudan, the absorbed dose ranged from 500 to 
7000 nGy h-1 [8]. Through the latter studies, it 
was found that agricultural awareness among the 
farmers in these regions is generally low. 
However, there is a potential for improvement in 
agricultural practices by using natural animal 
fertilizers instead of chemical fertilizers and 
adopting modern irrigation systems that are more 
compatible with the requirements of crops [9]. 
These measures could help preserve agricultural 
products and reduce the environmental risks 
posed by radioactive contamination.  
      The aim of this study is to evaluate the 
natural radioactivity levels of 238U, 232Th, and 
40K in samples of plant fertilizers available in 
Babylon City, Iraq, using gamma-ray 
spectroscopy with NaI (Tl). Additionally, the 
radiological hazard risks are calculated in all 
samples of the present study. 

 

 

2. Materials and Methods 
2.1 Preparation of the Study Samples 

Various types of fertilizers and pesticides 
utilized in the soils of agricultural land were 
gathered from local markets in Iraq. Table 1 
provides an overview of the different fertilizers 
considered in this study, including the country of 
origin and the fundamental elements of each 
type.  

The fertilizer and pesticide samples were 
crushed in a grain mill to convert them into a 
fine powder and then sieved using a single-hole 
sieve with a diameter of 2 mm. These samples 
were then left to dry for one day at ambient 
temperature to obtain a steady weight. After 
drying, each sample weighed 700 grams.  
The dried samples were put in cylindrical plastic 
containers, chosen to fit the detector container. 
The containers were sealed tightly and stored for 
30 days to allow the radium and its decay 
products to reach equilibrium. After this period, 
the samples were ready for gamma radiation 
spectroscopic analysis. 

2.2 Measuring System 
The technique of gamma-ray spectroscopy 

based on the activated sodium iodide detector 
NaI(Tl) whose dimensions are 3"x3" was 
employed to identify the concentration levels of 
238U, 232Th, and 40K in all fertilizer and pesticide 
samples. The scintillation detector operates at a 
voltage of 778 V, with an efficiency limit of 
around 95%,"and the detector's energy resolution 
ranges between"6.5% and 8.5%."The detector 
base is supported by a lead shield to minimize 
background radiation. The analysis of the 
resulting gamma-ray spectra was done using the 
laboratory's newly developed Maestro-32 
software. 

2.3 Theoretical equations 
The specific activity (in Bq/kg) of the 

radionuclides investigated in this work was 
computed as follows [14-16]: 

A =
∗ ∗ ∗

± √
∗ ∗ ∗

           (1) 

where N refers to the count under the photopeak, 
t is the counting time (in seconds), Iγ refers to 
the probability of absolute transition gamma 
emission, m refers to the net sample mass (kg), 
and ε represents the detectors' efficiency for a 
specific gamma energy.  
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The absorbed dose rate (ADγ) for external 
gamma dose irradiation in the air at a distance of 
1 m above the ground surface, due to 238U, 232Th, 
and 40K, was calculated using the equation [17]:  

AD = DCF   A + DCF   A +
DCF  A               (2) 

where DCFU, DCFTh, and DCFK refer to the 
absorbed dose rate conversion factors for 232Th, 
238U, and 40K, respectively, (in nGy/h), while 
ATh, AK, and AU are the activity concentrations 
of 232Th, 40K, and 238U, respectively. The 
 DCF = 0.0417 nGy/h/Bq/kg, DCF  = 0.462 
nGy/h/Bq/kg, and DCF = 0.604 nGy/h/Bq/kg. 
The γ-ray dose (Din) from 238U, 232Th, and 40K 
indoors was calculated using the equation [18]: 

AD = 0.92 A + 1.1 A + 0.081 A   
(3) 

The annual effective dose comes in two 
different forms, namely the annual indoor 
effective dose rate and the annual outdoor 
effective dose rate (AEDEout) (AEDEin). The 
following equations were used to determine the 
AEDEout and AEDEin. [19, 20]: 
AEDE= Absorbed Dose Rates (ADγ) ∗  0.7 ∗

 8760 ∗  0.2            (4) 
AEDE = AD ∗ 8760 ∗ 0.2 ∗

0.7( )             (5)  

AEDE = AD ∗  1.2264 ∗ 10 ( )   

(6) 

AEDE =  AD ∗ 8760 ∗ 0.8 ∗

0.7( )             (7)  

AEDE = AD ∗  4.9056 ∗ 10 ( )  (8) 

The total dose from internal and external 
effects was calculated by summing the 
AEDEindoor and AEDEoutdoor. 

It is used to compute the sum of the activities 
of each of 232Th, 238U, and 40K in (Bq/kg) and 
then to assess the associated hazards with sample 
materials that contain 232Th,238U, and 40K in 
Bq/kg as follows [21]: 

Ra . = A + 1.43 A + 0.077 A        (9) 

To calculate the dose rates in air due to the 
existence of radionuclides in soil via adopting 
the appropriate conversion factors, the activity 

utilization index (AUI) can be assessed using the 
following formula[22,23]: 

AUI =
 

∗ f +
 

∗ f +
 

∗ f  < 2  

(10) 
where fU = (0.462), fTh = (0.604), and fK = 

(0.041) are the partial contributions to the overall 
dose rate in air resulting from the gamma 
irradiation by the decay of the radionuclides. The 
reported standard activities for 232Th, 238U, and 
40K in soil (ATh, AU, and AK) are 50, 50, and 500 
Bq kg−1, respectively. 

The annual gonadal dose equivalent (AGDE) 
refers to the quantity of radiation that is received 
by the gonads, bone marrow, and bone cells. The 
following formula can be used to compute 
AGDE resulting from activity concentrations of 
232Th, 238U, and 40K in the tailing enriched 
soil samples [24]: 

AGDE = 3.09 A( ) + 4.14 A( ) +
0.314 A( )           (11) 

where 3.09, 4.14, and 0.314 are the 
corresponding conversion factors that convert 
the specific activities of 238U, 232Th, and 40K into 
the overall organs dose. 

Considering the assumption that the highest 
value of the external hazard index (Hex.) 
corresponds to the upper limit of Raeq (i.e. 370 
Bq kg-1), it can be obtained using the expression 
for Raeq. It indicates the risk associated with 
exposure to radiation from 238U, 232Th, and 40K in 
the analyzed soil samples. The following 
formula was used to calculate it [25]: 

H . = + +          (12) 

The internal radiation hazard (Hin.) plays an 
important role in assessing the internal exposure 
to 222Rn and gamma rays. This index can be 
estimated as follows [26]: 

H . =  + +           (13) 

The quantity I-alpha, suggested by Kriege 
and Stoulos, is given by [27]: 

I =            (14) 

The representative level index (Iγ) is a 
monitoring index that confirms the analogy of 
environmental samples to established dose 
standards for soil. Iγ can be estimated via the 
equation below [28]: 
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I = + +           (15)  
Iγ should be ≤ 1, which refers to the annual 

effective dose of ≤ 1 mSv, in order to coincide 
with the given dose criteria [16]. 

To assess the probability of cancer risk in a 
population exposed to radiation from soil, the 
excess lifetime cancer risk (ELCR) can be 
calculated. This calculation is based on the 
estimated AEDE using the following equations 
[29]: 
ELCR = AEDE ∗ LF ∗ RF        (16) 
ELCR = AEDE ∗ LF ∗ RF        (17) 
where LE refers to the life expectancy (60 
years), and RF (Sv−1) refers to the risk factor per 
Sievert, which is 0.05. The overall excess 
lifetime cancer risk can be determined as below 
[30]: 
ELCR = ELCR + ELCR       (18) 

3. Results and discussion 
The average reported activity of 238U, 232Th, 

and 40K have mean values of 35 Bq/kg, 30 
Bq/kg, and 400 Bq/kg, respectively, according to 
the UNSCEAR report 2008 [31]. The results of 
the specific activity levels of these natural 
radioactive elements in the analyzed plant 
fertilizers and insecticides are presented in Table 
1. Among the fertilizer samples, NPK Granules 

had the lowest specific activity of 238U at 
2.12±1.09 Bq/kg, while the Combe Star sample 
had the greatest specific activity of 238U at 
26.91±5.69 Bq/kg, with a mean of 6.254 Bq/kg. 
According to recent studies, the globally 
permitted limit for 238U specific activity in 
fertilizer samples is below 35 Bq/kg 
(UNSCEAR). The elevated specific activity of 
238U in certain samples could be attributed to the 
higher phosphate content, which often occurs 
due to the blending of phosphate ores with 
nitrogen and potassium during fertilizer 
production. The average specific activity of 232Th 
was found to be 4.3694 Bq/kg, with values 
ranging from 0 Bq/kg in NPK Powder to 
21.01±2.93 Bq/kg in Norwegian Chemical / 
Root Fertilizer. The findings demonstrate that 
the amount of 232Th in the fertilizer samples 
exceeded the recommended levels. The specific 
activity levels of 40K varied significantly among 
the samples, with the lowest value of 
40.99±6.11Bq/kg observed in NPK 10 20 10+6S 
Chemical Magnesium, and the highest value of 
495.04±19.31 Bq/kg found in agricultural sulfur, 
with a mean. of 112.751 Bq/kg (see Fig.1). The 
specific activity levels of 40K were lower than 
the universally reported limit of 400 Bq/kg, 
which is considered acceptable according to 
UNSCEAR 2008.  

TABLE 1. The specific activity of 40K, 238U, and 232Th in fertilizer and pesticide samples (Bq/kg) 
232Th Series 238U Series 40K Series fertilizer and pesticides No. 208Tl (Bq/kg) 214Bi (Bq/kg) 40K 
14.28±2.86 18.19±5.34 218.95±19.28 Shoot 1 
4.02±0.95 10.82±2.59 412.15±16.61 Man colax 2 
3.00±0.94 4.27±1.85 288.50±15.86 Master power 3 
1.72±0.69 11.40±2.94 226.24±13.64 Carbaryl Chemical Compound 4 
21.01±2.93 6.39±2.67 309.16±19.36 Norwegian Chemical / Root Fertilizer 5 
4.18±1.12 16.46±3.68 336.74±17.32 NPK 10-20-10. Granular Compound Fertilizer 6 

0.00 10.21±2.92 416.70±19.43 NPK Powder 7 
4.56±1.08 4.18±1.71 495.04±19.31 agricultural sulfur 8 
3.41±0.87 3.62±1.49 165.23±10.47 NPK 10 20 10+6S (Chemical Magnesium) 9 
7.91±1.56 4.88±2.03 40.99±6.11 DAP (NH4)2HPO4) 10 
4.28±0.93 2.12±1.09 353.29±14.61 NPK Granules 11 
10.17±2.29 21.93±5.55 471.57±26.78 Sulphur –dusting fungicide 12 

0.00 9.07±2.94 274.94±16.86 Master flour 13 
7.98±1.97 14.23±4.35 162.69±15.30 Vector(chania) 14 
8.28±1.91 5.21±2.51 52.44±8.29 Di ammonium phosphate 15 
6.90±1.60 4.08±2.04 434.04±21.89 ORTs 509 mg 16 
5.48±1.39 22.45±4.66 396.83±20.38 ATLAS 17 
15.04±2.79 12.06±4.14 408.49±25.05 Qanas super 18 
7.90±1.99 7.11±3.12 374.27±23.53 EDTA iron sodium salt(Hunan, China) 19 
8.72±2.05 7.38±3.12 349.60±22.34 Master Power Phosphoric Acid 20 
8.43±1.92 26.91±5.69 275.68±18.93 NPK 20-20-20(Combe star) China 21 
21.01±2.93 26.91±5.69 495.04±19.31 Mix 

 2.12±1.09 40.99±6.11 Min 
4.3694 6.254 112.751 Average 
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FIG. 1. Comparison between the activities of238U, 232Th and 40K in all sample. 

The radium equivalent activity (Raeq) was 
found to be less than the safe levels set by the 
Organization for Economic Co-operation and 
Development, ranging from 19.34753 to 
72.78399 Bq/kg equivalent in all regions (ECD). 
For the conversion of the absorbed dose rate into 
the effective dose equivalent, a conversion factor 
of 0.7 mSv/y was used. Additionally, an outdoor 
occupancy factor of 0.2 was employed to 

estimate the annual effective dose rate 
equivalent. According to Table 2, the average 
absorbed dose rates for indoor (Din) and outdoor 
(Dout ) exposure were 6 nGy/h and 12.90 nGy/h, 
respectively. Outdoor exposure values ranged 
from 16.51 to 69.56 nGy/h. These figures are 
slightly below the global average absorbed dose 
rate of 55 nGy/h. 

TABLE 2. Absorbed dose rate (AD) indoor and outdoor (nGy/h), annual effective dose (AEDE) 
indoor, outdoor, and total dose (mSvy−1) in the studied types of plant fertilizer and pesticides 
samples. 

No. Raeq 
(Bq/kg) 

Absorbed dose rate(AD) 
(nGy/h) 

Annual effective dose 
equivalent (AEDE) (mSvy−1) AEDEtotal 

(mSv/y) ADoutdoor ADindoor OUTDOOR INDOOR 
1 55.46955 25.61478 50.17775 0.031414 0.246152 50.20916 
2 48.30415 24.31216 47.76055 0.029816 0.234294 47.79037 
3 30.7745 15.68917 30.5969 0.019241 0.150096 30.61614 
4 31.28008 15.43489 30.70544 0.018929 0.150629 30.72437 
5 60.23962 28.263 54.03176 0.034662 0.265058 54.06642 
6 48.36638 23.72244 47.01714 0.029093 0.230647 47.04623 
7 42.2959 21.82795 43.1459 0.02677 0.211657 43.17267 
8 48.81888 25.19709 48.95984 0.030902 0.240177 48.99074 
9 21.21901 10.511 20.46503 0.012891 0.100393 20.47792 

10 19.34753 8.575053 16.51079 0.010516 0.080995 16.52131 
11 35.44373 18.22023 35.27489 0.022345 0.173045 35.29724 
12 72.78399 35.31778 69.55977 0.043314 0.341232 69.60308 
13 30.24038 15.41952 30.61454 0.01891 0.150183 30.63345 
14 38.16853 17.76847 35.04749 0.021791 0.171929 35.06928 
15 21.08828 9.418028 18.14884 0.01155 0.089031 18.16039 
16 47.36808 24.01145 46.50084 0.029448 0.228115 46.53029 
17 60.84231 29.61853 58.82523 0.036324 0.288573 58.86155 
18 65.02093 31.30115 60.72689 0.038388 0.297902 60.76528 
19 47.22579 23.43912 45.54707 0.028746 0.223436 45.57582 
20 46.7688 23.01928 44.6992 0.028231 0.219276 44.72743 
21 60.19226 28.27819 56.36028 0.03468 0.276481 56.39496 

Mix 72.78399 35.31778 69.55977 0.043314 0.341232 69.60308 
Min 19.34753 8.575053 16.51079 0.010516 0.080995 16.52131 

Average 13.5432 6.573181 12.89831 0.008061 0.063274 12.90637 
Worldwide 

[32] 370 55 84 0.07 0.34 ≤1 
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FIG. 2. Relationship between AEDEtotal and fertilizer samples

The health risks associated with naturally 
occurring radionuclides in the test samples were 
investigated and reported in Table 3. For a 
sample to be considered safe, both Hex and Hin 
must be numerically less than 1. The 
representative level index was estimated using 
Eq. (16). It was noticed that all the obtained 
values exceeded the safety limits advised by 
UNSCEAR. Table 3 demonstrates the excess 

lifetime cancer risk (ELCR), which was 
computed according to Eqs. (17)-(19). The 
ELCR for the samples was determined to be 
1.480503 times greater than the UNSCEAR 
safety level. Prolonged exposure to these 
radionuclides, such as in the case of factory 
workers or phosphate ore miners, may 
significantly increase the risk of developing 
cancer. 

TABLE 3. Annual gonadal dose equivalent (AGDE), activity utilization index (AUI) in excessive 
lifetime cancer risk in soil samples, gonadal dose equivalent (AGDE), and activity utilization index 
(AUI) in excessive lifetime cancer risk in soil samples. 

No. Hex Hin IƳ ELCRout ELCRin ELCRtotal X10-3 AGDE AUI 
1 0.149817 0.198979 0.221922 0.120944 0.947685 1.068629 183.772 0.358094 
2 0.130451 0.159694 0.173341 0.114793 0.902032 1.016826 178.0039 0.18151 
3 0.083103 0.094643 0.100029 0.074079 0.57787 0.651949 115.1693 0.098775 
4 0.084487 0.115298 0.129676 0.072878 0.57992 0.652798 112.55 0.144213 
5 0.162664 0.179935 0.187994 0.133448 1.020474 1.153922 203.4065 0.337577 
6 0.130634 0.17512 0.195881 0.112009 0.887992 1.000001 172.7232 0.229524 
7 0.114227 0.141821 0.154699 0.103064 0.814878 0.917941 160.7259 0.127676 
8 0.131822 0.14312 0.148392 0.118972 0.924683 1.043655 185.4394 0.133311 
9 0.057301 0.067085 0.071651 0.049629 0.386514 0.436143 76.6609 0.08786 
10 0.052252 0.065441 0.071596 0.040488 0.311832 0.35232 60.8499 0.143923 
11 0.095704 0.101434 0.104107 0.086029 0.666221 0.752251 133.9611 0.099554 
12 0.196576 0.255846 0.283506 0.166758 1.313745 1.480503 256.461 0.363212 
13 0.081674 0.106187 0.117627 0.072805 0.578203 0.651009 113.2577 0.105802 
14 0.103094 0.141553 0.159501 0.083896 0.661927 0.745823 127.761 0.240899 
15 0.056952 0.071034 0.077605 0.044469 0.342769 0.387238 66.9657 0.152358 
16 0.127905 0.138932 0.144078 0.113373 0.878241 0.991614 176.0016 0.155774 
17 0.164335 0.225011 0.253326 0.139848 1.111006 1.250854 215.2942 0.305383 
18 0.175589 0.208184 0.223395 0.147793 1.146922 1.294715 226.7645 0.325797 
19 0.127529 0.146745 0.155713 0.110671 0.860227 0.970899 171.0156 0.19107 
20 0.126296 0.146242 0.15555 0.108689 0.844214 0.952903 167.6298 0.201497 
21 0.162592 0.235322 0.269262 0.133519 1.064452 1.197971 203.8501 0.372537 

Mix. 0.196576 0.255846 0.283506 0.166758 1.313745 1.480503 256.461 0.372537 
Min. 0.052252 0.065441 0.071596 0.040488 0.311832 0.35232 60.8499 0.08786 

Average 0.036576 0.047676 0.054191 0.031036 0.243605 0.274641 47.885 0.088761 
Ref. [33] 0353 0.451 0.60 - - 0.994 - - 
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Fig. 3 shows the change in the lifetime cancer 
risk in fertilizer samples depending on the 238U 
concentration. It can be noted that the lifetime 
cancer risk exceeded the internationally 

permissible limit in sample 12. Fig. 4 illustrates 
the excess lifetime cancer risk value levels in 
fertilizer samples.  

 
FIG. 3. Relationship between U-238 and ELCRtotal in all samples of fertilizers and pesticides. 

 
FIG. 4. Excess lifetime cancer risk value levels in fertilizer samples. 

Conclusion 
The external and internal risks associated 

with fertilizers are generally less than one. 
However, caution is advised when using 
phosphate fertilizers, especially those with high 
concentrations of phosphates, as they can contain 
significant amounts of uranium and its decay 
products. When comparing the results of the 
current study with those from UNSCEAR,  it is 
clear that all findings are within the 
internationally permissible limits, although the 
risk increases with cumulative doses. Based on 
the results obtained, the following 

recommendations are made for the use of 
phosphate fertilizers when planting: 

1. The use of chemical or phosphate 
fertilizers, as well as pesticides, to treat 
plants should be reduced, because this 
increases the possibility of 
contamination with radioactive 
elements. 

2. It is preferable to use environmentally 
friendly fertilizers that do not cause 
radioactive or chemical pollution, 
affecting human and animal health and 
increasing soil, air, and water pollution.  
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Abstract: The 퐷푦 isotopes in the O (6) region were investigated. The positive ground-
state band of 퐷푦 nuclei was calculated using the interacting boson model  (IBM-1) and 
the interacting vector boson model (IVBM). The negative parity band energies of the above 
isotope were calculated using (IVBM) only. We plotted the ratios ( ( )

( )
, ( )

( )
, 푟(( ))) 

and the E-GOS curve as a function of the spin (I) to investigate the properties of the yrast 
band. Accordingly, the best-fit values of the parameters were used to construct the 
Hamiltonian, and the electromagnetic transition probability B(E2) of this nucleus was 
determined. Theoretical energy levels of dysprosium-156 isotope with a neutron number N 
= 90 and spin parity up to 30  were obtained using the MATLAB-20 simulation program. 
A comparison of these calculated energy levels with the corresponding experimentally 
measured ones shows a good agreement. The results also  draw our attention to the fact that 
the nucleus of interest deforms and exhibits gamma-instability  properties. 
Keywords: Dysprosium Isotopes, Even-even nuclei, Interacting Boson Model-1, 

Interacting Vector Boson Model, Negative parity, Yrast band. 
Abbreviations and Acronyms, IBM: Interacting Boson Model, IVBM: Interacting Vector 

Boson Model, U(5): Spherical limit, SU(3): Axially deformed shape limit O(6): 훾-
unstable limit, SP(12; R): the non-compact symplectic group. 

 
 

Introduction 
Nuclear physics has generated a large amount 

of theoretical and experimental data related 
to  the atomic nucleus. This wealth of 
information arises from numerous studies that 
attempt to penetrate the atomic nucleus, breaking 
it down into its  various components. A critical 
task for nuclear physics researchers is to adopt 
one or more nuclear  models, which serves as the 
first step in understanding observed and 
measured data, making connections, and  drawing 
conclusions.  

Despite the great success of many proposed 
nuclear models in combining data 
and   "explaining nuclear properties", scientists 
have not yet reached a consensus on a definitive 
model, a unified comprehensive theory that can 

explain everything about nuclear composition 
and  interactions  [1].  

The interacting boson model (IBM) is one of 
the outstanding approaches for   describing the 
nuclear   structure of  medium-heavy nuclei with   
collective properties.  Additionally, IBM was 
found to provide a phenomenological description 
of spectral  data for a wide range of atomic nuclei 
exhibiting collective features, including those 
typically  interpreted as anharmonic oscillators 
or  deformed rotors [2]. IBM introduced a 
simple  connection between IBM's parametric 
and geometric descriptions [3]. The states  in 
IBM  consist of s and d bosons with intrinsic 
momentums of 0 and 2, respectively   [4].  The 
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first and simplest version "of  the  interacting 
boson model" (IBM-1), described in Refs. [2, 5, 
6], is based on some of the "concepts and 
fundamentals"  used in earlier nuclear models. It 
characterizes nuclear properties using a fixed 
number of boson  systems, with no distinction 
between   proton bosons and neutron bosons   [7, 
8].  

The interacting vector boson model (IVBM) 
[9-11] has proven to be suitable  for an accurate 
description of the low-lying ground band of 
well-deformed  even-even nuclei. It   has been 
used to describe the negative parity band of 
the  atomic nucleus as well, by considering the 
proton and the neutron bosons separately. The 
IVBM is fundamentally based on the algebra of 
the non-compact symplectic group   SP(12; R), 
which serves as the dynamical symmetry group 
of the model. This algebra is based  on the 
creation and   annihilation operators for two types 
of vector bosons, called p  and n bosons. These 
bosons differ in their  pseudospin by ±1/2, within 
the  three-dimensional oscillator potential. In the 
rotational limit of   the IVBM, the  reduction from 
the SP (12; R) to the So (3) angular momentum 
group is carried   out by the compact unitary 
subgroup U(6) [12, 13]. The  symplectic 
extension of the   IVBM allows us to treat bands 
with positive and negative  parity to be 
considered as yrast bands,   meaning that the 
states with a given L minimize the energy value 
with respect to the number of bosons N  to form 
the base state of  the model [14]. For most 
deformed nuclei, the description of axisymmetric 
and reflection symmetric  spheres is sufficient to 
reproduce the spectrum of the band [15]. 

The energy ratio 푅 /  of the first 4 and 2  
excited states in an even-even nucleus, 푅 / =

( )
( )

 , is often used as a good indicator that takes 
into account different collective motions of the 
nuclei and critical point symmetries, especially 
in the deep structure close to the core. It is 
known that, based on some ideal assumptions, 
the energy ratio is expected to be 10/3 for a well-
deformed axisymmetric rotor, 2.5 for the gamma 
instability limit, and 2.0 for a spherical vibrator, 
corresponding to the dynamical symmetries 
SU(3), O(6), and U(5), respectively. These 
symmetries degenerate from the group U(6), 
which governs the most general two-body 
Hamiltonian within the boson space among 
bosons [16-20].  

Furthermore, the E-GOS curve (E-gama over 
spin) is a good tool for classifying nuclei. The E-
GOS curve can actually follow the expected 
trend [17, 21].   

Various nuclear observations have indicated 
multiple types of deformations  after measuring 
certain multipole moments. Numerous signs 
of  nuclear shape phase transitions were also 
observed [22]. For some isotopes, there  is a 
shape transition from vibration to axial rotation 
or gamma-labile rotation associated with  neutron 
number changes [23]. A type of collective 
movement can involve 
different  characteristics.  For example, along the 
yrast line transitions between rotations can 
occur,  with a different relationship  between 
angular momentum and rotational frequency, 
which is  called a band crossing (with back-
bending)   [24, 25]. To correctly describe 
phenomena like the moment of inertia and back-
bending frequency, it is important to consider 
not just pairs of monopoles but also pairs of 
double-stretched quadrupoles, despite their 
minimal impact on energy [20, 26]. 

In this research, the dysprosium-(156) isotope 
with atomic number Z = 66 was studied 
theoretically using the IBM-1 and the IVBM 
modules. While the IBM-1 model and IVBM 
modules were used to calculate the energy of the 
positive ground state band of the 퐷푦 nucleus, 
the negative parity band energies of 퐷푦 were 
calculated using the IVBM model only [17]. 

Theoretical Description 
1) IBM-1 Model: 

 In the interacting boson model-1, the low-
energy collective property   of even nuclei can be 
generated as the state of N bosons. Namely, 
there is no difference in the degrees of  freedom 
of the proton and neutron bosons. The N bosons 
are integrated by introducing six boson 
degrees  of freedom and occupy two levels: one 
with angular momentum L = 0,  called the s 
bosons, and the other a  quadrupole boson with 
angular momentum    L = 2,  called the d boson 
[27, 28]. Furthermore, the   model assumes that 
the structure of the low-lying  band is determined 
by the excitations between  valence particles 
outside the closed  main shell    [29].  

The underlying structure of the model's six-
dimensional unitary group  U(6) leads   to a 
simple Hamiltonian capable of describing the 
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three dynamical symmetries  U(5), SU(3), and   
O(6) [30, 31]. The most general IBM 
Hamiltonian can be expressed as [32, 33]: 

퐻 = ∑ 휀 + ∑ 푉                    (1) 

where 휀  is the fundamental boson energy and 
푉  is the potential interaction between bosons 푖 
and 푗 [34]. 

The Hamiltonian, in its multipole form, is 
written as [35]: 

퐻 = 휀푛 + 훼 푃푃 + 훼 퐿퐿 + 훼 푄푄 + 훼 푇 푇 +
훼 푇 푇                     (2) 

where 푛 = (푑 . 푑) is the total number of d 
boson operators, P = 1/2[(d.d) – (s.s)] is the 
pairing operator, 퐿 = √10[푑 × 푑]  is the 
angular momentum operator, and 푄 is the 
quadrupole operator, defined as:  

푄 = [푑 × 푠 × 푠 × 푑]( ) + 휒[푑 × 푑]( ). 

Here, (휒) is the quadrupole structure 
parameter, with values of 0 and ±√7/2.  

In Eq. (2), Tr represents the octupole (r = 3) 
and hexadecapole (r = 4) operators, while 
휀 = 휀 − 휀  is the intrinsic boson energy [33, 
35]. The parameters 훼 , 훼 , 훼 , 훼 , 푎푛푑 훼   
represent the pairing strength, angular 
momentum, quadrupole, octupole, and 
hexadecapole interactions between bosons, 
respectively. The Hamiltonian can be rewritten 
in terms of the Casimir operator of the U(6) 
group, in which case the Hamiltonian H can be 
said to have dynamical symmetries; these 
symmetries are called the SU(5) vibrational 
symmetry, SU(3) rotational symmetry, and O(6) 
훾-unstable symmetry [36].  

The eigenvalues of O(6) dynamic symmetry 
can be written as [2]:  

퐸 = 퐾 (푁 − 휎)(푁 + 휎 + 4) + 퐾 휏(휏 + 3) +
퐾 퐿(퐿 + 1)             (3) 

where 퐾  =훼 /4, 퐾 = 훼 /2, 퐾 =훼 − 훼 /10. 
푁 = 푁 + 푁  with N representing the absolute 
number of bosons, 푁  the number of valence 
protons relative to the nearest closed shell, and 
푁  the corresponding number of valence 
neutrons. The variable σ = N, N−2, ..., 0 or 1, but 
for the low energy-momentum band we can set σ 
= N.  

     O(6) is marked with quantum numbers τ = σ, 
σ−1, ..., 0; L = 2λ, 2λ −2, ..., λ +1, where λ is a 

non-positive integer defined as λ = τ−3υ_, υ_= 0, 
1, and υ_ is the number of triplet bosons. σ is 
O(6) non-reducible representations, while τ is the 
O(5) [37, 38]. The preceding equation starts out 
as follows; 

퐸 = 퐾 휏(휏 + 3) + 퐾 퐿(퐿 + 1)           (4) 

2) E-GOS: 

E-GOS (E-gama over spin) is one of the most 
important methods for determining the properties 
of the nuclei at different energy states, and it can 
be done by plotting the relationship between the 
gamma energy 퐸  divided by the spin (퐼) as a 
function of the spin (퐼). This relationship for the 
three limits (vibrational, rotational and 훾-
unstable) is given as follows [39]: 

푈(5): 푅 = ħ →
⎯  0             (5) 

푆푈(3): 푅 = ħ 4 −
→
⎯ 4 ħ           (6) 

푂(6): 푅 =  1 +  
→
⎯  ( )           (7) 

3) Back-bending: 

To determine if the isotope has got back-
bending property and to identify the location of 
the back-bending if it was found, we should 
examine the relationship between the moment of 
inertia (2J/ħ2) and gamma energy (퐸 ).  This 
relationship can be written as [8, 39]:  

2퐽/ℏ  =  
 

             (8) 

While the relation between the ħω and 퐸  is 
given by [40]: 

ħ휔 =   

( ) ( )( )
           (9) 

4) B(E2) Values: 

A successful nuclear model must be able to 
accurately describe the energy spectrum of the 
nucleus and its electromagnetic properties. This 
property provides a good test of the nuclear 
structure and the wave function of the nuclear 
model [37, 41]. The reduction probability of the 
electric quadrupole transition B(E2) depends on 
the available experimental data on the half-lives 
of quantum transitions between energy levels. 
This probability is given by the relationship: 

퐵(퐸2) = .
( ) ( )

(푒 푏 )         (10) 
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In the case of just one transition out of the 
level, the relationship is: 

푇 = 푇 (exp)(1 +∝ )         (11) 

where ∝  is the internal transformation 
coefficient [42].  

5) IVBM Model: 

The scientists extended the IVBM by 
incorporating its symplectic dynamical 
symmetry Sp(12, R), which makes it possible to 
vary the number of bosons representing 
blockages in the Hamiltonian model. This 
symplectic extension of the interacting vector 
boson model enables a more comprehensive 
classification of states than the single version 
and provides more opportunities to consider 
other collective bands [43].  

Nuclear states are considered as a system of 
an even number of p-bosons with isospin T = 1/2 
in the interacting vector boson model. This 
model is somewhat similar to the interacting 
boson model. For example, both models have 
solvable dynamic symmetries SU(3). By 
assigning angular momentum L and isospin T 
(LT = 01, 21, 10) for each boson pair in the ideal 
space of S, D bosons (T = 1) and P bosons (T = 
0), we can find the relationship between the two 
models. We use the results that we can get by 
applying the dynamical symmetry algebra of 
IVBM, which is the non-compact symplectic 
algebra Sp(12, R), for the boson mapping[43-
45]. 

The permissible values of energy states of the 
two bands, GSB and NPB, are given in the 
IVBM model by [43, 46]: 

퐸(퐼) = 훽퐼(퐼 + 1) + 훾퐼         (12) 

and 

퐸(퐼) = 훽퐼(퐼 + 1) + (훾 + 휂)퐼 + 휁        (13) 

Here, the parameter 훽 represents the intensity 
of the effect of the rotational properties, while 훾  
represents the intensity of the effect of the 
vibrational properties on the nucleus. The 
parameters 휂 and 휁 are crucial for determining 
the values of the energy states in the NPB beam. 
The values of these parameters can be 
determined by matching the experimental values 
of the energy states with Eqs. (1) and (2).  

The GSB and NPB bands, with their distinct 
states 퐼 = 0 , 2 , 4 , …   푎푛푑 퐼 =
1 , 3 , 5 , … , respectively, overlap to form a 
single band called the octupole band 퐼 =
0 , 1 , 2 , 3 , 4 , 5 , …. This overlap is a good 
example of the staggering of energies between 
these two bands, caused by the fact that an 
energy level of I exchanges its location with an 
energy level of I+1 [47]. The relationship of the 
staggering of patterns between the two bands is 
given as: 

Δ퐸 , (퐼) = 6퐸 , (퐼) − 4퐸 , (퐼 − 1) −

4퐸 , (퐼 + 1) + 퐸 , (퐼 − 2) + 퐸 , (퐼 + 2)    
(14) 

and 

퐸 , (퐼) = 퐸(퐼 + 1) − 퐸(퐼)         (15) 

The ratio between any two consecutive states 
in the beam is important for determining state 
properties for the even-even nucleus and is given 
by: 

푟 ( ) = 푅 − ( ) × ( )
( )

     (16) 

Here, 푅 represents the ratio between 

experimental states I+2 and I. If the ratio 
푟 ( )  falls between  0.1 and 0.35, the nuclei 
have vibrational properties; if it is between 0.4 
and 0.6, the nuclei have 훾 − 푢푛푠푡푎푏푙푒 
properties; and if it is between 0.6 and 1.0, the 
nuclei have rotational properties. 

Results and Discussion 
The investigation of the nuclear structure and 

its deformation of the dysprosium isotope (156) 
was conducted using the IBM-1 and IVBM 
models. Dysprosium isotope (156) has an atomic 
number Z = 66, so it has eight proton bosons 
(middle shell) and four neutron bosons, so the 
total number of bosons for this isotope is 12. Eq. 
(4) is used to calculate the values of the 
parameters K4 and K5 twice, once for the 
baseband and once for the s-band, and Table 1 
shows these values along with the number of 
isotopic bosons. 
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TABLE 1. Number of bosons and IBM-1 parameters of g and s bands in KeV. 

isotope 푁 푁  Total # of Bosons g-band s-band 
퐾  퐾  퐾  퐾  

퐷푦 8 4 12 24.023 6.9464 91.787 -17.12 
 

By simulating the IBM-1 eigenvalue Eq. (4) 
using the MATLAB-20 program, we obtained 
the energy levels of the positive Yrast band. 
Furthermore, we also calculated the energy 
levels of the negative parity bands using Eqs. 

(12) and (13) obtained from the IVBM. Table 3 
shows that the results are very close to the 
experimental data, and the IBM-1 model gives 
more accurate results than the positive parity 
band of the IVBM model, as shown in Fig. 1.  

TABLE 2. IVBM parameters of GSB and NPB in KeV. 
Isotop 훽 훾 휂 휁 

퐷푦 9.7 39.9 -38.8 1272.7 

TABLE 3. Positive and negative energy levels for 퐷푦. 
Spin (퐼 ) 퐸  (KeV) 퐸  (KeV) Error (%) 

0  0 0 0 
1  1293.2 1293.2 0 
2  137.77 137.8 0 
3  1368.4 1392.3 -1.75 
4  404.19 379.2 6.19 
5  1526.3 1569.0 -2.80 
6  770.44 724.2 6.01 
7  1810 1823.3 -0.74 
8  1215.61 1172.8 3.52 
9  2186.6 2155.2 1.43 

10  1725.02 1725 0.0 
11  2636.6 2564.8 2.72 
12  2285.88 2285.9 0.0 
13  3154.2 3051.9 3.24 
14  2887.82 2830 2.00 
15  3719.6 3616.6 2.77 
16  3523.3 3420.8 2.90 
17  4331.1 4258.9 1.67 
18  4178.1 4058.2 2.87 
19  4978.8 4978.8 0.0 
20  4859 4742.2 2.40 
21  - - - 
22  5573 5472.8 1.80 
23  - - - 
24  6328.7 6250 1.24 
25  - - - 
26  7130.3 7073.9 0.79 
27  - - - 
28  7978.5 7944.4 0.43 
29  - - - 
30  8875.9 8861.5 0.16 
31  - - - 
32  9825.2 9825.2 0.0 
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FIG. 1. Theoretical and practical energy levels as a function of angular momentum. 

By examining the 2  energy level value for 
the 퐷푦 isotope, we found that it to be 
approximately 137.8 KeV. This led us to expect 
rotational symmetry of the isotope, but when we 
performed other tests, we found dissimilarity! To 
determine the symmetry of the Dy(156) isotope, 
we calculated the energy ratios ( ( ). The result 
aligned with the 훾-unstable symmetry, as the 

typical ratios for 훾-unstable O(6) were closest to 
the calculated values [1, 5]. Table 4 compares 
the calculated ratios using the IBM-1 with 
experimental ratios. Table 5 provides the typical 
values of the ratios to compare them with the 
calculated values and determine the type of 
symmetry that appeared to be O(6), see Fig. 2.  

TABLE 4. Comparison of practical and theoretical energy ratios. 

Isotope 퐸(4 )/퐸(2 ) 퐸(6 )/퐸(2 ) 퐸(8 )/퐸(2 ) 퐸(10 )/퐸(2 ) 
EXP IBM-1 EXP I B M - 1 EXP I B M - 1 EXP I B M - 1 

퐷푦 2.93 2 . 7 5 5.59 5 . 2 6 8.82 8 . 5 1 13.5 1 2 . 5 2 

TABLE 5. Typical values for energy ratios. 
Symmetry 퐸(2 ) 퐸(4 )/퐸(2 ) 푅  푅  푅  

U(5) 500 2 ≤ 푅 ≤ 2.4 3 4 5 

O(6) 300 2.4 ≤ 푅 ≤ 2.7 4.5 7 10 

SU(3) 100 3 ≤ 푅 ≤ 3.3 7 12 18.33 

 
FIG. 2. Ratios with respect to the first energy level (2 ) 
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In addition, the ratios ( )
( )

 were calculated 
and compared with the typical values (Table 6 
and Fig. 3), where the results showed that the 
Dy-156 isotope is closer to following the O(6) 

limit. Moreover, we have determined the 
symmetry using the E-GOS method and we have 
made sure that the isotope has 훾-unstable 
symmetry (Fig. 4).  

TABLE 6. Comparison between typical and calculated values for energy ratios. 
symmetry 푅 / = 퐸(4 )/퐸(2 ) 푅  푅  푅  푅  

U(5) 2 1.5 1.33 1.25 1.2 
O(6) 2.5 1.8 1.56 1.43 1.35 

SU(3) 3.33 2.1 1.71 1.53 1.42 

퐷푦 EXP 2.93 1.90 1.58 1.42 1.33 
CLC 2.75 1.91 1.62 1.47 1.33 

 
FIG. 3. Ratios with respect to variable states. 

 
FIG. 4. E-GOS for 퐷푦. 
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To determine the presence and location of 
back-bending in this isotope, the moment of 
inertia was calculated using Eq. (8), along with 
the transition energy 퐸  between consecutive 
energy levels. The rotational frequency ħ휔 for 
each even spin was also calculated using Eq. (9). 
Fig. 5 shows the relationship between the 
moment of inertia and the rotational frequency 
for the isotope under study. Unbending rather 
than back-bending was observed due to the 
strong interaction between the ground-state band 
and the spin-aligned S-band [48, 49]. However, 
there was a difference in the isotope behavior at 

angular momentum in the range of 10-20 
compared to the ranges of 0-10 and 20-30.  

The energy of each level was plotted as a 
function of the angular momentum J(J+1) in Fig. 
6, to check what we had found in the previous 
figure. In order to know more about the nature of 
the back-bending, we plotted 퐸  as a function of 
J in Fig. 7. This plot shows that there is a 
continuous increase without a decrease in the 
transmission energy with an increase in 
momentum, and this confirms the observations 
from the last two figures. 

 
FIG. 5. Back-bending phenomena. 

 
FIG. 6. Experimental and IBM-1 calculated energy levels as a function of spin. 

 



An Investigation into Properties for 퐷푦 Isotope Using IBM-1 and IVBM Model 

 357

 
FIG. 7. Transition energy (퐸 ) changes with momentum (J). 

Gama transitions and their probabilities 
between different energy levels are important 
parameters in the study of the nuclear properties 
of any isotope. We calculated this function, 
B(E2), for different transitions between multiple 
levels of the isotope under study and compared it 
with the experimental results. This calculation 
was based on available laboratory values for the 

gamma energies of different transitions, the half-
life of the gamma transition, and the available 
values for the isotope internal transformation 
coefficient. Using Eq. (10), we determined the 
electric transition probabilities of the 
quadrupole, B(E2). Table 7 shows that the 
results are in good agreement with the 
experimental values.  

TABLE 7. Electromagnetic transitions using the half-life of the 퐷푦 isotope. 

퐼  푇
( )

(푝푠) 퐸 (퐾푒푉) ∝  B(E2) W.u error exp clc 
2 → 0  823 137.77 0.849 150 150.07 0.049 
4 → 2  31.6 266.42 0.0933 244.8 244.43 0.151 
6 → 4  6.3 366.25 0.0356 264 263.63 0.140 
8 → 6  2.26 445.17 0.0206 281 281.07 0.026 

10 → 8  1.06 509.41 0.01444 310 307.29 0.875 
12 → 10  0.62 560.86 0.01131 330 325.74 1.292 
14 → 12  0.56 601.94 0.0095 250 253.72 1.488 
16 → 14  0.32 635.48 0.00833 340 338.96 0.305 
18 → 16  0.24 654.8 0.00776 390 389.32 0.175 
20 → 18  0.24 680.9 0.0708 320 320.42 0.132 
22 → 20  0.21 714 0.00634 290 289.04 0.331 
24 → 22  0.155 755.7 0.00557 300 295.07 1.644 

 

Fig. 8 shows the relationship between the 
ratio 푟 ( )  and the spin I. This figure 
provides numerical values for this ratio. It is 
clear that the ratio was between 0.4 r 0.6 for 
the spin higher than 6, so we can say that the Dy 
(156) isotope has 훾-unstable properties with the 
O(6) limit. However, for the lower spins of 2, 4, 
and 6 these ratios reached up to 0.7, so the nuclei 
could have rotating properties. Despite this, most 

of the given spin ranges were found within the 
O(6) limit. Table 8 shows the typical ratio value 
(r) for each limit. 

TABLE 8. Typical values for ratios. 

Symmetry 푟
(퐼 + 2)

퐼
 

U (5) 0.1 ≤ 푟 ≤ 0.35 
O (6) 0.4 ≤ 푟 ≤ 0.6 

SU (3) 0.6 ≤ 푟 ≤ 1 
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Fig. 9 shows the staggering between the 
energy states of the GSB and NPB bands in the 
Dy (156) isotope. This staggering is evidence of 

the interference of the energy states between the 
two bands. 

 
FIG. 8. The ratio between any two consecutive states in the beam. 

 
FIG. 9. Staggering patterns between GSB and NPB. 

Conclusion 
In this work, we carried out a systematic 

investigation of the even-even 퐷푦 isotope 
within the IBM-1 and IVBM frameworks. We 
calculated the yrast and negative band energy 
levels. The ratio values (E(I+2)/E2

+), 
(E(I+2)/E(I)), and 푟 ( )  indicate that this 
isotope is due to the 훾 - unstable symmetry. 
Additionally, the calculated moment of inertia 

and ħω values show good agreement with 
experimental data. In this isotope, the back-
bending phenomenon does not appear clearly at J 
=10, but there is a slight change in the track of 
the curve of the relationship between photon 
energy and moment of inertia in the interval 
10 ≥ 퐽 ≥ 20. 
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Abstract: The Kurdistan region of Iraq has seen a rise in the use of cleaning powders due 
to their favorable effects on health. However, various levels of radioactive isotopes, 
including 238U, 232Th, and 40K, can be found in the ore used to make some cleaning 
powders. Therefore, washing powder is regarded as one of the environmental sources of 
radionuclides and radioactivity. In this study, 25 samples of ordinary cleaning powder were 
analyzed to estimate the specific activities of 238U, 232Th, and 40K using a gamma-ray 
sodium iodide NaI(Tl) detector. The mean activity concentrations of 238U, 232Th, and 40K 
were found to be 0.27±0.027, 1.881±0.149, and 19.213±0.899 Bq.kg-1, respectively, which 
are well below the recommended values set by UNSCEAR 2000: 32, 45, and 400 Bq/kg for 
238U, 232Th, and 40K, respectively. The radiological hazard parameters determined for each 
sample of detergent were also found to be lower than the maximum allowable values 
recommended by international organizations. Therefore, cleaning powders sold in the 
Kurdistan region markets pose no radioactive risk to users. 
Keywords: Cancer risk, NaI(Tl) detector, Detergent, Radioactivity, Primordial 

radionuclide. 
 

 
1. Introduction 

Radionuclides are present in all raw materials 
and minerals. However, some human activities 
can increase exposure to naturally occurring 
radioactive materials (NORM). This enhanced 
exposure necessitates strict regulatory 
supervision. Since the earth's origin, the planet 
has accumulated primordial radionuclides that 
continue to persist in various environments [1]. 
Environments contain natural radionuclides at 
all times. Natural radionuclides are found 
ubiquitously in water, air, soil, food, and raw 
material products. 

Due to the ionization that is formed when 
radiation interacts with living things, it can have 
a negative impact on an organism's shape and 
functionality, which can disrupt the normal 

operation of cells, organs, and tissues and cause 
cancer and a rise in mortality [2]. 

Cleaning is an essential part of daily life, 
helping to maintain hygiene in our clothes, 
homes, and other belongings. For example, 
purification materials are collected from 
multiple resources containing varying amounts 
of these energy powders such as sodium sulfate, 
phosphate, sodium silicate, soda ash, sodium 
chloride, clay, and moisture [3]. 

Cleaning products, like all man-made 
products, are made from raw materials from 
which radioactive substances cannot escape, so 
it is important to adhere to tolerance limits for 
these substances [3]. Detergents are a major 
group of products containing chemical raw 
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materials such as phosphates, which contain 
radioactive elements that can migrate into 
consumer products, raising health concerns in 
some instances [4]. 

Earlier studies of natural radioactivity were 
carried out on detergent powder samples from 
surrounding and neighboring regions [4-8]. 
However, there is a lack of comprehensive 
studies on the levels of natural radiation in 
detergents available in the local Erbil market, 
which is open to a wide range of manufactured 
goods.  

In general, radiation special effects can be 
evaluated by estimating radiation threat factors 
using gamma spectroscopy. This study focused 
on the assessment of natural primordial 
radionuclide levels in detergent powder samples 
used for washing clothes that were present in a 
local market in Erbil and the determination of 
dose and cancer risk due to 40K, 232Th, and 238U 
radionuclide activity concentrations. 

2. Method and Analytical Techniques 
2.1 Sampling 

As shown in Table 1, 25 detergent samples, 
imported from 10 neighboring countries, were 
collected from markets in Erbil, the capital of the 
Kurdistan region of Iraq. A constant weight of 1 
kg and a 1 L Marinelli beaker filled with 
detergents were used to convert the activity to a 
specific activity. The samples, in powder form, 
were brought to the laboratory and oven-dried at 
a temperature of 70 °C until they reached a 
constant weight. Collected samples were stored 
and sealed in Marinelli beakers for 
approximately one month before being counted 
for secular equilibrium between parents and 
progeny. The gamma-ray spectrum of each 
sample was acquired by placing it in contact 
with the detector for 21 600 seconds. This 
duration is sufficient to obtain the spectrum and 
reduce uncertainty due to the high efficiency of 
the NaI(Tl) detector [9]. 

TABLE 1. The collected samples’ type and country of origin. 

Sample code Cleaning powder type Country of 
production 

ST1 Bright UAE 
ST2 Altunsa Turkey 
ST3 Polex Iraq - Kurdistan 
ST4 Maria Iran 
ST5 Liby China 
ST6 Carrefour France 
ST7 Ariel Saudi Arabia 
ST8 Noura Syria 
ST9 Active Iran 

ST10 Falcon UAE 
ST11 Tide Saudi Arabia 
ST12 ABC (red) Turkey 
ST13 Super royal Iraq 
ST14 Teobeby Bulgaria 
ST15 Ave Iran 
ST16 Alwazir Jordan 
ST17 Alwazir Iraq 
ST18 Persil Turkey 
ST19 Savex Bulgaria 
ST20 Barf Iran 
ST21 Mega Thailand 
ST22 ABC (black) Turkey 
ST23 Finish Turkey 
ST24 Peros Turkey 
ST25 Galgom Turkey 
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2.2 Gamma Spectrometry 

The specific activity of the primordial 
radionuclides in washing powder samples is 
determined using a high-efficiency gamma 
spectroscopy system with a low-background 
design. The system consists of a NaI(Tl) 
detector with lead castle shielding, a high-
voltage power supply connected to a 
preamplifier, an amplifier, a multichannel 
analyzer (MCA), and a desktop computer.  

The NaI(Tl) scintillation detector (SILENA 
model 3S3) used in this work, as shown in Fig. 
1, has an active region of 3" × 3" and an energy 
resolution of 7.4% at the 662 KeV gamma-line 
of 137Cs. Energy calibration for the NaI(Tl) 
gamma-ray spectrometry was performed using a 
point source of 226Ra and its progeny 214Pb (242, 
295, and 352 KeV) and 214Bi (609 and 1120 
KeV),  as shown in Fig. 1. In this study, 
efficiency calibration of the NaI(Tl) gamma-ray 

spectrometry was performed in a 1 L Marinelli 
beaker using a multi-nuclide standard source of 
210Pb, 241Am,109Cd,57Co,123mTe,51Cr,113Sn, 85Sr, 
137Cs,88Y, and 60Co prepared by the International 
Atomic Energy Agency (IAEA-315), covering 
the energy range of 25 KeV to 1500 KeV. The 
standard source was placed above the detector, 
maintaining an equal distance between the 
sample and the detector. Figure 2 shows a graph 
of efficiency versus gamma-ray energy.  

Both 238U and 232Th are long-lived, so their 
concentrations were determined from the spectra 
using an indirect method. The concentration of 
238U was determined from the average 
concentrations of 214Pb at 352 KeV and 214Bi at 
609 KeV in the detergent samples. The 232Th 
concentration was determined from the average 
concentrations of the decay products of 208Tl at 
583 KeV and 228Ac at 911 KeV. Finally, the 40K 
concentration was determined directly from the 
1460 KeV photopeak. 

 
FIG. 1. Energy calibration for the NaI (Tl) scintillation detector. 

 
FIG. 2. Photopeak efficiency for gamma-ray energy of the NaI (Tl) detector.
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2.3 Specific Activity Measurements  
The radioactivity concentration (Bq.kg-1) is 

defined as the activity per unit mass of the 
detergent samples. The specific activity of a 
radionuclide in detergent powder samples is 
given by the formula [10]: 

퐴 (퐵푞. 푘푔 ) =
× × ×

          (1) 

where Anet, Iγ,m,t, and ε are the net count of the 
full range of photopeaks, the decay probability 
emission, the mass of the detergent sample, the 
time for running the samples, and the absolute 
efficiency of the photopeak at a certain energy, 
respectively. 
2.4 Radium Equivalent (Raeq) 

To combine the specific activities of the 
elements and to assess the associated risks from 
materials containing different concentrations of 
natural radionuclides, such as 238U, 232Th, and 
40K, a single equivalent parameter is calculated  
based on the following equation [11]: 

푅푎 = 퐴 + 1.43퐴 + 0.077퐴          (2) 
where AU, ATh, and AK are the specific activities 
of 238U, 232Th, and 40K (in Bq/kg), respectively. 
This equation defines Raeq as a single parameter,  
where  1Bq/kg of 238U, 0.7 Bq/kg of 232Th, and 
13 Bq/kg of 40K create a similar gamma-ray 
dose rate [12]. 
2.5 Outdoor and Indoor External Doses Rate  

The Dout is calculated using gamma radiation 
from 238U, 232Th, and 40K at a height of 1 meter 
above the Earth’s surface. The radiation 
transfer factors for 238U, 232Th, and 40K are 0.436 
nGy.h-1 per Bq.kg-1, 0.599 nGy.h-1 per Bq.kg-1, 
and 0.0417 nGy.h-1 per Bq.kg-1, respectively.  

Dout is calculated using the following 
equation [13, 14]: 

퐷 (nGy. ℎ ) = 0.436퐴 + 0.599퐴 +
0.0417퐴             (3) 
The absorbed dose rate can be converted to 

the indoor effective dose rate using the 
following conversion factors: 0.92 nGy.h-1 per 
Bq.kg-1 for 238U, 1.1 nGy.h-1 per Bq.kg-1 for 
232Th, and 0.081 nGy.h-1 per Bq.kg-1 for 40K. To 
calculate Din, the following equation is utilized 
in conjunction with the previously stated 
conversion factors [15]: 

퐷 (nGy. ℎ ) = 0.92퐴 + 1.1퐴 + 0.081퐴    
(4) 

2.6 Annual Outdoor and Indoor External 
Effective Dose 

The annual effective dose is divided into two 
categories: indoor annual effective dose (Ein) and 
outdoor annual effective dose (Eout). To calculate 
Eout, the occupancy dwelling factor (OF = 20% 
of 8760 h in a year) and the conversion factor 
(CF = 0.7 Sv Gy-1) are applied. The following 
equations are used to determine Eout, which is 
used to convert the absorbed dose present in the 
atmosphere into an effective dose [1]: 

퐸 = 퐷 (푛퐺푦ℎ ) × 20% 표푓 8760ℎ ×
0.7(푆푣. 퐺푦 )           (5) 

        = 퐷 × 1.226 µ푆푣. 푦           (6) 
The dose that a person receives indoors is 

known as Ein. The following equation can be 
used to derive the Ein from the indoor dose (Din), 
which is the γ-ray dose within the building, the 
dose conversion factor (CF = 0.7 Sv Gy-1), and 
the indoor occupancy factor (80% of a year) 
[16]. 
E = D (nGyh ) × 80% of 8760h ×

0.7(Sv. Gy )           (7) 
       = D × 4.905 µSv. y            (8) 
2.7 External Hazard Index (Hex) 

The external hazard index is used to assess 
and quantify the risks associated with naturally 
occurring gamma radiation. It is calculated using 
the following equation [17]: 

H =  + +           (9) 

The Hex values must be less than 1, which 
corresponds to the highest Req value (370 
Bq/kg). 
2.8 Internal Hazard Index (Hin) 

Radon is harmful to the respiratory system 
and is responsible for more than 50% of the total 
annual effective dose from natural radionuclides, 
making it a major factor in internal exposure [1]. 
The internal hazard index (Hin) is calculated  
thus: 

H =  + +          (10) 
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2.9 Excess Lifetime Cancer Risk (ELCR) 
Using the annual effective gamma dose as a 

reference point, the following equations 
determine the indoor and outdoor ELCR [18]: 
(ELCR)(Outdoor) = (E ) × LE × RF       (11) 
(ELCR)(Indoor) = (E ) × LE × RF           (12) 

where LE is the life expectancy (67 years) and 
RF (Sv-1) is the fatal risk factor per Sievert, 
which is 0.05 [19].  

3. Results and Discussion 
Table 2 presents the calculated specific 

activity of 40K, 232Th, and 238U found in the 
cleaning powder samples, while Fig. 3 depicts 
these results as a graph. 

TABLE 2. The specific activity in Bq.kg-1 of 238U, 232Th, and 40K radionuclides in cleaning samples.  
Sample 

code 
Specific Activity in (Bq.kg-1) 

238U 232Th 40K 
ST1 1.148± 0.056 7.713± 0.303 70.279± 1.720 
ST2 0.262± 0.027 0.142± 0.041 40.484± 1.305 
ST3 0.011± 0.005 1.115± 0.115 46.754± 1.403 
ST4 2.762± 0.086 9.256± 0.331 61.189± 1.605 
ST5 0.143± 0.02 0.119± 0.038 28.027± 1.086 
ST6 0.216± 0.024 1.59± 0.137 32.173± 1.164 
ST7 ND 0.498± 0.077 29.269± 1.11 
ST8 0.216± 0.024 0.985± 0.108 12.667± 0.73 
ST9 ND 4.284± 0.225 11.068± 0.682 

ST10 ND 1.24± 0.121 11.194± 0.686 
ST11 0.227± 0.025 1.104± 0.114 21.862± 0.959 
ST12 0.367± 0.031 0.403± 0.069 21.484± 0.951 
ST13 0.189± 0.023 0.125± 0.038 15.234± 0.801 
ST14 0.003± 0.003 1.75± 0.144 15.318± 0.803 
ST15 0.317± 0.029 4.153± 0.222 5.892± 0.498 
ST16 ND 0.819± 0.099 3.872± 0.404 
ST17 0.005± 0.004 0.926± 0.105 8.438± 0.596 
ST18 0.03± 0.009 3.643± 0.208 6.796± 0.535 
ST19 0.111± 0.017 0.498± 0.077 22.599± 0.975 
ST20 0.285± 0.028 0.237± 0.053 1.262± 0.230 
ST21 ND 0.771± 0.096 1.515± 0.252 
ST22 0.046± 0.011 1.258± 0.122 1.010± 0.206 
ST23 0.123± 0.018 1.982± 0.153 2.399± 0.318 
ST24 0.276± 0.027 1.394± 0.129 5.576± 0.484 
ST25 0.011± 0.005 1.009± 0.109 3.956± 0.408 
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FIG. 3. The frequency distributions of (a) 238U, (b) 232Th, and (c) 40K.

The specific activity of 238U was detected in 
almost 80% of all samples, ranging from  ND to 
2.762±0.086 Bq/kg, with a mean value of 
0.27±0.027 Bq/kg. For 232Th, the specific 
activity varied from 1.115±0.115 Bq/kg to 
9.256±0.331 Bq/kg with a mean value of 
1.881±0.149 Bq/kg. Finally, the specific activity 
for 40K ranged from 1.010± 0.206 Bq/kg to 
70.279±1.720 Bq/kg with a mean value of 
19.213±0.899 Bq/kg.  

The highest specific activity for 238U was 
detected in ST4 (Maria), which is lower than the 
value of 32 Bq/kg for raw materials declared by 

UNSCEAR [20]. ST4 (Maria) and ST1 (Bright) 
have the highest specific activity for 232Th and 
40K, which are less than the limits of  45 and 
412 Bq/kg, respectively, set by UNSCEAR [20].  

Table 3 compares the results of the current 
investigation with values from previous studies 
obtained locally and in a neighboring country. 
The comparison reveals that, except for the 
activity concentration of 232Th, the present 
analysis shows lower estimated activity 
concentrations of 238U and 40K radionuclides 
compared to those observed in previous studies 
[4-8].  
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TABLE 3. The measured activity concentrations compared to those of previous studies.  

Country Specific activities Bq/kg References 238U 232Th 40K 
Iraq 22.342±6.984 4.664±2.438 45.642±30.637 [4] 
Iraq 3.50 ± 0.60 1.77 ± 0.22 119.60 ± 7.27 [5] 
Iraq 10.621±2.346 ------ ----------- [6] 
Iraq 4.80±0.87 1.34±0.43 108.76±15.11 [7] 

Saudi Arabia MDA-85.4±5.9 MDA-7.19±0.8 26.0±1.8-133±10 [8] 
Iraq-Kurdistan 0.27± 0.570 1.881± 2.305 19.213± 18.827 Present study 

 

Figure 4 shows the determined Raeq. activity 
values for the cleaning powder samples, derived 
from Eq. (2). The Raeq values across all samples 
ranged from 1.963 Bq/kg to 82.533 Bq/kg, with 
an average of 22.248 Bq/kg. Fortunately, the 

Raeq values for all detergent samples examined 
are below the accepted limit of 370 Bq/kg [1]. 
Thus, these cleaning agents available on the 
market do not present a radioactive risk when 
used as cleaning powders. 

 
FIG. 4. Radium equivalent activity in cleaning powder samples. 

The mean outdoor annual effective dose was 
2.507 µSv y-1, and the average indoor annual 
effective dose was 18.997µSv y-1, both of which 
are lower than the global mean value of 410 
µSv.y-1 [1]. As shown in column 6 of Table 4, 
the external hazard index (Hex) values ranged 
from 0.002 (ST20) to 0.056 (ST4), with an 
average of 0.012. All Hex values for the detergent 
samples were less than unity, indicating that 
using these detergent products for cleaning is 
safe in terms of radioactivity. The average Hin 
for the detergent samples was 0.013, with 

individual values ranging from 0.003 to 0.063, 
all of which were < 1 [21]. 

The (ELCR) for outdoor exposure, presented 
in column 8 of Table 4, ranged from 0.13×10-5 to 
3.26×10-4, with a mean value of 0.83×10-5. For 
indoor exposure (last column of Table 4), the 
ELCR values ranged from 0.101×10-4 to 
2.466×10-4, with a mean of 0.627×10-4. 
Consequently, the average ELCR value is less 
than the world's average value of 1.45×10-3 [16]. 
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TABLE 4. The calculated radiological hazard indices for the studied detergent samples. 
Sample 

code 
Dout 

nGy.h-1 
Din 

nGy.h-1 
Eout 

(μSv.y-1) 
Ein 

(μSv.y-1) 
H ex Hin ELCR 

(Outdoor)* 10-3 
ELCR 

(Indoor)* 10-3 
ST1 8.051 15.233 9.871 74.717 0.047 0.051 0.03257 0.24657 
ST2 1.888 3.677 2.314 18.033 0.010 0.010 0.00764 0.05951 
ST3 2.623 5.024 3.215 24.643 0.014 0.014 0.01061 0.08132 
ST4 9.3 17.679 11.402 86.713 0.056 0.063 0.03763 0.28615 
ST5 1.302 2.532 1.596 12.421 0.007 0.007 0.00527 0.04099 
ST6 2.388 4.554 2.928 22.335 0.013 0.014 0.00966 0.07371 
ST7 1.519 2.919 1.862 14.318 0.008 0.008 0.00615 0.04725 
ST8 1.212 2.308 1.486 11.32 0.007 0.008 0.0049 0.03736 
ST9 3.027 5.609 3.712 27.51 0.019 0.019 0.01225 0.09078 

ST10 1.21 2.271 1.483 11.138 0.007 0.007 0.00489 0.03676 
ST11 1.671 3.193 2.049 15.663 0.009 0.010 0.00676 0.05169 
ST12 1.297 2.521 1.591 12.368 0.007 0.008 0.00525 0.04081 
ST13 0.792 1.545 0.971 7.577 0.004 0.005 0.00321 0.025 
ST14 1.688 3.169 2.07 15.542 0.010 0.010 0.00683 0.05129 
ST15 2.872 5.337 3.521 26.179 0.018 0.019 0.01162 0.08639 
ST16 0.652 1.214 0.799 5.956 0.004 0.004 0.00264 0.01965 
ST17 0.909 1.707 1.114 8.371 0.005 0.005 0.00368 0.02762 
ST18 2.478 4.585 3.039 22.49 0.016 0.016 0.01003 0.07422 
ST19 1.289 2.48 1.58 12.167 0.007 0.007 0.00522 0.04015 
ST20 0.319 0.625 0.391 3.066 0.002 0.003 0.00129 0.01012 
ST21 0.525 0.971 0.644 4.764 0.003 0.003 0.00212 0.01572 
ST22 0.816 1.508 1 7.395 0.005 0.005 0.0033 0.0244 
ST23 1.341 2.487 1.644 12.199 0.008 0.009 0.00542 0.04026 
ST24 1.188 2.24 1.457 10.986 0.007 0.008 0.00481 0.03625 
ST25 0.774 1.44 0.949 7.062 0.005 0.005 0.00313 0.02331 

Average 2.045 3.873 2.507 18.997 0.012 0.013 0.00827 0.06269 
 

4. Conclusion  
The study has provided data on the specific 

activity of primordial radionuclides in some of 
the common cleaning powders in the north-
eastern Kurdistan region of Iraqi markets. The 
uptake of the natural radionuclides of 238U, 232Th, 
and 40K is low in samples compared to the 
maximum values (32, 45, and 412 Bq/kg) 
declared by (UNSCEAR, 2008). All the samples 
contain a significant concentration of 40K. 
However, the level of 40K is relatively higher 
than that of 238U and 232Th.  

The average annual external effective dose 
indoors and outdoors is less than the global 

average value of 70 µSv/y, and the obtained 
value of (ELCR) is less than the level 1.45 * 10-3 
indicated by (National Cancer Institute, 2009). 
Therefore, there is no significant radiological 
risk to the general public from using the 
examined detergent formulations as cleaning 
agents 

It has been determined that the amounts of 
natural radioactivity in the detergent powders 
available in Erbil-Iraq are well below the 
permissible ranges and do not present any 
radioactive risk to users. 
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Abstract: The radon concentration, specific activity of 226Ra (CRa), and 238U concentrations 
(CU) in soil samples from 100 primary schools of Al-Najaf province, Iraq, were measured 
to determine the safety of students and staff using the CR-39 nuclear track detector based 
on the sealed can technique. The mean values of 222Rn concentration in the air space of the 
container (C) and the soil sample (CRn) were 23.53±1.149Bq/m3 and 960.38±47 Bq/m3, 
respectively. The mean values of CRa and CU were 0.035±0.002 Bq/kg and 0.043±0.002 
ppm, respectively. The 222Rn,226Ra, and 238U concentrations were lower than the worldwide 
level. Radiological parameters such as annual effective dose (AED) and radon exhalation 
rate per unit mass (EM) and per unit surface (ES) also were determined. The results indicate 
normal levels for these parameters, except for higher values of AED in some primary 
schools, according to UNSCEAR data. 

Keywords: Radon, CR-39 detector, Soil of primary schools, Al-Najaf province. 
 

 
1. Introduction 

Radon is a radioactive, colorless, odorless, 
and tasteless noble gas that naturally occurs as 
an indirect decay product of uranium or thorium 
in the soil. It was first discovered by F.E. Dorn 
in 1900. Its most widespread and stable isotope, 
222Rn, has a half-life of approximately 3.8 days 
and contains 99 percent of radon. Unlike radon, 
a noble gas, uranium and all of its daughters (up 
to lead) are solid elements. The short-lived 
radionuclides 218Po, 214Pb, 214Bi, and 214Po, 
produced as 222Rn decays, are called radon 
daughters or progeny. Eventually, 206Pb (stable 
lead) is produced. On average, 33 Bq/kg3 of 
natural uranium (mainly 238U) may be detected 
throughout the Earth's crust, and consequently, 
in major earthen building materials. The gas 
dissipates fast in open areas; however, it can 
accumulate inside buildings, particularly in 

regions where the underlying ground is 
permeable and has a higher-than-average 
uranium concentration. Radon is present in all 
rocks and soils, both outdoors and indoors. Since 
outdoor air is constantly mixed and diluted, 
radon and its daughters rarely accumulate to 
dangerous levels. On the other hand, indoors, 
where ventilation may be limited, radon and its 
daughters can accumulate, reaching levels many 
orders of magnitude higher than those seen 
outdoors. Because radon's decay products can 
stick to ambient aerosols, inhaling them can 
cause the particles to be trapped in the lungs, 
delivering a dose to the lung's lining via alpha 
particle emission. As a result, instead of the 
radon progenitor, it is the radon progeny that 
poses the greatest health risk. The majority of 
radon exposure occurs indoors due to the high 
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percentage of time people spend indoors and the 
elevated indoor radon concentrations compared 
to outdoor concentrations. Radon and its 
daughters are the primary sources of natural 
radiation exposure for the population, and many 
lung cancer cases have been documented as a 
result [2, 3]. The primary radiological exposure 
that humans experience internally comes from 
222Rn. Geological and geophysical 
characteristics, as well as atmospheric factors 
like barometric pressure and rain, significantly 
impact the radon concentration range in the air. 
Radon can leak into the environment through 
rock fissures and soil pores close to the earth [4, 
5].  

Radon enters buildings through various 
channels, including soil gas, which infiltrates 
through tiny pores in the floor, cavities in 
interior walls, structural connections, gaps in 
walls, communication lines, building materials, 
and drinking water [1]. According to studies of 
radon's behavior in the geological environment, 
there is a clear relationship between indoor radon 
rates and soil gas concentration [2]. Therefore, 
testing for radon levels in as many schools and 
homes as feasible is one of the most efficient and 
effective strategies to lessen the risks to students 
in schools and other facilities [4]. Radon 
exposure in schools could have a significant 
public health effect. The chance of developing 
lung cancer in children exposed to radon could 
be as much as three times higher than in adults 
exposed to similar levels of radon. This is 
because children's lungs are not the same shape 
as those of adults, and children breathe more 
quickly than adults. Children generally spend 
more time indoors and are more vulnerable to 

environmental hazards. On average, Iraqi 
children spend 5 hours in school buildings daily, 
five days a week. Schools are also workplaces 
for teachers, administrators, and service staff, 
who may spend even more time in school 
buildings than students [6].  

In order to determine long-term mean radon 
concentrations that can be used as the baseline 
data, passive measuring techniques are required. 
These techniques have been demonstrated to be 
effective and suitable for identifying radon and 
its daughters in soil samples [7-9]. This research 
aimed to establish a baseline for the Al-Najaf 
province by measuring the alpha emitters 222Rn, 
226Ra, and 238U in soil samples taken from 
elementary schools. Values of radiological 
hazard indices like AED, EM, and ES were also 
investigated. 

2. The Study Area 
The studied area of Al Najaf (Fig. 1) is 

located in southwestern Iraq, about 160 km 
southwest of Baghdad. It is situated at the 
intersection of longitude 44019E and latitude 
31059N with an elevation of 70 meters above 
sea level [3].  

One hundred primary public schools within 
Najaf city were chosen to study the 
concentrations of 222Rn, 226Ra, and 238U in the 
soil of these schools. The locations of these 
schools were identified using a GPS, as detailed 
in Table 1, and plotted using a GIS approach 
(ArcGIS 10.7.1.), as depicted in Fig. 1. Table 1 
displays the chosen schools' names, locations, 
codes, types, dates of establishment, and 
coordinates. 

TABLE 1. Information on schools included in the study. 
No. Name Location Code Type Date longitude latitude 
1 Alghaffari Aljodaydat-2 p1 boys 1919 436150.9 3539909 
2 Altahdhib Aljodaydat-4 p2 boys 1952 435944.2 3539177 
3 Malik Aliashtir Aljodaydat-4 p3 boys 1954 436064.3 3539492 
4 Halif Alquran Al.Mothana p4 boys 1958 438415.8 3540403 
5 Aishab Alkasa Aljodaydat-3 p5 boys 1959 436456.2 3539630 
6 Alhaidariya Aljodaydat-1 p6 boys 1933 436900.3 3540156 
7 Altaysir Al.Karama p7 boys 1964 438040.7 3542154 
8 Aleasifa Al.Askan p8 boys 1964 438584.1 3541338 
9 Dabel Al Khuzaie Al.Moalmen p9 boys 1968 437753.4 3539855 
10 Damascus Al'asasia Alhussein p10 boys 1973 436954.3 3541674 
11 Alsaadiq Aljodaydat-3 p11 boys 1953 437108.5 3539453 
12 Baghdad Al'asasia Imam Mahdi p12 boys 1964 437675.5 3539487 
13 Alghari Al.Ansar p13 boys 1964 438410 3538993 
14 Alamam Alhadi Al'asasia Al.Ameer p14 boys 1968 437237.6 3541669 
15 Eidun Al.Shorta p15 boys 1973 438586.6 3539133 
16 Mustafa Jawad Al.Karama p16 boys 1980 438162.7 3542366 
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No. Name Location Code Type Date longitude latitude 
17 Alwathbi Al.Ansar p17 boys 1980 437318.7 3539070 
18 Sharif Al-Razi Al.Zahraa p18 boys 1980 438536.5 3540399 
19 Alshaeb Aloroba p19 boys 1982 437260.1 3545330 
20 Al-Safi Najafi Alhawraa p20 boys 1984 437418.1 3540301 
21 Badr Al-Kubra AL gari p21 boys 1984 436555.7 3542982 
22 Umm Qasr Aloroba p22 girls 1985 437645 3545648 
23 Alzainabiya Aljodaydat-4 p23 girls 1937 436100.7 3539435 
24 Sikina Old City (AlBuraq) p24 girls 1958 435403.2 3540360 
25 Ramallah Old City (AlHoiesh) p25 girls 1958 435289.5 3539809 
26 Alfadila Alsaad p26 girls 1955 437282.4 3540847 
27 Alsanabil Al.Karama p27 girls 1963 437555.3 3542139 
28 Fath Alhussein p28 girls 1968 437122.1 3541664 
29 Aleafa Aljodaydat-4 p29 girls 1963 436205.9 3539477 
30 Bilqis Al'asasia Alhanana p30 girls 1980 437418.1 3540301 
31 Al-Faraged Al.Askan p31 girls 1964 438584.1 3541338 
32 Almaqasid Al.Moalmen p32 girls 1964 437533.9 3539752 
33 Dijula Aljodaydat-4 p33 girls 1964 436003.5 3539253 
34 Mustafa Gamal El Din Algahdeer p34 girls 1968 438195.4 3542141 
35 Alanisaf Al.Mothana p35 girls 1973 438062.6 3540571 
36 Birdaa Aljodaydat-2 p36 girls 1953 435724.3 3539683 
37 Al-Bariq Al.Moalmen p37 girls 1979 437773.1 3539563 
38 Alamiani Al.Ansar p38 girls 1975 438284.5 3539077 
39 Nahj Al-Balaghah Al.Ameer p39 girls 1976 439542.8 3541498 
40 Alshiyma Alshueara p40 girls 1982 436966.2 3542333 
41 Alrisala Al.Zahraa p41 girls 1980 440067.1 3540535 
42 Alturath Alearabiu Aljodaydat-3 p42 girls 1981 437178.2 3539517 
43 Tabuk AL gari p43 girls 1981 436376.5 3542842 
44 Almakasib Alhawraa p44 girls 1980 439420.7 3539935 
45 Safin Aladala p45 boys 1984 439918 3542398 
46 Altadhia Alwafaa (Alhindiya homes) p46 girls 1986 438173.5 3546738 
47 Habib Bin Mazahir Al Asadi Al.Askary p47 boys 1986 437051.9 3548134 
48 Fataa Alaslam Alwafaa (Alhindiya homes) p48 boys 1986 437569 3546526 
49 Almasoudi Alnasor p49 boys 1988 434719.8 3544694 
50 Haifa Aljameea p50 boys 1988 436583.3 3546154 
51 Alhuru Alriyahiu Almakrama p51 boys 1988 436527.9 3547370 
52 Alyaequbi Almilad p52 girls 2001 435123.5 3546295 
53 Alainsar Al.Ansar p53 boys 1989 439450 3539128 
54 Almujd Alishtiraki p54 girls 1989 438880.2 3540828 
55 Alsahl Aliakhdaru Alnasor p55 boys 1989 434740.7 3545084 
56 Altabirsiu Alqadisiya p56 girls 1998 440709.1 3540836 
57 Alabirar Alresalah p57 boys 1989 436215.2 3545075 
58 Almuhajirin Al.Ameer p58 girls 1989 440263.9 3541439 
59 Alrahma Aloroba p59 boys 1989 436926.1 3546038 
60 6 Kanun Al.Askary p60 girls 1990 437684.3 3547671 
61 Albayeat Alkubraa Almakrama p61 girls 1990 436707.1 3547077 
62 Sawr Technical Institute p62 mixed 1992 439985 3538170 
63 Albaraq Al.Askary p63 girls 1989 437014.8 3548494 
64 Alraazi Alresalah p64 girls 1994 436215.2 3545078 
65 Aliraq Alhuru Al.Askary p65 boys 1988 437727.2 3547168 
66 Saeed Bin Jubair Alqadisiya p66 boys 1988 440751 3540817 
67 Aldhaariat New Almilad p67 girls 2012 434860.7 3545810 
68 Alrabab Alhussein p68 girls 1998 436951.7 3541683 
69 Altawhid Aljamea p69 boys 1999 438828.5 3544025 
70 Ibrahim Al-Khalil Aljamea p70 boys 2000 439024.4 3544753 
71 Aalhaqu Almubin Aloroba p71 girls 2000 437260.1 3545330 
72 Alamam Alrida Aljamea p72 girls 2001 439249 3544157 
73 Alrafah Aljamea p73 girls 2001 439075.4 3544962 
74 Ali Al-Akbar Aladala p74 girls 2002 439427.9 3542919 
75 Aliaskandaria Aljodaydat-4 p75 girls 2004 436211 3538606 



Article  Dosh, Hasan and Abojassim 

 374

No. Name Location Code Type Date longitude latitude 
76 Aljamie Campus p76 mixed 2004 437436.7 3548248 
77 Alshahid Mahdi Alhakim Alsalam p77 girls 2005 437404.1 3544440 
78 Albalad Al'amin Alforat p78 girls 2006 438923.4 3542786 
79 Khayr Albariya Alsalam p79 boys 2007 437920.6 3543540 
80 Alduea' Almustajab Alsalam p80 girls 2007 437920.6 3543539 
81 Eabuwd Ghafla Abotalib p81 boys 2007 435028.7 3543777 
82 Eadnan Zuin Alkudos p82 boys 2007 436911.5 3538568 
83 Aliaetimad Abotalib p83 girls 2007 435028.7 3543777 
84 Altaqwaa AL gari p84 boys 2009 436376.5 3542842 
85 Albayinat AL gari p85 girls 2009 436376.5 3542842 
86 Almawlaa Almuqadas Alrahma p86 boys 2010 435429.1 3542789 
87 Alsaafaat Alrahma p87 girls 2010 435429.1 3542789 
88 Abi Talib Alforat p88 boys 2010 439004.8 3542798 
89 Mohammed Jawad Mughniyeh Alwafaa p89 boys 2011 437972.2 3545979 
90 Sayf Alhaqi Alrahma p90 boys 2011 435429.1 3542789 
91 Alrusul Alrahma p91 girls 2011 435429.1 3542789 
92 Altasnim Alnidaa p92 boys 2013 434270.2 3548592 
93 Alsalam majmae Alsalam p93 boys 2013 436949.2 3544255 
94 Almathir Alnidaa p94 girls 2014 435106.2 3549344 
95 Jarf Alnasr Alsalam p95 girls 2014 436969.2 3544094 
96 Alamam Zayn Aleabidin Alwafaa p96 girls 2002 435412.3 3550484 
97 Alnasamat New Almilad p97 girls 2015 435005.5 3547121 
98 Alshahid Karim Alkhaqani Alwafaa p98 boys 2018 438734.5 3546279 
99 Aleawali Algahdeer village p99 boys 2018 437154.1 3549829 
100 Eata' Alnajaf Algahdeer village p100 boys 2018 436722.2 3550365 

 
FIG. 1. A map of the field of study. 

3. Materials and Methods 
A total of 100 soil samples were collected at a 

depth of 15 cm from primary schools in Al Najaf 
city. Each sample was assigned a special code 
(refer to Table 1) and then sent to the laboratory 
at the Faculty of Science, University of Kufa. 
Each soil sample was dried inside an electrical 
furnace set to 105⁰C for about 2-3 hours until all 
moisture was removed. Then the samples were 

crushed using a mill and passed through a 2 mm 
sieve. After this process, the samples were 
placed in cylindrical plastic containers with 
screw caps to provide a tight seal and prevent the 
release of radon gases.  

To attain secular equilibrium, all samples 
were stored for at least one month. [4]. 
Following the sealed cup procedure, 70 g of the 
dried materials was placed at the bottom of a 
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cylinder measuring 7 cm in height and 5 cm in 
diameter, as shown in Fig. 2. A CR-39 detector 
with a thickness of 1 mm, a density of 0.32 
gm/m3, and dimensions of 2.5 cm × 2.5 cm was 
fixed at the top of a plastic container. The 
containers were tightly sealed with covers for an 
exposure period to radon for 90 days.  

After the exposure period, the detectors were 
removed from the containers and placed in a 
solution of 6.25N NaOH in a water bath at 98° C 
for one hour [5]. The detectors were then 

removed from the bath, properly rinsed, and 
cleaned using distilled water to remove digging 
leftovers from the surface. Following the 
chemical process, these detectors were dried and 
scanned with an optical microscope at a 
magnification of 400X to calculate the number 
of tracks per cm2 for each detector according to 
the following equation [6]. 

The density of tracks (휌) = 
    

   
           (1) 

 
FIG. 2. The radon dosimeter used in this study. 

3.1 Theoretical Considerations 

The closed container's radon concentration 
(C) can be calculated as [7]: 

퐶 =
 

               (2) 

where K represents the calibration factor for the 
CR-39 detector (K= 0.28±0.043 Track.cm-2 
/Bq.m-3.day). The calibration of the CR-39 
detector was determined using a standard source 
of 226Ra (radon source) with exposure times of 
0.5, 1, 1.5, 2, 2.5, and 3 days. T is the exposure 
time (90 days).  

       The radon concentration (CRn) in the soil 
samples can be calculated as [8]: 

퐶 =                (3) 

where λRn represents the radon decay constant, h 
is the distance between the soil sample and the 
CR-39 detector, and 푙 is the soil sample 
thickness in the container. 

The specific activity of 226Ra, 226CRa, in the 
soil samples can be determined using the 
following equation [9]: 

퐶 =               (4) 

where the distance between the soil surface of 
the sample inside the container and the CR39 
detector is given by h, A is the sample's surface 
area, and M is the sample's mass.  

Using the secular equilibrium property of 
uranium-238 and radon-222, we can find the 
uranium-238 concentrations (CU) in units ppm, 
which depend on the mass of uranium-238 (MU) 
and mass of the soil sample (M), as follows [8, 
10]: 

퐶 (푝푝푚) = ( )
 ( )

            (5) 

The annual effective dose (AED) was 
determined using the following relation [8]:  

퐴퐸퐷 = 0.4 × 0.8 × 8760 × 9.0 ×10-6 C  
(6) 

where 0.4 is the equilibrium factor, 0.8 is the 
occupancy factor for residents, 8760 is the 
number of hours in a year,  9×10-6 mSv/ Bq.h.m-3 
is the dose effective factor, and C is the indoor 
Rn concentration factor. 

Also, radon surface exhalation rate (ES) and 
mass exhalation rate (EM) were evaluated using 
the following formulas [8, 10]:  
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퐸  =   
 

             (7) 

퐸 =   
 

              (8) 

where V is the air volume in the cup in m3 and Te 
is the effective exposure time, determined by 
employing the formula [11]:  

푇  = 푇 −  1 − 푒             (9) 

4. Results and Discussion 
The radon concentration (C) results in the 

closed container, radon concentration (CRn) in 
the soil samples, the specific activity of 226Ra 
(CRa), and uranium-238 concentrations (CU) are 
presented in Table 2. The radon concentration in 
the air space of the container varied from 
7.47Bq/m3 in school P5 to 66.51 Bq/m3 in school 
P74, with an average value of 
23.53±1.149Bq/m3. The CRn values ranged from 
305.02 to 2714.66 Bq/m3, with an average of 
960.38±47 Bq/m3. The maximum values of both 

C and CRn are lower than the world average for 
radon gas in air, which is 100 Bq/m3 according 
to WHO [12] and 7400 Bq/m3 [8, 13].  

The specific activity of 226Ra showed a 
minimum value of 0.011 Bq/kg in school P5 and 
a maximum value of 0.099 Bq/kg in school P74, 
with an average of 0.035±0.002 Bq/kg. The 
uranium-238 concentrations (CU) varied from 
0.014 to 0.123 ppm, with an average value of 
0.043±0.002 ppm. The maximum values of CRa 
and CU were below the global average values of 
35 Bq/kg for CRa [14] and 11 mg/kg (ppm) for 
uranium-238 concentrations [15].  

Fig. 3 illustrates the concentration of radon in 
the air space of the container, showing that all 
results were below the worldwide level. Figure 4 
shows the histograms of the distribution of radon 
concentration in both air space and soil samples 
within the container, specific activity of 226Ra, 
and concentration of 238U. These distributions 
exhibit a normal (bell-shaped) distribution 
pattern. 

TABLE 2. The radon concentration (C) in the closed container, the radon concentration in the soil 
samples (CRn), specific activity of 226Ra,(226CRa), and the uranium-238 concentrations (CU) for 
studied schools. 

Sample code C (Bq/m3) CRn(Bq/m3) CRa(Bq/kg) CU(ppm) 
P 1 19.43 793.05 0.029 0.036 
P 2 14.87 606.98 0.022 0.027 
P 3 31.39 1281.07 0.047 0.058 
P 4 16.44 671.04 0.025 0.030 
P 5 7.47 305.02 0.011 0.014 
P 6 25.41 1037.06 0.038 0.047 
P 7 23.91 976.06 0.036 0.044 
P 8 35.87 1464.08 0.054 0.066 
P 9 25.41 1037.06 0.038 0.047 

P 10 28.40 1159.07 0.042 0.052 
P 11 8.22 335.52 0.012 0.015 
P 12 52.31 2135.12 0.078 0.097 
P 13 16.44 671.04 0.025 0.030 
P 14 17.94 732.04 0.027 0.033 
P 15 23.91 976.06 0.036 0.044 
P 16 16.44 671.04 0.025 0.030 
P 17 58.29 2379.14 0.087 0.108 
P 18 17.94 732.04 0.027 0.033 
P 19 16.44 671.04 0.025 0.030 
P 20 26.90 1098.06 0.040 0.050 
P 21 13.45 549.03 0.020 0.025 
P 22 23.91 976.06 0.036 0.044 
P 23 15.77 643.59 0.024 0.029 
P 24 15.69 640.54 0.023 0.029 
P 25 16.59 677.14 0.025 0.031 
P 26 28.40 1159.07 0.042 0.052 
P 27 26.53 1082.81 0.040 0.049 
P 28 21.52 878.45 0.032 0.040 
P 29 20.92 854.05 0.031 0.039 
P 30 19.95 814.40 0.030 0.037 
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Sample code C (Bq/m3) CRn(Bq/m3) CRa(Bq/kg) CU(ppm) 
P 31 20.92 854.05 0.031 0.039 
P 32 35.72 1457.98 0.053 0.066 
P 33 11.96 488.03 0.018 0.022 
P 34 14.95 610.03 0.022 0.028 
P 35 22.42 915.05 0.033 0.041 
P 36 17.94 732.04 0.027 0.033 
P 37 35.12 1433.58 0.052 0.065 
P 38 37.37 1525.09 0.056 0.069 
P 39 17.94 732.04 0.027 0.033 
P 40 23.91 976.06 0.036 0.044 
P 41 16.44 671.04 0.025 0.030 
P 42 17.41 710.69 0.026 0.032 
P 43 44.84 1830.10 0.067 0.083 
P 44 41.10 1677.60 0.061 0.076 
P 45 26.90 1098.06 0.040 0.050 
P 46 26.90 1098.06 0.040 0.050 
P 47 48.58 1982.61 0.073 0.090 
P 48 14.95 610.03 0.022 0.028 
P 49 11.96 488.03 0.018 0.022 
P 50 13.45 549.03 0.020 0.025 
P 51 11.96 488.03 0.018 0.022 
P 52 10.46 427.02 0.016 0.019 
P 53 26.16 1067.56 0.039 0.048 
P 54 16.44 671.04 0.025 0.030 
P 55 12.70 518.53 0.019 0.023 
P 56 23.91 976.06 0.036 0.044 
P 57 20.92 854.05 0.031 0.039 
P 58 46.33 1891.11 0.069 0.086 
P 59 19.43 793.05 0.029 0.036 
P 60 20.92 854.05 0.031 0.039 
P 61 25.41 1037.06 0.038 0.047 
P 62 23.17 945.55 0.035 0.043 
P 63 31.39 1281.07 0.047 0.058 
P 64 21.67 884.55 0.032 0.040 
P 65 16.44 671.04 0.025 0.030 
P 66 11.96 488.03 0.018 0.022 
P 67 20.92 854.05 0.031 0.039 
P 68 23.91 976.06 0.036 0.044 
P 69 25.41 1037.06 0.038 0.047 
P 70 23.91 976.06 0.036 0.044 
P 71 20.92 854.05 0.031 0.039 
P 72 20.92 854.05 0.031 0.039 
P 73 52.31 2135.12 0.078 0.097 
P 74 66.51 2714.66 0.099 0.123 
P 75 20.92 854.05 0.031 0.039 
P 76 56.05 2287.63 0.084 0.103 
P 77 25.41 1037.06 0.038 0.047 
P 78 35.87 1464.08 0.054 0.066 
P 79 28.40 1159.07 0.042 0.052 
P 80 20.92 854.05 0.031 0.039 
P 81 31.39 1281.07 0.047 0.058 
P 82 16.44 671.04 0.025 0.030 
P 83 10.84 442.28 0.016 0.020 
P 84 13.45 549.03 0.020 0.025 
P 85 11.96 488.03 0.018 0.022 
P 86 14.20 579.53 0.021 0.026 
P 87 32.88 1342.08 0.049 0.061 
P 88 43.34 1769.10 0.065 0.080 
P 89 20.92 854.05 0.031 0.039 
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Sample code C (Bq/m3) CRn(Bq/m3) CRa(Bq/kg) CU(ppm) 
P 90 20.92 854.05 0.031 0.039 
P 91 9.72 396.52 0.015 0.018 
P 92 13.45 549.03 0.020 0.025 
P 93 25.41 1037.06 0.038 0.047 
P 94 22.42 915.05 0.033 0.041 
P 95 13.45 549.03 0.020 0.025 
P 96 8.22 335.52 0.012 0.015 
P 97 25.41 1037.06 0.038 0.047 
P 98 23.24 948.60 0.035 0.043 
P 99 13.23 539.88 0.020 0.024 
P 100 13.45 549.03 0.020 0.025 

Minimum 7.47 305.02 0.011 0.014 
Maximum 66.51 2714.66 0.099 0.123 

Average±S.E 23.53 ±1.149 960.38±47 0.035±0.002 0.043±0.002 

  
FIG. 3. Radon concentration in the air space of the container for the studied schools and worldwide. 

 
FIG. 4. The histogram of the C, CRn, CRa, and CU concentrations distribution in the selected schools. 

The dose obtained by the students and staff in 
the studied schools was calculated using the 
annual effective dose related to radon 

concentrations, as described by Eq. (6). Table 3 
displays the results of the AED and radon 
exhalation rate per unit mass (EM) and per unit 
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surface (ES) for studied schools. The AED values 
ranged from 0.189 to 1.678 mSv/y, with a mean 
of 0.59±0.029 mSv/y.  

The AED values for all studied schools were 
within the action levels set by the ICRP (3–10 
mSv/y) [16] and by the UNSCEAR (1.2 mSv/y) 
[17]. However, exceptions were noted in 
samples P12, P17, P47, P73, P74, and P76, as 
shown in Fig. 5.  

The radon exhalation rate per unit mass (EM) 
values varied from 0.059 to 0.528 mBq/kg.h 
with an average of 0.19±0.009 mBq/kg.h.  

The radon exhalation rate per unit surface 
(Es) values ranged from 2.076 to 18.475 
mBq/m2.h, with an average of 6.54±0.319 
mBq/m2.h. The study showed that the radon 
exhalation rates varied according to radon 
concentrations inside the container. Also, it was 
found that all values of ES in the present study 
were below the action level of 57.6 Bqm2.h [17]. 

TABLE 3. The annual effective dose (AED), mass exhalation rate (EM), and surface exhalation rate for 
monitored schools. 

Sample code AED (mSv/y) EM (mBq/kg.h) ES (mBq/m2.h) 
P 1 0.490 0.154 5.397 
P 2 0.375 0.118 4.131 
P 3 0.792 0.249 8.719 
P 4 0.415 0.130 4.567 
P 5 0.189 0.059 2.076 
P 6 0.641 0.202 7.058 
P 7 0.603 0.190 6.643 
P 8 0.905 0.285 9.964 
P 9 0.641 0.202 7.058 

P 10 0.716 0.225 7.888 
P 11 0.207 0.065 2.283 
P 12 1.320 0.415 14.531 
P 13 0.415 0.130 4.567 
P 14 0.452 0.142 4.982 
P 15 0.603 0.190 6.643 
P 16 0.415 0.130 4.567 
P 17 1.471 0.463 16.192 
P 18 0.452 0.142 4.982 
P 19 0.415 0.130 4.567 
P 20 0.679 0.214 7.473 
P 21 0.339 0.107 3.737 
P 22 0.603 0.190 6.643 
P 23 0.398 0.125 4.380 
P 24 0.396 0.125 4.359 
P 25 0.419 0.132 4.608 
P 26 0.716 0.225 7.888 
P 27 0.669 0.211 7.369 
P 28 0.543 0.171 5.979 
P 29 0.528 0.166 5.812 
P 30 0.503 0.158 5.543 
P 31 0.528 0.166 5.812 
P 32 0.901 0.284 9.923 
P 33 0.302 0.095 3.321 
P 34 0.377 0.119 4.152 
P 35 0.566 0.178 6.228 
P 36 0.452 0.142 4.982 
P 37 0.886 0.279 9.757 
P 38 0.943 0.297 10.379 
P 39 0.452 0.142 4.982 
P 40 0.603 0.190 6.643 
P 41 0.415 0.130 4.567 
P 42 0.439 0.138 4.837 
P 43 1.131 0.356 12.455 
P 44 1.037 0.326 11.417 
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Sample code AED (mSv/y) EM (mBq/kg.h) ES (mBq/m2.h) 
P 45 0.679 0.214 7.473 
P 46 0.679 0.214 7.473 
P 47 1.226 0.386 13.493 
P 48 0.377 0.119 4.152 
P 49 0.302 0.095 3.321 
P 50 0.339 0.107 3.737 
P 51 0.302 0.095 3.321 
P 52 0.264 0.083 2.906 
P 53 0.660 0.208 7.266 
P 54 0.415 0.130 4.567 
P 55 0.321 0.101 3.529 
P 56 0.603 0.190 6.643 
P 57 0.528 0.166 5.812 
P 58 1.169 0.368 12.870 
P 59 0.490 0.154 5.397 
P 60 0.528 0.166 5.812 
P 61 0.641 0.202 7.058 
P 62 0.584 0.184 6.435 
P 63 0.792 0.249 8.719 
P 64 0.547 0.172 6.020 
P 65 0.415 0.130 4.567 
P 66 0.302 0.095 3.321 
P 67 0.528 0.166 5.812 
P 68 0.603 0.190 6.643 
P 69 0.641 0.202 7.058 
P 70 0.603 0.190 6.643 
P 71 0.528 0.166 5.812 
P 72 0.528 0.166 5.812 
P 73 1.320 0.415 14.531 
P 74 1.678 0.528 18.475 
P 75 0.528 0.166 5.812 
P 76 1.414 0.445 15.569 
P 77 0.641 0.202 7.058 
P 78 0.905 0.285 9.964 
P 79 0.716 0.225 7.888 
P 80 0.528 0.166 5.812 
P 81 0.792 0.249 8.719 
P 82 0.415 0.130 4.567 
P 83 0.273 0.086 3.010 
P 84 0.339 0.107 3.737 
P 85 0.302 0.095 3.321 
P 86 0.358 0.113 3.944 
P 87 0.830 0.261 9.134 
P 88 1.094 0.344 12.040 
P 89 0.528 0.166 5.812 
P 90 0.528 0.166 5.812 
P 91 0.245 0.077 2.699 
P 92 0.339 0.107 3.737 
P 93 0.641 0.202 7.058 
P 94 0.566 0.178 6.228 
P 95 0.339 0.107 3.737 
P 96 0.207 0.065 2.283 
P 97 0.641 0.202 7.058 
P 98 0.586 0.184 6.456 
P 99 0.334 0.105 3.674 
P 100 0.339 0.107 3.737 

Minimum 0.189 0.059 2.076 
Maximum 1.678 0.528 18.475 

Average±S.E 0.59 ±0.029 0.19 ±0.009 6.54 ±0.319 
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FIG. 5. The annual effective dose (AED) for measured schools, UNSCEAR, and ICRP. 

The differences in the measurement of radon 
concentration among the soil samples from the 
studied schools under study are attributed to the 
varying concentrations of 238U and 226Ra within 
these soils. Schools with higher 238U and 226Ra 
content in the soil exhibit increased exhalation 
rates, as illustrated in Fig. 5. Also, these 
differences depend on the density, porosity, 

permeability, grain size of the soil samples, and 
other factors.  

Fig. 6 shows the correlation between the 
226Ra concentration in the soil samples and the 
radon exhalation rates (EM and Es) for the 
investigated schools. The figure demonstrates a 
linear relationship between the 226Ra content and 
exhalation rates, with a correlation coefficient of 
0.999 for both. 

 
FIG. 6. The correlation between 226Ra concentration and radon exhalation rates (EM and Es) for the investigated 

schools. 

Conclusions 
The study of radon concentration in the air 

and soil of containers with soil samples in 
primary schools in Najaf indicates normal levels. 
The average C, CRn, 226CRa, and CU values are 
significantly lower than the worldwide limit. The 
results of the surface exhalation rate (Es) are 
lower than the global limit. The measurements of 

the AED for the studied schools are lower than 
those recommended by the ICRP and the results 
of UNSCEAR, except for samples P12, P17, 
P47, P73, P74, and P76. Consequently, the 
occupants of these schools (children and staff) 
are not at risk of radiological exposure from their 
immediate surroundings.  
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جـب طباعـة كـل جـدول علـى صـفحة منفصـلة مـع عنـوان فـوق الجـدول. أمـا             يو .تعطى الجداول أرقاما متسلسلة يشار إليها فـي الـنص   :الجداول
  فتكتب أسفل الجدول. ،التي يشار إليها بحرف فوقي ،الحواشي التفسيرية

  بصورة متسلسلة كما وردت في النص. ،الرسومات البيانية (المخططات) والصوروالرسومات و: يتم ترقيم الأشكال الرسوم التوضيحية

ــة الجيــدة       ، علــى ان تكــون أصــيلة الأســودوالأبيض بــتقبــل الرســوم التوضــيحية المســتخرجة مــن الحاســوب والصــور الرقميــة ذات النوعي
لا تحتـاج   يـث بحيجـب تزويـد المجلـة بالرسـومات بحجمهـا الأصـلي       والمقابـل.  بوكل منها على ورقة منفصلة ومعرفة برقمها  ،وليست نسخة عنها

وبكثافـة متجانسـة.    0.5عـن   ، وألا تقـل سـماكة الخطـوط   Times New Romanمـن نـوع    8 الحجـم  حـروف عـن  وألا تقـل ال ، لاحقـة إلـى معالجـة   
يجـب أن تتوافــق مــع   ،فـي حالــة إرسـال الرســومات بصـورة رقميــة   وتنشـر ملونــة.  سجـب إزالــة جميـع الألــوان مـن الرســومات مـا عــدا تلـك التــي       وي

للرسـومات بـاللون الرمـادي،     dpi 600 و الأسـود الخطيـة،  و) لرسـومات الأبـيض   dpi Resolution 1200يز (احـد الأدنـى مـن التم ـ   متطلبـات ال 
بـالحجم الفعلـي الـذي     الرسـوم التوضـيحية   أن ترسـل و، )jpgيجب تخزين جميـع ملفـات الرسـومات علـى شـكل (     وللرسومات الملونة.  dpi 300و
نســخة ورقيــة أصــلية ذات نوعيــة جيــدة   يجــب أرســال ،)Onlineلمخطــوط بالبريــد أو عــن طريــق الشــبكة ( اوســواء أرســل يظهر فــي المجلــة. ســ

  للرسومات التوضيحية.

 وتشمل المواد الإضافية أي .: تشجع المجلة الباحثين على إرفاق جميع المواد الإضافية التي يمكن أن تسهل عملية التحكيممواد إضافية
  .ر في المخطوطاشتقاقات رياضية مفصلة لا تظه

علـى البـاحثين تقـديم نسـخة     ف: بعـد قبـول البحـث للنشـر وإجـراء جميـع التعـديلات المطلوبـة،         المدمجـة قراص الأل) و(المعد المنقحالمخطوط 
تحتوي على المخطوط كاملا مكتوبا علـى   لكترونيةإنسخة مزدوجة، وكذلك تقديم  بأسطرأصلية ونسخة أخرى مطابقة للأصلية مطبوعة 

Microsoft Word for Windows 2000  يجب إرفاق الأشكال الأصلية مع المخطوط النهائي المعـدل حتـى لـو    و. منه استجدأو ما هو
م جميـع الرسـومات التوضـيحية بـالحجم الحقيقـي      د)، وتق ـjpgتخـزن جميـع ملفـات الرسـومات علـى شـكل (      ولكترونيا. إتم تقديم الأشكال 

، مـدمج قائمة ببرامج الحاسوب التي اسـتعملت فـي كتابـة الـنص، وأسـماء الملفـات علـى قـرص         يجب إرفاق وتظهر به في المجلة. سالذي 
  . مغلف واق ويحفظ فيعنوان المقالة، والتاريخ. و ، وبالرقم المرجعي للمخطوط للمراسلة،م القرص بالاسم الأخير للباحثحيث يعلَ

  حقوق الطبع

 أي جهـة أخـرى   لـدى من البـاحثين بـأن مخطـوط البحـث لـم ينْشـر ولـم يقَـدم للنشـر           يشكِّل تقديم مخطوط البحث للمجلة اعترافاً صريحاً
ملكـاً لجامعـة اليرمـوك    لتُصـبح   نموذج ينُص على نقْل حقـوق الطبـع  أ. ويشترط على الباحثين ملء كانت وبأي صيغة ورقية أو إلكترونية أو غيرها

ويمنـع  كمـا   .نموذج نقـل حقـوق الطبـع مـع النسـخة المرسـلَة للتنقـيح       إحرير بتزويد الباحثين ب ـالترئيس  قبل الموافقة على نشر المخطوط. ويقوم
  دون إذن خَطِّي مسبق من رئيس التحرير.من إعادة إنتاج أي جزء من الأعمال المنشورة في المجلّة 

  إخلاء المسؤولية

الضرورة آراء هيئة التحرير أو الجامعة أو سياسة اللجنة العليا للبحث العلمـي أو  إن ما ورد في هذه المجلة يعبر عن آراء المؤلفين، ولا يعكس ب
ــات          ــة أو مســؤوليات عــن اســتعمال المعلوم ــة أو معنوي ــة أي تبعــات مادي ــيم العــالي والبحــث العلمــي. ولا يتحمــل ناشــر المجل وزارة التعل

  المنشورة في المجلة أو سوء استعمالها.

  

  المجلة مفهرسة في:: الفهرسة
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  معلومات عامة

، وزارة والابتكـار  بـدعم مـن صـندوق دعـم البحـث العلمـي      ة تصـدر  محكم ـمتخصصـة  ة عالميـة  جلة بحوث علميهي م للفيزياءالمجلة الأردنية 
 .ربـد، الأردن إالتعليم العالي والبحث العلمي، عمان، الأردن. وتقـوم بنشـر المجلـة عمـادة البحـث العلمـي والدراسـات العليـا فـي جامعـة اليرمـوك،            

ــة    ــى ، إضــافةالأصــيلةوتنشــر البحــوث العلمي ــة ، والملاحظــات Short Communications لمراســلات القصــيرة ا إل ، Technical Notesالفني
، بــاللغتين العربيــة النظريــة والتجريبيــة الفيزيــاءفــي مجــالات  ،Review Articles، ومقــالات المراجعــة Feature Articlesوالمقــالات الخاصــة 

  نجليزية.والإ

  تقديم مخطوط البحث

   https://jjp.yu.edu.jo/index.php/jjp: موقع المجلةعن طريق  ترونياالمخطوطات إلكتقدم   

  

 .من ذوي الاختصاص والخبرة اثنين في الأقلمين حكِّم جانبمن  الفنيةويجري تحكيم البحوثِ الأصيلة والمراسلات القصيرة والملاحظات 
تم بــدعوة مــن هيئــة  يــ، فالفيزيائيــة النَشِــطَةالمقــالات الخاصــة فــي المجــالات  نشــر جلــة البــاحثين علــى اقتــراح أســماء المحكمــين. أمــا   وتُشــجع الم

 تمهيـداً تقـديم تقريـر واضـح يتّسـم بالدقـة والإيجـاز عـن مجـال البحـث          من كاتب المقال الخـاص   ويشار إليها كذلك عند النشر. ويطْلَب ،التحرير
 أو مسـتَكتبيها علـى   ، وتُشـجع كـاتبي مقـالات المراجعـة    الفيزيائية النشطة سـريعة التغيـر  وتنشر المجلةُ أيضاً مقالات المراجعة في الحقول للمقال. 

ة ) باللغ ـKeywords( دالة ) وكلماتAbstract( المكتوب باللغة العربية ملخصإرسال مقترح من صفحتين إلى رئيس التحرير. ويرفَق مع البحث 
  الإنجليزية.

  ترتيب مخطوط البحث

 × A4 )21.6علـى وجـه واحـد مـن ورق      مـزدوج، بسـطر  و ،Times New Romanنوعـه   12ط نبب ـ يجـب أن تـتم طباعـة مخطـوط البحـث     
ويجـري تنظـيم أجـزاء المخطـوط      .منـه أو مـا اسـتَجد    2000روسـوفت وورد  سـم ، باسـتخدام معـالج كلمـات ميك     3.71سم) مع حواشي  27.9
، المقدمة، طرق البحث، النتائج، المناقشـة، الخلاصـة، الشـكر والعرفـان،     )PACSرموز التصنيف (ترتيب التالي: صفحة العنوان، الملخص، وفق ال

بينمـا   ،غـامق ثَم الأشكال والصور والإيضـاحات. وتُكْتَـب العنـاوين الرئيسـة بخـط       ،المراجع، الجداول، قائمة بدليل الأشكال والصور والإيضاحات
 مائلتُكْتَب العناوين الفرعية بخط.  

ويكتـب الباحـث المسـؤول عـن المراسـلات اسـمه مشـارا         كاملـة.  تشمل عنوان المقالة، أسماء الباحثين الكاملة وعناوين العملو: صفحة العنوان
 ،عـن فحـوى (محتـوى) المخطـوط    ويجـب أن يكـون عنـوان المقالـة مـوجزا وواضـحا ومعبـرا         .إليه بنجمة، والبريـد الإلكترونـي الخـاص بـه    

  وذلك لأهمية هذا العنوان لأغراض استرجاع المعلومات.

هــم مــا توصــل إليــه أالنتـائج و وفيــه  والمــنهج المتبــعموضــحة هـدف البحــث،   ،: المطلــوب كتابــة فقــرة واحــدة لا تزيـد علــى مــائتي كلمــة  الملخـص 
  الباحثون.

  تعبر عن المحتوى الدقيق للمخطوط لأغراض الفهرسة. دالةت كلما 6-4: يجب أن يلي الملخص قائمة من الدالةكلمات ال

PACS: فرة في الموقع اوهي متو ،يجب إرفاق الرموز التصنيفيةhttp://www.aip.org/pacs/pacs06/pacs06-toc.html.  

ة لما نشـر (لا تزيـد المقدمـة عـن     مراجعة مكثف ن تكونألا ح الهدف من الدراسة وعلاقتها بالأعمال السابقة في المجال، : يجب أن توضالمقدمة
  مطبوعة). الصفحة صفحة ونصف

ق موضــحة بتفصــيل كــاف لإتاحــة إعــادة إجرائهــا بكفــاءة، ولكــن باختصــار    ائــالطرهــذه : يجــب أن تكــون طرائــق البحــث (التجريبيــة / النظريــة) 
  ق المنشورة سابقا. ائحتى لا تكون تكرارا للطر ،مناسب

  دون مناقشة تفصيلية.من مع شرح قليل في النص و ،صورة جداول وأشكال حيثما أمكن : يستحسن عرض النتائج علىالنتائج

  : يجب أن تكون موجزة وتركز على تفسير النتائج.المناقشة

  : يجب أن يكون وصفا موجزا لأهم ما توصلت إليه الدراسة ولا يزيد عن صفحة مطبوعة واحدة.الاستنتاج

  في فقرة واحدة تسبق المراجع مباشرة. انصدر المنح والدعم المالي يكتب: الشكر والإشارة إلى معرفانالشكر وال

يـتم اعتمـاد   وتكتب المراجع في النص بين قوسين مربعين. وفي النص.  هاتسلسلمزدوجة ومرقمة حسب  بأسطرجب طباعة المراجع ي: المراجع
  .Wordlist of  Scientific Reviewersاختصارات الدوريات حسب نظام 
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