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Abstract: The energy spectrum, particle distribution, internal energy, and specific heat 
capacity of a two-dimensional electron-hole GaAs system were investigated within the 
framework of the static fluctuation approximation. The study explored the influence of 
temperature, dielectric thickness, and dielectric constant on these properties. It was found 
that the interaction potential had a more pronounced effect on the energy spectrum and 
distribution of holes than on those of electrons. The results also revealed that the interaction 
potential effect on internal energy and specific heat capacity of the system occurs at 
temperatures less than the Fermi temperature. Additionally, the study found that at low 
temperatures, the system exists in a bound state, whereas at high temperatures, it transitions 
to a scattering state. 

Keywords: Static fluctuation approximation, Two-dimensional electron-hole GaAs system, 
Energy spectrum, Particle distribution, Heat capacity. 
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1. Introduction 

A two-dimensional electron-hole system is a 
fascinating model with controllable interactions, 
comprising two parallel layers separated by a 
distance [1-9]. One layer contains electrons and 
the other contains holes. The energy spectrum of 
this system shows that it behaves like an ideal 
gas if transitions to higher energy states are 
ignored [1]. The system also exhibits 
superconductivity due to the pairing of electrons 
and holes [2]. This system can be analyzed by 
applying an electric field to double quantum 
wells [3, 6]. The phases of this system were 
studied using variational wave functions [9]. 

Examples of two-dimensional systems are 
two graphene layers [5, 10, 11], two-dimensional 

semiconductors [12, 13] and coupled quantum 
wells [5, 14, 15]. Graphene bilayers can exhibit a 
Kosterlitz-Thouless temperature as high as room 
temperature if they have a high number density 
(> 1013 cm-2) and a small interlayer distance (< 
2nm) [10]. This indicates that some of these 
systems can be superfluid near room 
temperature. This is also possible for double 
trilayer and quadlayer graphene sheets [11]. 
Theoretically, the dielectric function of electron-
hole plasma was derived using random phase 
approximation [12]. The exciton energy states in 
coupled quantum wells were studied by solving 
the Schrodinger equation for the GaAs/AlGaAs 
system [15]. The results showed that the 
Coulomb correlations can create a degenerate 
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electron-hole liquid when the average distance 
between the particles is smaller than the size of 
the exciton [14]. The exchange interaction 
between electrons and holes was found to be the 
major barrier for generating entangled photon 
pairs in semiconductor quantum dots [13]. 

A two-dimensional electron-hole system is a 
remarkable system that shows various 
phenomena such as electron-hole plasma [16], 
phase transitions from exciton gas to electron-
hole plasma [17], and exciton condensate in 
semiconductor quantum well [18]. Due to its 
extraordinary behavior, this system has drawn 
significant research interest over the decades 
leading to the discovery of many applications [9-
18]. 

A two-dimensional electron-hole system is a 
useful model for many real systems such as 
coupled quantum wells and graphene layers [6, 
19-23]. One of the interesting phases in this 
system is the Mott insulator [17], where the 
system remains insulating despite having a band 
structure that allows conduction. The phase 
transition from Mott insulator to electron-hole 
plasma was studied in quasi-equilibrium [17]. 
The experimental analysis of the phase diagram 
of indirect excitons for GaAs/AlGaAs showed 
that unbound electron-hole plasma appears when 
the temperature of the system increases [20]. 

The two-dimensional electron-hole system 
was studied using the mean field approximation 
[5, 18]. The results showed that the phase 
transition is affected by the interlayer interaction 
and the number density of the system. The SFA 
is an approximation that can account for the 
quantum fluctuations that are ignored in the 
mean field approximation. These fluctuations are 
more important in low-dimensional systems. 
While much prior work has focused on the 
system's electric and magnetic properties, we 
were specifically interested in studying the 
thermodynamic properties of the two-
dimensional electron-hole system, an area with 
limited research. 

In this work, the macroscopic properties of 
the two-dimensional electron-hole system are 
derived from its microscopic properties. This can 
be done in the framework of the SFA. The SFA 
was used for various systems ranging from weak 
to strong interactions [24-34], such as the two-
dimensional Ising model [25], liquid helium-4 
[24], liquid helium-3 [26], and 3He-HeII [27]. 

2. Basics of Static Fluctuation 
Approximation. 

The main idea of the SFA is to replace the 
square of the local field operator with its mean 
value [24]. This means that the true quantum 
mechanical spectrum of this operator is replaced 
with a distribution around its mean value [24-
26]. 

The SFA is used to investigate how the 
interaction potential parameters, number density, 
and temperature affect the system’s 
thermodynamic properties, including occupation 
number, energy spectrum, total energy of the 
system, and specific heat capacity. These 
properties depend on the temperature, number 
density, dielectric interlayer thickness, and 
dielectric constant of the system. The SFA is 
applied for the first time to electron-hole 
systems. For that, a symmetric case is considered 
in this work, where the electrons and holes have 
the same number density. This symmetry 
simplifies the Hamiltonian, as the asymmetric 
case requires additional terms to account for 
imbalanced densities between electrons and 
holes. 

According to the main assumption of the 
SFA, the Hamiltonian ܪ෡ can be expressed as a 
linear combination of the local field operator 
෠௞,ఙܧ  and the number of particles operator 
ො݊௞,ఙ = ĉ࢑,ఙ

ା ĉ࢑,ఙ  [24, 26],  

෡ܪ = ∑ ఙ,࢑෠௞,ఙĉܧ
ା ĉ࢑,ఙ࢑,ఙ ,            (1)  

where ĉ࢑,ఙ
ା  and ĉ࢑,ఙ  are the creation and 

annihilation operators of electrons and holes. 
Here, ߪ refers to the particle type and ݇ is the 
wave number of a specific state. 

The Heisenberg representation of the creation 
operator ĉ௞,ఙ

ା (߬) is given by:  

ĉ௞,ఙ
ା (߬) = exp (߬ܪ෡)ĉ௞,ఙ

ା (0)exp (−߬ܪ෡),          (2) 

where ߬ ≡  The creation operator in .ݐ݅
Heisenberg picture obeys the equation of 
motion:  
ௗĉ࢑,഑

శ (ఛ)

ௗఛ
= ,෡ܪൣ ĉ࢑,ఙ

ା (߬)൧,            (3)  

where ߬ =  The creation and annihilation .ݐ݅
operators for Fermi system have the following 
anticommutation relations: 

൛ĉ࢑,ఙ
ା , ĉ࢖,ఙభൟ =  ఙ,ఙభ           (4a)ߜ࢖,࢑ߜ
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൛ĉ࢖,ఙ , ĉࢗ,ఙభൟ = 0.          (4b) 

In the SFA, the local field operator is 
assumed to be Hermitian and commutes with the 
creation and annihilation operators [24-26]. 
Based on this assumption and using Eqs. (1)-(4), 
we can express the local field operator as [26] 

෠௞,ఙܧ = ൛ܿ̂࢑,ఙ , ,෡ܪൣ ĉ࢑,ఙ
ା (߬)൧ൟ.           (5) 

The grand Hamiltonian describing the two-
dimensional electron-hole system in second 
quantization can be written as [5]: 

෡ܪ =
∑ (݇)ఙߝ) − ఙ௞,ఙߤ )ĉ௞,ఙ

ା ĉ௞,ఙ +
∑ ܸ(݇)ĉ௞ି௤,௛

ା ĉ௞ି௣,௛ĉ௤,௘
ା ĉ௣,௘௞,௤,௣ ,          (6) 

where ߝఙ(݇) = ℏమ௞మ

ଶ௠഑
∗  is the single particle energy, 

h is Planck’s constant (ℏ = ℎ ⁄ߨ2  Dirac’s 
constant) and ݉ఙ

∗  is the effective mass of either 
the electron or hole. μୣ (μ୦) is the chemical 
potential of the electron (hole) system. ܸ(݇) in 
Eq. (6) is the attractive electron-hole interaction 
defined by the two-dimensional Fourier image of 
the screened electron-hole attraction [5, 35, 36]:  

ܸ(݇) = − Ū ௘௫௣(ି௞ௗ)
௞ାଶ൫௔೐

షభା௔೓
షభ൯ାସ(ଵି௘௫௣(ିଶ௞஽)) (௞௔೐௔೓)⁄ .  

(7) 

Here, ݀ is the dielectric interlayer thickness, 
Ū = ଶ݊݁ܭ ⁄ߝ2  is the potential strength, ܭ is 
Coulomb’s constant, e is the electronic charge, ݊ 
is the electron and hole number density, and ߝ is 
the dielectric constant of the system, ܽ௘,௛ =

ħమఌ
௄௘మ௠೐,೓

∗ , where ݉௘
∗ and ݉௛

∗  are the effective 

masses of electron and hole, respectively. The 
electron-electron and hole-hole interactions are 
included in the effective mass in the kinetic 
energy term based on the effective mass 
approximation. Also, the spin of electrons and 
holes is neglected here because we are not 
interested in magnetization effects [5]. For a 
neutral electron-hole system, the densities of 
electrons and holes should be equal. 

The grand local field operators of electrons 
and holes are determined from Eq. (5) and Eq. 
(6): 

௘,࢑෠ܧ = (݇)௘ߝ − ௘ߤ + ∑ ݍ|)ܸ − ݇|) ො݊௤,௛௤          (8) 

and 

௛,࢑෠ܧ = (݇)௛ߝ − ௛ߤ + ∑ ݍ|)ܸ − ݇|) ො݊௤,௘௤ .        (9) 

In the SFA, the quadratic fluctuations in the 
local field operator are replaced by their mean 
value [24, 26]. The true quantum energy 
spectrum is replaced with a distribution around 
the mean value of the local field operator: 

෠௞,ఙܧ∆
ଶ =< ෠௞,ఙܧ∆

ଶ >= ߶௞,ఙ
ଶ          (10) 

The so-called long-range equation of Fermi 
system was derived [26]: 

〈 ො݊௞,ఙܣመ〉 = 〈መܣ〉(݇)଴,ఙߟ +  (11)    ,〈መܣ෠௞,ఙܧ߂〉(݇)ଵ,ఙߟ

where ܣመ is an arbitrary operator that commutes 
with the creation and annihilation operators. The 
functions ߟ଴,ఙ(݇) and ߟଵ,ఙ(݇) are given by [25]: 

(݇)଴,ఙߟ = ଵ
ଶ

൜ ଵ
௘௫௣ൣఉ൫〈ா෠ೖ,഑〉ାథೖ,഑൯൧ାଵ

+
ଵ

௘௫௣ൣఉ൫〈ா෠ೖ,഑〉ିథೖ,഑൯൧ାଵ
ൠ         (12) 

(݇)ଵ,ఙߟ = ଵ
ଶథೖ,഑

൜ ଵ
௘௫௣ൣఉ൫〈ா෠ೖ,഑〉ାథೖ,഑൯൧ାଵ

−
ଵ

௘௫௣ൣఉ൫〈ா෠ೖ,഑〉ିథೖ,഑൯൧ାଵ
ൠ,         (13)  

where the parameter ߚ = ଵ
௞ಳ்

, with ݇஻  being the 
Boltzmann’s constant and ܶ absolute 
temperature [37]. The long-range equation is a 
generator equation. 

Choosing ܣመ = 1, in Eq. (11) the particle 
distribution is obtained: 

〈 ො݊௞,ఙ〉 = (݇)଴,ఙߟ +   (14)        .〈෠௞,ఙܧ߂〉(݇)ଵ,ఙߟ

Due to the symmetry in the fluctuations of 
 .vanishes 〈෠௞,ఙܧ߂〉 ෠௞,ఙ, the mean valueܧ߂
Therefore, the particle distribution becomes 

〈 ො݊௞,ఙ〉 =  ଴,ఙ(݇).          (15)ߟ

It is more convenient to rewrite Eq. (11) in 
terms of the deviations of the occupation- 
number operator:  

< ∆ ො݊௞,ఙܣመ >= (݇)ଵ,ఙߟ < መܣ෠௞,ఙܧ߂ >.        (16) 

Now, it is possible to obtain the close set of 
coupled nonlinear integral equations. Choosing 
መܣ = ෠௞,ఙܧ߂  in Eq. (16), we obtain the quadratic 
fluctuations in the grand local field operator 
෠௞,ఙܧ߂

ଶ : 

ଵ,ఙ(݇)߶௞,ఙߟ
ଶ =< ∆ ො݊௞,ఙܧ߂෠௞,ఙ >.        (17) 

Using Eqs. (8), (9), and (17), the quadratic 
fluctuations in the grand local field operator for 
electrons and holes can be written as:  
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ଵ,௘(݇)߶௞,௘ߟ 
ଶ = ∑ ࢗ|)ܸ − ࢗ|࢑ < ∆ ො݊௞,௘߂ ො݊ࢗ,௛ >,  

(18) 

ଵ,௛(݇)߶௞,௛ߟ
ଶ = ∑ ࢗ|)ܸ − ࢗ|࢑ < ∆ ො݊௞,௛߂ ො݊௤,௘ >.  

(19) 

Choosing ߪ ≡ ݁ in Eq. (16) to refer to 
electrons and using ܣመ = ∆ ො݊௤,௛ , we get the pair 
correlation function < ∆ ො݊௞,௘߂ ො݊௤,௛ >, 

< ∆ ො݊௞,௘∆ ො݊௤,௛ >= (݇)ଵ,௘ߟ < ∆෠௞,௘ܧ߂ ො݊௤,௛ > 
= (݇)ଵ,௘ߟ ∑ ࢑|)ܸ − ࢖(|࢖ < ߂ ො݊௣,௛∆ ො݊௤,௛ >. 
= (݇)ଵ,௘ߟ ∑ ࢑|)ܸ − ࢖(|࢖ ߂〉) ො݊௣,௛

ଶ〉ߜ௣,௤+<
߂ ො݊௣,௛∆ ො݊௤,௛ >௖)          (20) 

Choosing ߪ ≡ ݁ in Eq. (16) and ܣመ = ∆ ො݊௤,௘ , 
where ݍ ≠ ݇ we get the pair correlation function 
< ∆ ො݊௞,௘߂ ො݊௤,௘ >௖, the index c denoting the true 
correlation function ݍ ≠ ݇. 

< ∆ ො݊௞,௘∆ ො݊௤,௘ >௖  = (݇)ଵ,௘ߟ < ∆෠௞,௘ܧ߂ ො݊௤,௘ > 
= (݇)ଵ,௘ߟ ∑ ܸ(|݇ − ௣(|݌ < ߂ ො݊௣,௛∆ ො݊௤,௘ >.  

(21) 

Choosing ߪ ≡ ℎ in Eq. (16) and ܣመ = ∆ ො݊௤,௛ , 
where ݍ ≠ ݇ we get the pair correlation function 
< ∆ ො݊௞,௛߂ ො݊௤,௛ >௖.  

< ∆ ො݊௞,௛∆ ො݊௤,௛ >௖  = (݇)ଵ,௛ߟ < ∆෠௞,௛ܧ߂ ො݊௤,௛ > 
= (݇)ଵ,௛ߟ ∑ ࢑|)ܸ − ࢖(|࢖ < ߂ ො݊௣,௘∆ ො݊௤,௛ >.  

(22) 

The closed system of coupled nonlinear 
integral equations consisting of 〈ܧ෠௞,௘〉, 〈ܧ෠௞,௛〉, 
〈 ො݊௞,௘〉, 〈 ො݊௞,௛〉, ߶௞,௘, ߶௞,௛ ߂〉 , ො݊௣,௘∆ ො݊௤,௛〉, <
∆ ො݊௞,௛∆ ො݊௤,௛ >௖ and < ∆ ො݊௞,௘∆ ො݊௤,௘ >௖ can be 
solved numerically by Gaussian quadrature point 
method [25, 38]. The energy in our calculations 
is in units of eV. 

3. Results and Discussion 
In this work, the effect of temperature ܶ, 

dielectric thickness ݀, and dielectric constant ߝ 
on the distribution and energy spectrum of 
electrons and holes, internal energy, and specific 
heat capacity of the GaAs system were 
examined. Аlthough the effective masses of 
electrons (݉௘

∗) and holes (݉௛
∗ ) are T-dependent, 

for convenience we assumed them to be constant 
across the examined temperature range of 1–50 
K. Here, we used ݉௛

∗ = 0.45݉௘ and ݉௘
∗ =

0.067݉௘ [39, 40], where me is the electron mass. 
In temperatures below 150 K, the effective mass 
of the electron remains nearly constant, close to 
݉௘

∗ = 0.067݉௘ [41].  
   The distribution of electrons and holes at 
various temperatures is shown in Figs. 1 and 2, 
respectively. At T = 1 K, both distributions 
display a step-like behavior, with a high 
occupation probability (≈ 1) for states below the 
Fermi momentum ௙݇. The Fermi temperatures of 
electrons and holes are 41.5 and 6.2 K, 
respectively. At T = 1 K, all holes are in the 
ground state with ݇ < ௙݇ . As the temperature 
increases to be greater than the Fermi 
temperature, some particles are excited to states 
above the Fermi level. This depletion from the 
ground state to excited states increases as the 
temperature increases. At T = 25 K, the 
probability of occupying the zero-momentum 
state is approximately 0.88 for electrons and 0.49 
for holes, situating this temperature below the 
Fermi temperature for electrons but above that 
for holes. By T = 50 K, most holes are in higher 
energy states, reflecting their excitation above 
the Fermi temperature, while electrons still 
predominantly occupy lower energy states due to 
their higher Fermi temperature. 

The energy spectrum for electrons and holes 
is the expectation value of the local field 
operator which is given by  

〈௘,࢑෠ܧ〉 = (݇)௘ߝ + ∑ ݍ|)ܸ + ݇|)〈 ො݊௤,௛〉௤ ,        (23) 
and 
〈௛,࢑෠ܧ〉 = (݇)௛ߝ + ∑ ࢗ|)ܸ + 〉(|࢑ ො݊௤,௘〉ࢗ .        (24)  

Figures 3 and 4 show how the energy spectra 
of electrons and holes change with temperature. 
The results indicate that the energy of states 
below the Fermi level is T-dependent. At high-
energy states, ݇ > ௙݇ , the kinetic energy term is 
dominant, while the interaction term 
significantly influences the low-energy states. 
The interaction potential is attractive and 
inversely related to ݇. The system is bound for 
݇ < ௙݇  and in a scattering state for ݇ > ௙݇ . The 
temperature effect in the interaction term comes 
from the distribution of particles. As temperature 
rises, more particles are excited to states with 
݇ > ௙݇ , diminishing the influence of the 
attractive potential with higher ݇. 
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FIG. 1. The electron distribution as a function of ݇/݇௙ at values of ߝ = 3, ݀ =  5݊݉, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘, and ݉௘

∗ = 0.067݉௘. 

 
FIG. 2. The hole distribution as a function of ݇/݇௙ at values of ߝ = 3, ݀ =  5݊݉, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘ , and ݉௘

∗ = 0.067݉௘. 

 
FIG. 3. The electron energy spectrum as a function of ݇/݇௙ at values of ߝ = 3, ݀ =  5݊݉, number density 

݊ = 10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘, and ݉௘

∗ = 0.067݉௘. 
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FIG. 4. The hole energy spectrum as a function of ݇/݇௙ at values of ߝ = 3, ݀ =  5݊݉, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘ and ݉௘

∗ = 0.067݉௘ . 

The electron and hole distributions at T = 25 
K with different dielectric interlayer thicknesses 
d are shown in Figs. 5 and 6, respectively. 
Results indicate that the electron distribution is 
not sensitive to d, while the hole distribution in 
the lowest states is shifted upward as the 
dielectric interlayer thickness decreases, where 
the attractive potential decreases as d increases 
(the attractive potential is proportional to ݁ି௞ௗ). 
Given that the effective masses of electrons and 
holes are 0.067me and 0.45me, respectively, 
electrons possess higher kinetic energy than 
holes. Therefore, the attractive potential 
influences the hole distribution more than the 
electron distribution. 

 

The energy spectra of electrons and holes at T 
= 25 K are presented in Figs. 7 and 8, 
respectively. The results indicate that the energy 
spectrum of electrons exhibits a parabolic 
dependence on momentum, where the kinetic 
energy of the electrons is dominant in the higher 
energy states. It is only shifted downward as the 
interaction potential increases (d decreases). The 
spectrum of the hole energy (Fig. 8) is more 
influenced by the interaction term in the local 
field operator, as holes have a greater effective 
mass than electrons. Therefore, holes in the 
lowest states become more bound due to the 
effect of the attractive potential. In both cases, 
the interaction potential affects mainly the 
lowest states up to states with momentum 
comparable to the Fermi momentum.  

 
FIG. 5. The electron distribution as a function of ݇/݇௙ at values of T = 25 K, ߝ = 3, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘, and ݉௘

∗ = 0.067݉௘. 
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FIG. 6. The hole distribution as a function of ݇/݇௙ at values of T = 25 K, ߝ = 3, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘, and ݉௘

∗ = 0.067݉௘. 

 
FIG. 7. The electron energy spectrum as a function of ݇/݇௙ at values of T = 25 K, ߝ = 3, number density 

݊ = 10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘, and ݉௘

∗ = 0.067݉௘. 

 
FIG. 8. The hole energy spectrum as a function of ݇/݇௙ at values of T = 25 K, ߝ = 3, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘, and ݉௘

∗ = 0.067݉௘. 
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The effect of the dielectric constant on the 
electron and hole distributions is shown in Figs. 
9 and 10. The figures show that as the dielectric 
constant increases, the probability of finding a 
particle in states with momentum below the 
Fermi momentum decreases. The pair potential 
is inversely proportional to the dielectric 
constant, so the system is more attractive as the 
dielectric constant decreases. The distribution of 

holes is more sensitive to the dielectric constant 
than that of electrons, as electrons have higher 
kinetic energy. The results show that the Fermi 
temperature of the system increases as the 
dielectric constant decreases, where the 
probability of having a particle in a state with 
݇ < ݇ி  increases as the dielectric constant 
decreases.  

 
FIG. 9. The electron distribution as a function of ݇/݇௙ at values of T = 25 K, ݀ =  5݊݉, number density 

݊ = 10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘, and ݉௘

∗ = 0.067݉௘. 

 
FIG. 10. The hole distribution as a function of ݇/݇௙ at values of T = 25 K, ݀ =  5݊݉, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘, and ݉௘

∗ = 0.067݉௘. 

Figures 11 and 12 present the energy 
spectrum of electrons and holes across different 
dielectric constants. The results indicate that the 
spectrum of both electrons and holes behaves 
like a non-interacting system at high momentum 
states, ݇ > ݇ி , where the kinetic energy is 
dominant in the local field operator. In low 
momentum states, ݇ < ݇ி , the energy spectrum 
is shifted downward with increasing the pair 
potential (the dielectric constant decreases). This 

result indicates that the pair potential affects 
mainly the low-lying energy states, which is 
proportional to ݁ି௞ௗ.  

The influence of the interaction potential on 
the internal energy per particle, ௎

ே
, and specific 

heat capacity, ஼ಲ
ே௞ಳ

, is examined. Figure 13 shows 

how ௎
ே

 varies with the dielectric interlayer 

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

 =1
 =3
 =6

n(
k)

k/kF

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

 
 
 

n(
k)

k/kF



Two–Dimensional Electron-Hole GaAs System in the Static Fluctuation Approximation 

 477

thickness. ௎
ே

 has the same behavior for any value 

of thickness. The interaction potential affects ௎
ே

 
mainly at low temperatures (ܶ < ிܶ, where ிܶ is 
the Fermi temperature). As temperature rises, ௎

ே
 

becomes similar across thickness values because 
the kinetic energy becomes dominant. Figure 14 
shows how ஼ಲ

ே௞ಳ
 depends on temperature for 

different values of the thickness of the dielectric 

interlayer. The results indicate that ஼ಲ
ே௞ಳ

 increases 
with T until it reaches a maximum value at 
ܶ = ிܶ and then decreases to the classical value 
of a two-dimensional non-interacting system at 
high temperatures. The “bump” in ஼ಲ

ே௞ಳ
 suggests 

an order-disorder transition, shifting from a more 
ordered low-temperature quantum regime to a 
less ordered high-temperature classical regime.

 
FIG. 11. The energy spectrum of electrons as a function of ݇/݇௙ at values of T = 25 K, ݀ =  5݊݉, number 

density ݊ = 10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘ , and ݉௘

∗ = 0.067݉௘. 

 
FIG. 12. The hole spectrum as a function of ݇/݇௙ at values of T = 25 K, ݀ =  5݊݉, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘ , and ݉௘

∗ = 0.067݉௘. 
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FIG. 13. The energy of the system as a function of temperature at values of ߝ = 3, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘ , and ݉௘

∗ = 0.067݉௘. 

 
FIG. 14. The specific heat capacity ܥ஺/(ܰ݇஻) as a function of temperature at values of ߝ = 3, number density 

݊ = 10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘ , and ݉௘

∗ = 0.067݉௘ 

The effect of the dielectric constant on ௎
ே

 is 
illustrated in Fig. 15. The results indicate that the 
interaction potential affects ௎

ே
 at low 

temperatures. ௎
ே

 is negative at low temperatures, 
where the interaction term in the local field 
operator becomes dominant. It is well known 
that as the dielectric constant increases the 
interaction potential decreases. Therefore, ௎

ே
 is 

more negative in the quantum regime (low 
temperatures) as the dielectric constant 
decreases. In the classical regime (high 

temperatures), ௎
ே

 is slightly dependent on the 

dielectric constant. Figure 16 shows ஼ಲ
ே௞ಳ

 for 

different values of the dielectric constant. ஼ಲ
ே௞ಳ

 
increases with T until it reaches a maximum 
value at ܶ = ிܶ. At high temperatures, it 
approaches the value of a two-dimensional non-
interacting system. The results of ஼ಲ

ே௞ಳ
 indicate 

that the Fermi temperature increases as the 
interaction increases (dielectric constant 
decreases).  
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FIG. 15: The energy of the system as a function of temperature at values of ݀ = 5݊݉, number density ݊ =

10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘ , and ݉௘

∗ = 0.067݉௘. 

 
FIG. 16. The specific heat capacity ܥ஺/(ܰ݇஻) as a function of temperature at values of ݀ = 5݊݉, number 

density ݊ = 10ଵଵ ܿ݉ିଶ, ݉௛ݔ1
∗ = 0.45݉௘ , and ݉௘

∗ = 0.067݉௘. 

4. Conclusion 
The static fluctuation approximation (SFA) 

technique was applied successfully to calculate 
the distribution and energy spectrum of the two-
dimensional electron-hole GaAs system. The 
influence of temperature, dielectric interlayer 
thickness, and the dielectric constant on these 
quantities was examined. The results indicate 
that the interaction term in the local field 
operator affects these quantities at low-
momentum states. The internal energy per 
particle and specific heat capacity of the GaAs 
system were also investigated. The system acts 
like a nearly ideal, non-interacting gas at high 

temperatures or high momentum. The dielectric 
constant has a stronger effect on the results than 
the dielectric interlayer thickness. 

The SFA goes well beyond the mean-field 
approach and has been applied over a wide range 
of systems ranging from strongly to weakly 
interacting systems. However, just like other 
perturbative theories, it is most suitable for 
weakly interacting or dilute systems. To improve 
the present framework of the SFA, we could 
reformulate it to include higher orders of 
fluctuations. 
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